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Series Foreword

This is the 31st book in the Organizational Frontiers Series of books. The
overall purpose of the series volumes is to promote the scientific status
of the field. Ray Katzell first edited the series. He was followed by Irwin
Goldstein, Sheldon Zedeck, and Neal Schmitt. The topics of the volumes
and the volume editors are chosen by the editorial board, or individuals
propose volumes to the editorial board. The series editor and the editorial
board then work with the volume editor(s) in planning the volume.

The success of the series is evident in the high number of sales (now
well over 50,000). Volumes have also received excellent reviews and indi-
vidual chapters as well as volumes have been cited frequently.

This volume, edited by James Outtz, presents current thinking and
research on the topic of adverse impact in organizations. Adverse impact
occurs when there is a significant difference in organizational outcomes
such as hiring rates, promotion, compensation, or college admissions to
the disadvantage of one or more groups defined on the basis of demo-
graphic characteristics such as race, ethnicity, gender, or age etc. This
phenomenon is important and often misunderstood in our field. A major
contribution of this volume is to first to conceptualize this concept and the
associated variables around it. However, the most important contribution
of the volume is to present a comprehensive assessment of adverse impact
that integrates scientific research and practical issues within a concep-
tual/theoretical framework. In the past, most of the work on this topic
has been atheoretical and the conceptual foundation has not always been
clear. Practically all of the published research has focused on descriptions
of the magnitude of subgroup differences and the measures that produce
them. However, there is a conceptual/theoretical position from which
adverse impact can be studied and this volume discusses that in detail.

The editors and chapter authors deserve our gratitude for clearly com-
municating the nature, application, and implications of the theory and
research described in this book. Production of a volume such as this
involves the hard work and cooperative effort of many individuals. The
editors, the chapter authors, and the editorial board all played important
roles in this endeavor. As all royalties from the series volumes are used to
help support SIOP, none of the editors or authors received any remunera-
tion. The editors and authors deserve our appreciation for engaging in
a difficult task for the sole purpose of furthering our understanding of
organizational science. We also want to express our gratitude to Anne
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Dulffy, our editor at Routledge/Psychology Press, who has been a great
help in the planning and production of the volume.

Robert D. Pritchard
University of Central Florida
Series Editor



Preface

The purpose of this volume is to present, in a single repository, the current
thinking of researchers and practitioners on the issue of subgroup dif-
ferences in selection and high-stakes assessment. Subgroup differences,
or adverse impact, present one of the most troublesome problems facing
organizations not only in the United States, but also in Europe and other
countries. Selection procedures are the gates that determine access to
jobs, education, and professional status. If certain subgroups perform less
well on these procedures, the outcome has significant social, economic,
and legal ramifications. In this volume, scholars in the field of indus-
trial-organizational psychology and related sciences address adverse
impact from several perspectives, including what it is, its history, how it
is measured, its likely sources, and most important, what we know about
reducing it.

The intent of this volume is to harness the expertise of individuals who
have researched, written about, and sought to reduce subgroup differ-
ences in selection. The hope is that the volume presents a comprehensive,
science-based body of knowledge that will be a resource for the business
and academic community. Adverse impact is addressed from a practical
as well as theoretical perspective that will allow the reader to begin to
understand its origins.

Although adverse impact encompasses subgroup differences based on
a variety of demographic characteristics, including race, age, religion, and
disability, the focus of this volume is on subgroup differences based on
race. The primary reason is that reducing racial differences has proved
to be an intractable problem, and as a consequence, this topic has drawn
substantial social, scientific, and legal scrutiny. Focus on the racial aspect
of subgroup differences is not intended to suggest that differences based
on other demographic characteristics are in any way less significant.

This is a volume for those who have more than a casual interest in the
problem of subgroup differences in selection and high-stakes assessment.
Each contributor approaches the subject at a level of detail and scientific
rigor that should enhance understanding of the content. The intended
audience includes graduate and undergraduate students and faculty in
business, psychology, and related disciplines. It also includes human
resource managers, practitioners, licensing boards, and college admis-
sions officers. We hope you find the information in this volume relevant,
informative, and thought provoking.

This volume is unique in that it attempts to describe adverse impact
from different perspectives and offer a theoretical foundation from which
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to discuss why it occurs. In doing so, a deeper understanding of what is
needed to minimize adverse impact and what approaches are likely to be
most effective in this regard may be acquired.

Overview of Chapters

In Chapter 1, Zedeck discusses the history and evolution of the concept of
adverse impact. He notes that the basic definition comes from the Uniform
Guidelines on Employee Selection Procedures.! He points out that a finding
of adverse impact is important because it triggers several requirements.
The organization either must demonstrate that the procedure causing the
adverse impact is valid or attempt to reduce the adverse impact. Zedeck
describes the most common methods of determining whether adverse
impact exists and notes that decisions about adverse impact are not based
solely on statistical evidence. He discusses the sections of the Uniform
Guidelines that directly address adverse impact. Zedeck discusses the
evolution of adverse impact in case law and the parallel evolution of sci-
entific research on the topic.

In Chapter 2, Bobko and Roth compare use of the four-fifths rule and
statistical significance tests in determining adverse impact. They point
out that both methods are mentioned in the Uniform Guidelines. They
call attention to the fact, however, that these two methods are based on
different premises and logic. They review both methods for utility and
potential shortcomings in assessing adverse impact. Bobko and Roth note
that the four-fifths rule and statistical significance testing have important
uses and limitations. They summarize useful facets and concerns with
regard to each approach.

In Chapter 3, Outtz and Newman present a theoretical model of adverse
impact. They attempt to integrate the psychological research literature
within a social and legal context. Outtz and Newman use models of cogni-
tive ability as well as current discussions regarding the concept of race to
propose a theory of adverse impact. They advocate a number of principles
and objectives for studying and discussing adverse impact, including (a)
focusing on parameters that can be empirically estimated; (b) recognizing
that these parameters can take on a range of values between the extremes
of 1.0 and 0.0; (c) improving construct validity in high-stakes cognitive test-
ing (which constructs are being measured, what percentage of variance in
these constructs can be explained by known antecedents); (d) recognizing
the role of the testing industry in making empirical estimates available;
(e) recognizing the role of industrial and organizational psychologists
in studying the multilevel mechanisms (psychological, sociological, and
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economic) underlying racial differences in test performance; and (f) view-
ing race and occupational opportunity in historical context (in contrast to
ignoring race, opportunity, and history).

In Chapter 4, Goldstein, Scherbaum, and Yusko revisit the issue of
intelligence (defined as g; i.e., general cognitive ability or general mental
ability), adverse impact, and personnel selection. They suggest that there
should be a broader perspective with regard to intelligence, the way it is
defined and measured, and the concept of adverse impact. They explore
fundamental questions regarding the intelligence construct in an attempt
to understand better the causes of adverse impact and ways to mitigate
it. They review the psychological literature with regard to ¢ and note that
this literature has led to the acceptance of certain assumptions in the
field of personnel selection that, on closer scrutiny, should be questioned.
Goldstein, Scherbaum, and Yusko reach this conclusion by examining a
number of approaches to conceptualizing and measuring intelligence that
show promise in reducing adverse impact.

In Chapter 5, Murphy argues that the univariate models typically used
to assess the validity, utility, and impact of psychological tests are either
incomplete or misleading. He begins by pointing out that members of
demographic groups receive systematically different scores on many of
the tests and other assessments used to make high-stakes decisions, such
as admission to college or selection for a job. The most common of these
tests are tests of cognitive ability. He notes that the cognitive ability tests
and assessments in question are often among the best-available predictors
based on cost and predictive validity. Murphy points out that continued
use of these tests, however, is problematic because test score differences
are typically much larger than differences in job performance, academic
achievement, and other criteria. He argues, therefore, that the use of cogni-
tive tests results in substantially greater rejection rates for minority appli-
cants than can be justified on the basis of differences in performance.

Murphy suggests that a number of things have to be done to address the
problem adequately. First, he suggests that studies of adverse impact inap-
propriately treat it as a univariate problem in which validity is described
in terms of the correlation between a test and overall performance. He
argues that this approach is limiting because it treats adverse impact as
a consequence of an organization’s attempt to achieve a single goal, maxi-
mizing job performance. He makes the point that organizations attempt to
satisfy many goals when making selection decisions, and this fact leads to
a different set of conclusions about adverse impact and how to address it.
Murphy makes the case that if the success or failure of a selection system
is determined on the basis of multiple criteria, then multivariate models
(models that define success in terms of multiple dimensions) are needed to
evaluate fully that selection system or the effects of different approaches
designed to reduce adverse impact.
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In Chapter 6, Hattrup and Roberts expand on the discussion of the
multidimensionality of performance and present an even broader view
of the constructs and issues relevant to conceptualizing the adverse
impact and validity problem. They first take issue with the notion that
adverse impacts create a dilemma or trade-off between selection quality
and diversity. They note that we may not really know with certainty that
there is a trade-off. They suggest that to establish that there is a trade-off,
we must explore and delineate the criteria that drive decision making in
organizations with regard to selection quality, adverse impact, and diver-
sity. Hattrup and Roberts point out that trade-offs require consideration
of competing goals, yet the facts that drive the value of these goals to the
organization are seldom addressed explicitly. They offer a critical analysis
of the so-called validity-diversity dilemma and explore the values that
drive what organizations consider important.

There appear to be multiple, concurrent discussions of adverse impact
in the academic and legal communities. In Chapter 7, Tippins provides an
assessment of adverse impact from the perspective of an organizational
consultant. Providing advice to organizations about how to address the
adverse impact problem is a daunting task. The consultant must be cogni-
zant of the many goals the organization may have and craft solutions that
best meet the organization’s needs. Tippins describes the issues confronted
by practitioners when dealing with adverse impact in the context of pro-
viding advice to employers. She addresses the very specific and pragmatic
questions that the practitioner must address. As an example, she addresses
the question of which statistics should be used to calculate adverse impact
and the pros and cons of each. Another seemingly straightforward, but in
fact very difficult, question Tippins addresses regards which data set to
use to calculate adverse impact statistics. For example, if applicant data
are available, from which time period should the data be drawn? From
which geographic locations should applicant data be drawn? Should data
be collapsed across regions? Her recommendations provide useful guid-
ance at the ground level and demonstrate the nexus between the scientific
literature and current practice.

At the heart of any discussion of adverse impact is performance.
Whether defined in terms of academic achievement or job performance,
the objective of selection tests is to identify the best performers. It stands
to reason then that the possibility of bias in evaluations of performance
is a troubling issue. In Chapter 8, Landy revisits the topic of performance
rating. Over 30 years ago, he and Jim Farr examined the psychological
literature on performance rating and put forth a number of conclusions
and propositions. Landy points out that two of those propositions have
become somewhat controversial. The first was that a moratorium should
be declared on rating scale format. The second was that, from data avail-
able at the time, there was little evidence of bias in ratings based on
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demographic characteristics such as race, gender, or age. Landy notes that
the proposition of a lack of bias in performance rating has become increas-
ingly central to arguments of employment discrimination. He notes that
plaintiffs often suggest that performance ratings are unduly subjective
and thus lend themselves to discriminatory decision making.

Some 30 years later, Landy revisits the issue and presents his conclu-
sions. This time, he examined 10 meta-analyses and 134 individual stud-
ies of performance rating. He reports results separately for meta-analyses
and individual studies. He points out the methodological flaws in the
research designs and factors them into his conclusions. He concludes that
(a) it appears there are often significant differences between white and
black mean ratings to the disadvantage of black ratees, but all things con-
sidered, any Rater x Ratee variance is small; (b) with some possibility for
exceptions, women are more likely to receive higher ratings than men,
all other things being equal; (c) there is no evidence to suggest that older
workers receive significantly lower performance ratings than younger
workers; and (d) there are no data available to address the issues of pos-
sible bias in performance ratings of disabled workers. He notes that most
data related to disability and performance judgments come from labo-
ratory experiments asking students to assume the role of an employer;
therefore, these studies are not included in his review.

While Landy focuses on subgroup differences in performance ratings,
McKay (Chapter 9) expands the discussion to include moderators of sub-
group differences. He discusses black-white and Hispanic-white mean
differences as well as differences based on gender. McKay describes the
current state of affairs in terms of what we know and do not know about
adverse impact in work performance. Consistent with Landy, McKay
concludes that research literature shows black-white mean differences
in work performance disfavoring blacks. He examines these differences,
however, for moderators including measurement method, cognitive load-
ing, job complexity, measurement level, and data source. He incorporates
a number of theoretical approaches from disciplines other than industrial
and organizational psychology to explain possible moderators of sub-
group differences in performance.

In Chapter 10, Cascio, Jacobs, and Silva describe the results of three
decades of work in public sector selection. They describe the evolution of a
process that broadens the scope of characteristics tested and the effect with
regard to validity and adverse impact. They discuss strategies for reducing
adverse impact that appear to work well and those that work less well.

Kehoe, in Chapter 11, describes the relationship between adverse impact
and various methods for selecting cut scores. He notes that organizations
select cut scores for a variety of reasons, only some of which are directly
related to adverse impact. Kehoe suggests that cut scores almost always
have effects other than adverse impact; thus, a combination of outcomes
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(e.g., organizational goals with respect to diversity, quality of employees,
and legal risks) determines which cut score is most appropriate in a given
situation. He argues that the selection system designer’s role is to pro-
vide accurate information and recommendations, and that the managers
or human resource leaders ultimately own the key decisions regarding
specific cut scores.

In Chapter 12, Sackett and Shen focus on racial differences on tests in the
cognitive domain, including achievement tests, to show that the adverse
impact problem reaches far beyond personnel selection. They present data
that shows racial group differences in test performance from preschool
to application for college. They examine the question of whether there is
something specific about the employment context that causes or contrib-
utes to subgroup differences.

Hanges and Feinberg (Chapter 13) expand the discussion of adverse
impact beyond the boundaries of the United States to the European
Union. They argue that adverse impact is a global problem that should be
examined from an international, cross-cultural perspective. They make
the point that studying adverse impact across nations might change the
way we think about its causes.

In Chapter 14, Kriek and Dowdeswell provide a unique international
perspective by examining adverse impact in South Africa, a country that
has struggled with racial conflict for decades. They note that, after a long
history of racial segregation and strife, South Africa has set achieving
equality in the workplace as a primary goal. They note, however, that the
demand for immediate diversity in the workplace has led to a shift from
getting the best people to getting the “right” people in terms of racial
makeup. They describe the challenges this presents for organizations that
desire to maximize the utility of their selection systems.

The final section of the book is devoted to methods of reducing adverse
impact. Aguinis and Smith begin the discussion, in Chapter 15, by focusing
on the often-used strategy of lowering the cut score. They argue that simply
lowering the cut score to reduce adverse impact ignores the issue of test bias,
which often exists unbeknown to the test user. They suggest that this can
lead to unexpected performance levels of individuals selected. It can also
lead to unexpected levels of applicants selected who perform poorly (false
positives) and applicants rejected who would perform well (false negatives).
They offer a decision-making model to show why information about test
bias should be an explicit component of the decision-making process.

In Chapter 16, Schmitt and Quinn provide a candid assessment of the
state of affairs with regard to minimizing adverse impact. They define
the problem as one of determining the best way to balance organiza-
tional concerns regarding maximization of expected levels of perfor-
mance against the individual, social, and organizational desire for a
diverse workforce/student body and equitable treatment of members of
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different racial/ethnic groups. They explore various ways researchers
have sought to produce valid selection devices and minimize subgroup
mean differences.

In all too many instances, the problem of adverse impact is addressed
after the fact—that is, after selection decisions have been made. In
Chapter 17, Sackett, De Corte, and Lievens describe attempts to estimate,
in advance, the likely impact of a given selection system. They make
estimates based on factors such as expected magnitude of subgroup dif-
ferences, interpredictor correlations, and predictor-criteria correlations.
They summarize a number of decision aids for adverse impact planning
and the advantages of each.

In Chapter 18, Goldstein and Lundquist provide a historical account of a
major project, at the Coca-Cola Company, aimed at promoting and foster-
ing equal opportunity in compensation, promotion, and career advance-
ment. This effort, naturally, had to focus on adverse impact or subgroup
differences and systemic programs designed to address them. Goldstein
and Lundquist provide a brief history of the legal origins of the project
and then describe the challenges of trying to implement change in an
environment of legal scrutiny. They describe their efforts as part of a task
force formed as a result of a settlement agreement entered by the Coca-
Cola Company. Their description of this 5-year journey demonstrates
the critical role industrial and organizational psychologists can play in
addressing organizational and legal problems.

I owe thanks to many people who have provided assistance and encour-
agement during the planning and writing of this book. First and fore-
most, I would like to thank each of the contributors who so generously
took time to share their thoughts, experiences, and perspectives. Special
thanks to Robert D. Pritchard, who provided valuable suggestions during
the early planning of the volume. Thanks also to Anne Duffy, senior editor
at Routledge/Psychology Press/Taylor & Francis for her seemingly limit-
less patience during the entire process and to the reviewers commissioned
by the publisher.

Finally, I would like to thank my wife, Janice (for putting up with me
for some 36 years now); my son, Jabari; and my daughter, Hasina, for their
love and support.

Note

1. Equal Employment Opportunity Commission, Civil Service Commission,
Department of Labor & Department of Justice. (1978). Uniform Guidelines on
Employee Selection Procedures. Washington, DC: Author.
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Adverse Impact: History and Evolution

Sheldon Zedeck

Guidelines and Adverse Impact

A major step in employment discrimination legal cases is the establish-
ment of adverse impact due to the use of a selection or promotion device.
The purpose of this volume is to explore the concept of adverse impact,
in particular its measurement, underpinnings, relationship to traditional
concepts in selection theory and to particular aspects of selection deci-
sions, and the means by which it can be reduced. The purpose of this
chapter is to provide some historical basis for the concept, to put it into
perspective, and to demonstrate its role in a number of aspects that involve
developing and establishing the validity and usefulness of selection and
promotion procedures.

The basic definition of adverse impact is presented in the Uniform
Guidelines for Employee Selection Procedures (UGESP; Equal Employment
Opportunity Commission, Civil Service Commission, Department of
Labor, & Department of Justice, 1978). The guidelines are principles
designed to provide a framework for determining the proper use of selec-
tion/promotion procedures; they are not “legal” guidelines.

A companion document to the UGESP (Equal Employment Opportunity
Commission et al, 1978) is the Uniform Employee Selection Guidelines
Interpretation and Clarification (Questions and Answers) (Q&A, 1979), which
were intended to clarify and interpret the UUGESP but not to modify it. This
document also addresses adverse impact. What follows is a discussion of
the sections of the Uniform Guidelines and the questions and answers that
are germane to the purpose of this chapter.

Section 1B: Statement of Purpose.

These guidelines incorporate a single set of principles which are
designed to assist employers, labor organizations, employment agen-
cies, and licensing and certification boards to comply with require-
ments of Federal law prohibiting employment practices which
discriminate on grounds of race, color, religion, sex, and national
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origin. They are designed to provide a framework for determining
the proper use of tests and other selection procedures. These guide-
lines do not require a user to conduct validity studies of selection
procedures where no adverse impact results. (EEOC, 1978, Section 1B:
Statement of Purpose)

QUESTIONS AND ANSWERS

2. Q. What is the basic principle of the Guidelines?

A. A selection process which has an adverse impact on the employ-
ment opportunities of members of a race, color, religion, sex, or
national origin group (referred to as “race, sex, and ethnic group,”
as defined in Section 16P) and thus disproportionately screens them
out is unlawfully discriminatory unless the process or its component
procedures have been validated in accord with the Guidelines, or the
user otherwise justifies them in accord with Federal law. See Sections
3 and 6. 1 This principle was adopted by the Supreme Court unani-
mously in Griggs v. Duke Power Co., 401 U.S. 424, and was ratified
and endorsed by the Congress when it passed the Equal Employment
Opportunity Act of 1972, which amended Title VII of the Civil Rights
Act of 1964. (Q&A, 1979)

The establishment of adverse impact suggests the need for (a) demon-
stration of validity for the procedure; (b) demonstration of test fairness; (c)
attempts to identify alternative selection/promotion devices with less but
equally valid devices; and (d) attempts to reduce the adverse impact.

Section 3: Discrimination defined: Relationship between
use of selection procedures and discrimination.

A. Procedure having adverse impact constitutes discrimination
unless justified.

The use of any selection procedure which has an adverse impact on
the hiring, promotion, or other employment or membership opportu-
nities of members of any race, sex, or ethnic group will be considered
to be discriminatory and inconsistent with these guidelines, unless
the procedure has been validated in accordance with these guide-
lines, or the provisions of section 6 of this part are satisfied.

B. Consideration of suitable alternative selection procedures.

Where two or more selection procedures are available which serve
the user’s legitimate interest in efficient and trustworthy workman-
ship, and which are substantially equally valid for a given purpose,
the user should use the procedure which has been demonstrated to
have the lesser adverse impact. Accordingly, whenever a validity
study is called for by these guidelines, the user should include, as
a part of the validity study, an investigation of suitable alternative
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selection procedures and suitable alternative methods of using the
selection procedure which have as little adverse impact as possible, to
determine the appropriateness of using or validating them in accord
with these guidelines. (EEOC, 1978, Section 3)

Adverse impact is operationalized basically in terms of selection ratios
and as the “four-fifths rule” or “80% rule.” However, and this is a “condi-
tional” in the UGESP, smaller differences or a demonstration of no adverse
impact may constitute adverse impact if differences between the sub-
groups are statistically significant. Also, large differences as determined
by the four-fifths rule may not be considered adverse impact if the dif-
ferences are based on small numbers or are not statistically significantly
different. Thus, although the focus is on the four-fifths rule, sample sizes
may need to be considered as well as whether the differences are statisti-
cally significant before final determination can be rendered regarding the
procedure’s adverse impact.

Note that decisions about adverse impact are not solely based on statis-
tical evidence. The UGESP suggests that adverse impact statistics may be
interpreted in light of the hiring organization’s recruiting practices that
encourage or discourage minority applicants, and when sample size is
small, the assessment might be supplemented with data from other simi-
lar jobs or for the same job across time.

Section 4: Information on impact.

C. Evaluation of selection rates. The “bottom line.”

If the information called for by sections 4A and B [dealing with
recordkeeping] of this section shows that the total selection pro-
cess for a job has an adverse impact, the individual components of
the selection process should be evaluated for adverse impact. If this
information shows that the total selection process does not have an
adverse impact, the Federal enforcement agencies, in the exercise of
their administrative and prosecutorial discretion, in usual circum-
stances, will not expect a user to evaluate the individual components
for adverse impact, or to validate such individual components, and
will not take enforcement action based upon adverse impact of any
component of that process, including the separate parts of a multipart
selection procedure or any separate procedure that is used as an alter-
native method of selection. However, in the following circumstances
the Federal enforcement agencies will expect a user to evaluate the
individual components for adverse impact and may, where appro-
priate, take enforcement action with respect to the individual com-
ponents: (1) where the selection procedure is a significant factor in
the continuation of patterns of assignments of incumbent employees
caused by prior discriminatory employment practices, (2) where the
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weight of court decisions or administrative interpretations hold that
a specific procedure (such as height or weight requirements or no-
arrest records) is not job related in the same or similar circumstances.
In unusual circumstances, other than those listed in paragraphs (1)
and (2) of this section, the Federal enforcement agencies may request
a user to evaluate the individual components for adverse impact and
may, where appropriate, take enforcement action with respect to the
individual component.

D. Adverse impact and the “four-fifths rule.”

A selection rate for any race, sex, or ethnic group which is less than four-
fifths (4/5) (or eighty percent) of the rate for the group with the highest
rate will generally be regarded by the Federal enforcement agencies as
evidence of adverse impact, while a greater than four-fifths rate will
generally not be regarded by Federal enforcement agencies as evidence
of adverse impact. Smaller differences in selection rate may neverthe-
less constitute adverse impact, where they are significant in both sta-
tistical and practical terms or where a user’s actions have discouraged
applicants disproportionately on grounds of race, sex, or ethnic group.
Greater differences in selection rate may not constitute adverse impact
where the differences are based on small numbers and are not statisti-
cally significant, or where special recruiting or other programs cause
the pool of minority or female candidates to be atypical of the normal
pool of applicants from that group. Where the user’s evidence concern-
ing the impact of a selection procedure indicates adverse impact but is
based upon numbers which are too small to be reliable, evidence con-
cerning the impact of the procedure over a longer period of time and/
or evidence concerning the impact which the selection procedure had
when used in the same manner in similar circumstances elsewhere
may be considered in determining adverse impact. Where the user has
not maintained data on adverse impact as required by the documenta-
tion section of applicable guidelines, the Federal enforcement agencies
may draw an inference of adverse impact of the selection process from
the failure of the user to maintain such data, if the user has an under-
utilization of a group in the job category, as compared to the group’s
representation in the relevant labor market or, in the case of jobs filled
from within, the applicable work force. (EEOC, 1978, Section 4)

QUESTIONS AND ANSWERS

10. Q. What is adverse impact?

A. Under the Guidelines adverse impact is a substantially different rate
of selection in hiring, promotion or other employment decision which
works to the disadvantage of members of a race, sex or ethnic group.
Sections 4D and 16B. See Questions 11 and 12.

11. Q. What is a substantially different rate of selection?

A. The agencies have adopted a rule of thumb under which they will

generally consider a selection rate for any race, sex, or ethnic group
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which is less than four-fifths (4/5ths) or eighty percent (80%) of the
selection rate for the group with the highest selection rate as a sub-
stantially different rate of selection. See Section 4D. This “4/5ths” or
“80%" rule of thumb is not intended as a legal definition, but is a
practical means of keeping the attention of the enforcement agencies
on serious discrepancies in rates of hiring, promotion and other selec-
tion decisions.

For example, if the hiring rate for whites other than Hispanics is 60%,
for American Indians 45%, for Hispanics 48%, and for Blacks 51%,
and each of these groups constitutes more than 2% of the labor force
in the relevant labor area (see Question 16), a comparison should
be made of the selection rate for each group with that of the highest
group (whites). These comparisons show the following impact ratios:
American Indians 45/60 or 75%; Hispanics 48/60 or 80%; and Blacks
51/60 or 85%. Applying the 4/5ths or 80% rule of thumb, on the
basis of the above information alone, adverse impact is indicated for
American Indians but not for Hispanics or Blacks.

12. Q. How is adverse impact determined?
A. Adverse impact is determined by a four-step process.

(1) Calculate the rate of selection for each group (divide the number
of persons selected from a group by the number of applicants
from that group).

(2) Observe which group has the highest selection rate.

(3) Calculate the impact ratios, by comparing the selection rate for
each group with that of the highest group (divide the selection
rate for a group by the selection rate for the highest group).

(4) Observe whether the selection rate for any group is substantially
less (i.e., usually less then 4/5ths or 80%) than the selection rate
for the highest group. If it is, adverse impact is indicated in most
circumstances. See Section 4D.

For example:
Selection Rate/Percent
Applicants  Hires Hired
80 White 48 48/80 or 60%
40 Black 12 12/40 or 30%

A comparison of the black selection rate (30%) with the white
selection rate (60%) shows that the black rate is 30/60, or one-
half (or 50%) of the white rate. Since the one-half (50%) is less
than 4/5ths (80%) adverse impact is usually indicated.
The determination of adverse impact is not purely arithmetic however;
and other factors may be relevant. See, Section 4D.

18. Q. Is it usually necessary to calculate the statistical significance of differ-
ences in selection rates when investigating the existence of adverse
impact?

A. No. Adverse impact is normally indicated when one selection rate
is less than 80% of the other. The federal enforcement agencies
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normally will use only the 80% (4/5ths) rule of thumb, except where
large numbers of selections are made. See Questions 20 and 22.
Does the 4/5ths rule of thumb mean that the Guidelines will tolerate
up to 20% discrimination?

. No. The 4/5ths rule of thumb speaks only to the question of adverse

impact, and is not intended to resolve the ultimate question of unlaw-
ful discrimination. Regardless of the amount of difference in selec-
tion rates, unlawful discrimination may be present, and may be
demonstrated through appropriate evidence. The 4/5ths rule merely
establishes a numerical basis for drawing an initial inference and for
requiring additional information. With respect to adverse impact, the
Guidelines expressly state (section 4D) that differences in selection
rates of less than 20% may still amount to adverse impact where the
differences are significant in both statistical and practical terms. See
Question 20. In the absence of differences which are large enough to
meet the 4/5ths rule of thumb or a test of statistical significance, there
is no reason to assume that the differences are reliable, or that they
are based upon anything other than chance.

. Why is the 4/5ths rule called a rule of thumb?
. Because it is not intended to be controlling in all circumstances. If,

for the sake of illustration, we assume that nationwide statistics show
that use of an arrest record would disqualify 10% of all Hispanic
persons but only 4% of all whites other than Hispanic (hereafter
non-Hispanic), the selection rate for that selection procedure is 90%
for Hispanics and 96% for non-Hispanics. Therefore, the 4/5 rule of
thumb would not indicate the presence of adverse impact (90% is
approximately 94% of 96%). But in this example, the information is
based upon nationwide statistics, and the sample is large enough
to yield statistically significant results, and the difference (Hispanics
are 2 1/2 times as likely to be disqualified as non-Hispanics) is
large enough to be practically significant. Thus, in this example the
enforcement agencies would consider a disqualification based on
an arrest record alone as having an adverse impact. Likewise, in
Gregory v. Litton Industries, 472 F.2d 631 (9th Cir., 1972), the court
held that the employer violated Title VII by disqualifying persons
from employment solely on the basis of an arrest record, where that
disqualification had an adverse impact on blacks and was not shown
to be justified by business necessity.

On the other hand, a difference of more than 20% in rates of selec-
tion may not provide a basis for finding adverse impact if the num-
ber of persons selected is very small. For example, if the employer
selected three males and one female from an applicant pool of 20
males and 10 females, the 4/5ths rule would indicate adverse impact
(selection rate for women is 10%; for men 15%; 10/15 or 66 2/3% is
less than 80%), yet the number of selections is too small to warrant a
determination of adverse impact. In these circumstances, the enforce-
ment agency would not require validity evidence in the absence of
additional information (such as selection rates for a longer period of
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21. Q.

22. Q.

23. Q.

time) indicating adverse impact. For record keeping requirements,
see Section 15A(2)(c) and Questions 84 and 85.

Is evidence of adverse impact sufficient to warrant a validity study or
an enforcement action where the numbers involved are so small that
it is more likely than not that the difference could have occurred by
chance?

Selection rate/
Applicants Not hired Hired percentage hired
80 White 64 16 20
20 Black 17 3 15
White selection rate = 20

Black selection rate = 15
15 divided by 20 = 75% (which is less than 80%)

. No. If the numbers of persons and the difference in selection rates

are so small that it is likely that the difference could have occurred
by chance, the Federal agencies will not assume the existence of
adverse impact, in the absence of other evidence. In this example,
the difference in selection rates is too small, given the small number
of black applicants, to constitute adverse impact in the absence of
other information (see Section 4D). If only one more black had been
hired instead of a white the selection rate for blacks (20%) would be
higher than that for whites (18.7%). Generally, it is inappropriate to
require validity evidence or to take enforcement action where the
number of persons and the difference in selection rates are so small
that the selection of one different person for one job would shift the
result from adverse impact against one group to a situation in which
that group has a higher selection rate than the other group.

On the other hand, if a lower selection rate continued over a period
of time, so as to constitute a pattern, then the lower selection rate
would constitute adverse impact, warranting the need for validity
evidence.

Is it ever necessary to calculate the statistical significance of differ-
ences in selection rates to determine whether adverse impact exists?

. Yes. Where large numbers of selections are made, relatively small

differences in selection rates may nevertheless constitute adverse
impact if they are both statistically and practically significant. See
Section 4D and Question 20. For that reason, if there is a small dif-
ference in selection rates (one rate is more than 80% of the other),
but large numbers of selections are involved, it would be appropri-
ate to calculate the statistical significance of the difference in selec-
tion rates.

When the 4/5th rule of thumb shows adverse impact, is there adverse
impact under the Guidelines?

. There usually is adverse impact, except where the number of per-

sons selected and the difference in selection rates are very small. See
Section 4D and Questions 20 and 21.
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24. Q. Why do the Guidelines rely primarily upon the 4/5ths rule of thumb,
rather than tests of statistical significance?

A. Where the sample of persons selected is not large, even a large real
difference between groups is likely not to be confirmed by a test of
statistical significance (at the usual .05 level of significance). For this
reason, the Guidelines do not rely primarily upon a test of statisti-
cal significance, but use the 4/5ths rule of thumb as a practical and
easy-to-administer measure of whether differences in selection rates
are substantial. Many decisions in day-to-day life are made without
reliance upon a test of statistical significance.

Section 14: Technical standards for validity studies.

Once adverse impact is established, the employer has the burden of
either eliminating the adverse impact or demonstrating that the selec-
tion procedure at issue is valid.

(6) Operational use of selection procedures.

Users should evaluate each selection procedure to assure that it is
appropriate for operational use, including establishment of cutoff
scores or rank ordering. Generally, if other factors remain the same,
the greater the magnitude of the relationship (e.g., correlation coef-
ficient) between performance on a selection procedure and one or
more criteria of performance on the job, and the greater the impor-
tance and number of aspects of job performance covered by the
criteria, the more likely it is that the procedure will be appropriate
for use. Reliance upon a selection procedure which is significantly
related to a criterion measure, but which is based upon a study
involving a large number of subjects and has a low correlation coef-
ficient will be subject to close review if it has a large adverse impact.
Sole reliance upon a single selection instrument which is related to
only one of many job duties or aspects of job performance will also
be subject to close review. The appropriateness of a selection proce-
dure is best evaluated in each particular situation and there are no
minimum correlation coefficients applicable to all employment situ-
ations. In determining whether a selection procedure is appropri-
ate for operational use the following considerations should also be
taken into account: The degree of adverse impact of the procedure,
the availability of other selection procedures of greater or substan-
tially equal validity.

(8) Fairness.

(b) Investigation of fairness. Where a selection procedure results in
an adverse impact on a race, sex, or ethnic group identified in accor-
dance with the classifications set forth in section 4 of this part and that
group is a significant factor in the relevant labor market, the user gen-
erally should investigate the possible existence of unfairness for that
group if it is technically feasible to do so. The greater the severity of
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the adverse impact on a group, the greater the need to investigate the
possible existence of unfairness. Where the weight of evidence from
other studies shows that the selection procedure predicts fairly for
the group in question and for the same or similar jobs, such evidence
may be relied on in connection with the selection procedure at issue.
(EEOC, 1978, Section 14)

Section 15: Documentation of impact and validity evidence.

(2) Information on impact.

(a) Collection of information on impact. Users of selection procedures
other than those complying with section 15A(1) of this part should
maintain and have available for each job records or other informa-
tion showing whether the total selection process for that job has an
adverse impact on any of the groups for which records are called for
by section 4B of this part. Adverse impact determinations should be
made at least annually for each such group which constitutes at least 2
percent of the labor force in the relevant labor area or 2 percent of the
applicable workforce. Where a total selection process for a job has an
adverse impact, the user should maintain and have available records
or other information showing which components have an adverse
impact. Where the total selection process for a job does not have an
adverse impact, information need not be maintained for individual
components except in circumstances set forth in subsection 15A(2)(b)
of this section. If the determination of adverse impact is made using a
procedure other than the “four-fifths rule,” as defined in the first sen-
tence of section 4D of this part, a justification, consistent with section
4D of this part, for the procedure used to determine adverse impact
should be available. (EEOC, 1978, Section 15)

Section 16: Definitions
The following definitions shall apply throughout these guidelines:

B. Adverse impact. A substantially different rate of selection in
hiring, promotion, or other employment decision which works
to the disadvantage of members of a race, sex, or ethnic group.
See section 4 of these guidelines. (EEOC, 1978, Section 16)

Origin of Guidelines

The material presented gives a view of adverse impact from the perspec-
tive of uniform guidelines. One needs to go back to one of the first major
test cases of the Civil Rights Act of 1964, Griggs v. Duke Power (1971), to find
a basis for the need for an adverse impact concept and definition. In this
case, the majority (unanimous) opinion wrote that they
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granted the writin this case to resolve the question whether an employer
is prohibited by the Civil Rights Act of 1964, Title VII, from requiring
a high school education or passing of a standardized general intelli-
gence test as a condition of employment in or transfer to jobs when (a)
neither standard is shown to be significantly related to successful job
performance, (b) both requirements operate to disqualify Negroes at a
substantially higher rate [emphasis added] than white applicants, and (c)
the jobs in question formerly had been filled only by white employees
as part of a longstanding practice of giving preference to whites.

The focus on “substantially higher rate” suggested that there needed to be
ameans to “calculate and determine” what would be considered a substan-
tially higher rate. As a result, strategies were examined by various groups
to suggest means for establishing adverse impact, which resulted in its
definition as presented in the UGESP (Equal Employment Opportunity
Commission et al., 1978).

One additional critical aspect of the Griggs v. Duke Power case was the
Court’s comment that the Equal Employment Opportunity Commission
guidelines in existence at the time of the case were to be given “great
deference,” a position affirmed in a subsequent Supreme Court Case of
Albemarle Paper Company v. Moody (1975). The point is that guidelines have
subsequently been treated with great deference, leading to a focus on how
to establish adverse impact.

Summary of Guidelines and Adverse Impact
The essence of the review is to note that

(1) “adverse impact” drives the need for an organization to dem-
onstrate that its selection/promotion system is valid and that its
proposed “test” is “fair;”

(2) “adverse impact” considerations drive the need for the organi-
zation to consider “suitable alternative selection procedures,” a
topic that is controversial in its own right;

(3) “adverse impact” is primarily determined by the “four-fifths
rule.” However, adverse impact can also be established by
examining “statistical significance” and “practical significance.”
Recognized and established analytical strategies are available
for testing “statistical significance,” though the UGESP (1978)
recognizes that small numbers for the groups being compared
may influence the interpretation of tests of statistical signifi-
cance. There is, however, no recognized and established strat-
egy for demonstrating “practical significance.” Section 15 (2)(a)
also recognizes that there may be “a procedure other than the
‘four-fifths rule” but it does not expound on what this may be.

(4) a statistical test is not a replacement for the “four-fifths rule.”
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(5) the “four-fifths rule” is a “rule of thumb” that appears to have
no theoretical or conceptual basis—it is a “practical means” to
identify “serious discrepancies in rates of hiring, promotion
and other selection decisions.”

(6) the “four-fifths” rule of thumb is “not intended to be control-
ling” though the UGESP is given “great deference.”

(7) the “four-fifths rule” establishes a prima facie case and is not proof
that the test illegally discriminates against a protected group.

(8) the “four-fifths rule” is framed in terms of selection rates and
not rejection rates. A focus on the latter could lead to different
conclusions. (Bobko & Roth, 2004)

Other, Prior Guidelines

As noted, there were “guidelines” before the Uniform Guidelines. These
prior guidelines were produced by various agencies, foremost among
them the federal Equal Employment Opportunity Commission (EEOC).
Just after the passage of the Civil Rights Act of 1964, the EEOC produced
a set of guidelines (1966), which was effectively a brief primer on selec-
tion as practiced in the 1960s. In 1968, the Office of Federal Contract
Compliance produced its set of guidelines (1971), which was primarily
intended for federal contractors. Each of these agencies produced revised
versions as time marched along. In 1969 and 1972, the U.S. Civil Service
Commission issued its own regulations. In addition, other agencies, such
as the Department of Transportation, Department of Labor, and others,
produced their own guidelines. The production of multiple sets of guide-
lines is bound to yield discrepancies; this fact was recognized in the early
1970s when there began efforts to generate a “uniform” set of guidelines.
One such set was produced in 1973 (see Guion, 1998, for a discussion of the
generation of the uniform guidelines), but it was not until 1978 that there
was finally consensus for the UGESP (Equal Employment Opportunity
Commission et al., 1978).

Not only were federal agencies involved in establishing guidelines, but
also states had their employment enforcement agencies, some of which
attempted to generate their set of guidelines. One such critical agency was
the California Fair Employment Housing Commission, which created a
Technical Advisory Committee on Testing (TACT) in the mid-1960s.

It is the view of many that the four-fifths rule was developed by TACT
(see Biddle, 2006, for his account of the rule’s origination). (Note that I was
active in TACT in 1972, but I do not rely solely on my “reconstruction” of
history to present a precise historical account; what follows is my recall
with great reliance on Biddle’s account.)
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As Biddle (2006) recited the history, TACT was interested in developing
a statistical tool for determining adverse impact. The committee members
who discussed this issue were concerned that the application of statistical
significance testing would be too difficult for those responsible for imple-
menting the guidelines, so they argued for an “administrative” guideline.
There was a debate between two groups: a 70% versus a 90% rule. I have
no recall for the basis of 70% versus 90% except to speculate that 70%
represented a C grade for passing examinations in school and 90% repre-
sented an A grade in courses. When there are two proposals, one solution
is to split the difference, which in the case of 70% versus 90% is 80%. And,
that is what resulted.

The TACT 1972 California guidelines consequently defined adverse effect
as follows:

Adverse effect refers to a total employment process which results in a
significantly higher percentage of a protected group in the candidate
population being rejected for employment, placement, or promotion.
The difference between the rejection rates for a protected group and
the remaining group must be statistically significant at the .05 level. In
addition, if the acceptance rate of the protected group is greater than
or equal to 80% of the acceptance rate of the remaining group, then
adverse effect is said to be not present by definition. (Section 7.1)

Note that the TACT definition calls for the 80% rule and significance test-
ing to be considered. This was not the strategy as adopted by those pro-
mulgating the UGESP, which as noted in the UGESP Q&A numbers 11, 12,
and 18, rely primarily on the 80% rule. Why the change? Speculation is
that it was assumed that it would be difficult for administrators to calcu-
late statistical significance, therefore it was not necessary.

Roth, Bobko, and Switzer (2006) also presented a brief accounting of
the “history” of the four-fifths rule. Their account is consistent with that
reported by Biddle (2006) and as I recalled. They also noted, based on per-
sonal communications with other participants involved in TACT and the
UGESP, that (a) TACT never expected federal agencies to incorporate the
rule into their guidelines and (b) when it was incorporated into the guide-
lines, there was little focus on how it would behave in different situations.

In summary of the historical account, the four-fifths or 80% rule was
generated as a “rule of thumb” or administrative solution to a practical
problem. There was no theoretical basis underlying its development or
acceptance. (I do recall that one argument put forth for its adoption was
that a noted psychometrician believed it was “correct.”) As Roth et al.
(2006) noted, the rule is an indicator for practitioners of the presence or
absence of adverse impact in an organization’s use of tests; it is an indica-
tor for potential regulatory intervention, and it represents an image for an
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organization. These are serious consequences that are generated by a rule
of thumb. Its place in history was best described by Barrett (1998), who
noted that “the 80% rule has been virtually enshrined as the standard for
determining whether or not there is adverse impact” (p. 94). It would be
interesting speculation regarding what the employment world would look
like today if a different rule of thumb such as 75% had been adopted.

Standards and Principles

Before going further into the evolution of the concept of adverse impact,
want to note two other sources that are relied on by professionals in per-
sonnel and human resource management: (a) Standards for Educational and
Psychological Testing (American Educational Research Association [AERA],
1999) and the Principles for the Validation and Use of Personnel Selection
Procedures (Society for Industrial and Organizational Psychology [SIOP],
2003). The Standards (AERA, 1999) are intended to provide professionals
with criteria for the evaluation of tests, testing practices, and the effects of
test use. They are intended to provide a frame of reference to ensure that
relevant issues in testing are addressed.

The Principles (SIOP, 2003) represent established scientific findings and
generally accepted practice in the field of employment testing. They are
intended to be consistent with the standards (AERA, 1999).

Though the Standards (AERA, 1999) and Principles (SIOP, 2003) are used
together with the UGESP (Equal Employment Opportunity Commission
et al, 1978) by many professionals involved in employment testing as
well as by attorneys representing plaintiffs and defendants, it should be
noted that the Standards and Principles do not directly address issues of
adverse impact. My view is that this is appropriate. The adverse impact
rules and definitions are used by practitioners to trigger scrutiny of how
the selection/promotion procedure was identified, developed, and val-
idated; the Standards and Principles should be used by practitioners to
conduct that scrutiny.

What follows next is how the concept of adverse impact has evolved
over time in the courts and literature, with particular emphasis on its
meaning and operationalization.

Adverse Impact in the Courts

As noted in the mention of the Griggs v. Duke Power (1971) case, the courts
have been faced with ruling or determining what is meant by “substan-
tially higher” rates. How large of a disparity should there be to go forward
with a case that requires the employer to defend its selection or promotion
system? And, how is the difference to be studied: use of the four-fifths
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rule and/or statistical testing of the significance of the difference between
two selection rates?

Two landmark court cases addressed the issues, perhaps in an oblique
manner. In International Brotherhood of Teamsters v. United States (1977), the
court referred to “longlasting and gross disparity,” while in Hazelwood
School District v. United States (1977), the court referred to “gross statistical
disparities.” But, neither decision gave a precise definition of what dis-
parities were problematic. The Hazelwood School District case, however, did
produce a comment from the court that the disparity can be examined by
“the standard deviation analysis” and suggested that this was a precise
method of measuring statistically significant differences. Specifically, the
Court stated that “a fluctuation of more than two or three units of stan-
dard deviation would undercut the hypothesis that decisions were being
made randomly with respect to race.” These standard deviation limits are
indicative of the p values of .05 and .01, which are the conventional levels
of significance used in hypothesis testing.

Esson and Hauenstein (2006) examined the use of the four-fifths rule in
the courts and argued that it was dominant at the outset of court cases,
but that there has been an increasing reliance on statistical significance
tests since the early 1990s. They conducted an extensive review of federal
court cases from January 1, 1993, to the end of 2004 and found 36 cases
that related to adverse impact at the district court level, and 12 cases at the
court of appeals level that were relevant for their analysis. Their findings
are as follows:

1. Of 36 district court cases, 14 (39%) used the 80% rule only, 6 (17%)
used both the 80% rule and statistical testing, and 16 (44%) used
only statistical testing. The reliance on statistical testing occurred
during and after 1977. Also, in the six cases that relied on both,
statistical tests were used to supplement the 80% rule. The
authors tentatively concluded that the use of statistical tests helps
to strengthen the case.

2. Of 12 court of appeals cases, 6 (50%) used the 80% rule only, 1 (8%)
used both the 80% rule and statistical testing, and 5 (42%) used
only statistical testing. The authors similarly concluded that, at
this level, statistical testing supplements the 80% rule.

Two relatively more recent cases that were most directly responsible
for the increased acceptance of significance testing in the determination
of adverse impact were Bridgeport Guardians v. City of Bridgeport (1991)
and Waisome v. The Port Authority (1991). The courts ruled that the detec-
tion of a statistically significant difference between majority and minor-
ity selection ratios was sufficient to establish prima facie evidence of
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discrimination. After these two rulings, the use of significance testing to
determine adverse impact steadily increased, whereas the use of the four-
fifths rule steadily decreased (Esson & Hauenstein, 2006).

Adverse Impact in the Academic Literature

Two basic issues have been explored in the academic literature pertaining
to adverse impact. One issue deals with statistics and psychometrics. What
statistical properties, if any, influence the four-fifths rule? What statistical
tests of significant differences should be used to establish adverse impact?
Does the application of both the four-fifths rule and a statistical signifi-
cance test yield consistent conclusions regarding adverse impact? What
psychometric adjustments can influence the adverse impact result? The
second issue focuses on a different level of analysis; academics and prac-
titioners have written about the types of tests that yield adverse impact,
which tests yield more or less adverse impact, as well as on ways in which
adverse impact can be reduced.

A number of chapters in this volume address the issues raised in the
preceding paragraph. For the present purposes, I focus on particular ref-
erences from the literature to illustrate particular aspects of the two issues
mentioned.

Use of the Four-Fifths Rule or a Test of Statistical Significance

As noted, a key issue in the litigation arena is whether the plaintiff needs
to establish adverse impact by both the 80% rule and statistical significance
testing. As I have presented, the UGESP (Equal Employment Opportunity
Commission et al., 1978), the focus is on the 80% rule, although there are
situations for which statistical significance testing may be necessary. On
the other hand, Esson and Hauenstein (2006) found that, in court cases,
there seems to be a reliance on statistical testing. A position that argues
for both types of analyses is found in the work of Siskin and Trippi (2005),
who argued that statistical significance is a necessary but not a sufficient
condition for adverse impact; it is a precursor to the need to establish prac-
tical significance, as indicated by the 80% rule. Thus, all positions are rep-
resented in the literature. And, this has fostered research that attempts to
compare the two strategies.

There are two common ways in which adverse impacthasbeen measured,
one of which is derived directly from the definition: the 80% rule. This has
been discussed and demonstrated in this chapter. In brief, adverse impact,
which is a rule of thumb, stems from subgroup differences (i.e., standard-
ized mean differences between the majority and protected group, or sub-
group d). Adverse impact is almost completely determined by subgroup
differences (d), which is why some researchers use the terms subgroup d
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and adverse impact synonymously (or alternatively, refer to subgroup d as
“adverse impact potential”; Roth et al., 2006). The second approach is more
statistical and consistent with hypothesis testing; this analytical strategy
involves the determination of whether the two selection rate percentages
for the majority and minority groups are statistically significant.

It should be noted that there is some indication that adverse impact can
be established by other considerations than strict reliance on the 80% rule
or statistical significance testing. Roth et al. (2006) noted that there are
variations of the 80% rule such as the “one-person” rule and the “N of 1
rule.” Roth et al. described the “one-person” rule as a situation in which
the number of minorities selected is different from the number of minori-
ties expected to be selected. The expected number of minorities is defined as
the overall selection rate multiplied by the number of minority applicants
rounded down to the nearest whole number. An organization then com-
pares the actual number of minority hires to the expected number. If the
difference is one or more, this “rule” indicates that adverse impact may
be occurring, and that analysis should continue on to the determination
of validity and test fairness. If the difference is less than one, violations of
the four-fifths rule may be attributed to small sample sizes.

Likewise, the N of 1 rule, which is outlined in Questions and Answers
Number 21 to the UGESP (Equal Employment Opportunity Commission
et al,, 1978), allows one to assume that the organization hired one less
majority group member and one more minority group member. Then, if
the order of selection ratios is reversed such that the minority selection
ratio is now larger than the majority selection ratio, adverse impact is gen-
erally not thought to have occurred. From my perspective, these last two
rules have received little attention in the literature or practice.

The academic research on the four-fifths rule has examined it from sev-
eral perspectives. Bobko and Roth (2004) examined the four-fifths rule
from arithmetic, intuitive, and logical perspectives. They noted that the
adverse impact definition of Section 4(D) of the UGESP (Equal Employment
Opportunity Commission et al., 1978) contains both a descriptive (80%
rule) and an inferential component (statistical test of differences), although
as suggested here, at the outset there was concentration on the 80% rule
for practical purposes. They also noted that the 80% rule definition does
not invoke statistical assumptions/theory and avoids the fact that statisti-
cal significance test results depend on sample sizes.

Sample size and sampling issues pertaining to the four-fifths rule have
been explored. Boardman (1979), Greenberg (1979), and Lawshe (1987)
demonstrated the problems with the 80% rule and its instability and pro-
pensity for inappropriate conclusions. Boardman (1979) and Greenberg
(1979) found that the 80% rule did not accurately reflect the true degree of
adverse impact and frequently underestimated the extent to which there
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was adverse impact in the organization. Lawshe (1987) was critical of the
80% rule because it did not take into account sampling error.

Are the statistical problems with the four-fifths rule similar to ones with
tests of statistical significance? Before addressing this question, I present
a brief discussion of how the literature has explored adverse impact and
statistical significance.

In general, tests of the significance of the difference in selection rates
(percentages or ratios) have been studied by the use of the z test for the dif-
ference between percentages. Other statistics include the chi-square test,
binomial, and Fisher’s exact test.

As with the four-fifths rule, tests of significance are constrained by sam-
ple size—small sample sizes in either subgroup require large differences
to yield a conclusion of significant difference. And, since the test of sig-
nificance is a test of a hypothesis, not only are there problems of statistical
power, but also we must be cognizant of the fact that the test of the differ-
ence in percentages is based on sampling distributions, which yields the
opportunity for Type I and Type II errors in conclusions.

Collins and Morris (2008) compared several alternate test statistics in
terms of Type I error rates and power, focusing on situations with small
samples. Significance testing was found to be of limited value due to low
power for all tests. Among the alternate test statistics, the widely used
z test on the difference between two proportions performed reason-
ably well, except when sample size was extremely small. Use of Fisher’s
exact test and Yates’s continuity-corrected chi-square test was not recom-
mended due to overly conservative Type I error rates and substantially
lower power than the z test.

Although the two strategies each have their inherent limitations, it has
not prevented researchers from comparing the two strategies to deter-
mine if they are consistent in their findings. Unfortunately, in realistic
situations, the two calculations produce different results (York, 1995). The
reason why the four-fifths rule may yield a different conclusion than the
statistical test is because the four-fifths rule is about a ratio of ratios and is
not defined by a critical difference in ratios (Bobko & Roth, 2004).

Meier, Sacks, and Zabell (1984) presented an appropriate analysis of the
courts’ interpretation of tests for differences at the time the article was
written. Meier et al. (1984) also contrasted the 80% rule to the binomial test
in terms of assumptions and appropriateness for employment situations;
they concluded that both types of tests should be used. An important point
noted by Meier et al. is that no single measure can capture completely the
information one wants when attempting to determine if a test is rejecting
a minority group at a different rate than a majority group.

Morris and Lobsenz (2000) highlighted the difference between the two
approaches in terms of (a) a practical test versus statistical test of sig-
nificance; (b) different standards in legal versus scientific fields, such as
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reliance on the “preponderance of evidence” versus reliance on probabil-
ity, sampling error, and statistical significance; and (c) reliance on mechan-
ical rules versus a body of evidence. They noted that the comparison of
the two types of measures is a function of the size of the individual selec-
tion rates; that is, if the two selection rates are 0.15 and 0.20, a difference of
0.05, the adverse impact ratio is 0.75, suggestive of adverse impact. On the
other hand the same difference of 0.05 with individual selection rates of
0.50 and 0.55, which yields an adverse impact ratio of 0.91, would show no
adverse impact. Morris and Lobsenz (2000) proposed statistics for assess-
ing adverse impact that focused on confidence intervals. My observation
is that although their procedure has merit, it has not been widely adopted
in the legal arena.

As this discussion illustrates, adverse impact is not uniformly defined;
some focus only on the four-fifths rule, others focus on statistically sig-
nificant differences between selection rates, and yet others apply both
operationalizations. A critical issue is whether application of both the
four-fifths rule and the use of statistical significance tests on the same
data set would change conclusions compared to when only one method
was used for assessing adverse impact. Roth et al. (2006) conducted such
an analysis. They created Monte Carlo simulations representing differ-
ent situations: (a) no mean score differences between subgroups and (b)
standardized mean subgroup differences set at values estimated from the
literature. The general purpose of the article was to examine the impact
of statistical significance testing if the initial application of the 80% rule
suggested adverse impact.

Roth et al. (2006) found that (a) application of the four-fifths rule alone
yielded a fairly large number of false-positive readings, influenced by a
number of factors, including sample size, selection ratios, and the percent-
age of minorities in the pool; and (b) adding a statistical test of signifi-
cance to violations of the 80% rule was associated with markedly fewer
false-positive conclusions in moderate size samples (Ns of 200 and 400).

Psychometric Influences on the Conclusion of Adverse Impact

Whereas there is a body of literature that compares the use of statistical
tests to the 80% rule, there is also a considerable body of literature that
examines the relationship between adverse impact and validity, which
tests (predictors) generate the most impact, how to reduce adverse impact,
and other topics that are covered in this volume. In this section, I review
some of the studies that examined how psychometric adjustments such
as different weighting systems, generating different composites of predic-
tors, applying models with different hurdles in use of tests, and other “sta-
tistical controls” may influence the conclusion of adverse impact. What is
particularly noteworthy in these examinations (and reviews), however, is
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how adverse impact has been operationalized. A key conclusion from the
following presentation is that although there may be a greater reliance on
statistical testing of significant differences, the studies cited in this section
predominantly relied on operationalizing adverse impact in terms of the
80% rule.

Schmitt, Rogers, Chan, Sheppard, and Jennings (1997) examined the
effects of number of predictors, predictor intercorrelations, validity, and
level of subgroup difference on a number of outcomes, including adverse
impact. This research complemented research by Sackett and his col-
leagues (Sackett & Ellingson, 1997; Sackett & Roth, 1996; Sackett & Wilk,
1994), which examined impacts of different situations on adverse impact.
In each of these research explorations, adverse impact was operationalized
in different ways. Schmitt et al. (1997) and Sackett and Wilk (1994) opera-
tionalized adverse impact as an “adverse impact ratio,” which is the 80%
rule. Sackett and Roth (1996) operationalized adverse impact as a situation
in which one predictor produced a difference of one standard deviation
between subgroups, while another predictor produced a zero standard
deviation difference. Sackett and Ellingson (1997) examined standardized
differences between minority and majority groups and showed, in one
table, the impact based on the 80% rule.

Hattrup, Rock, and Scalia (1997) explored the effects of various strate-
gies of weighting criterion, performance, dimensions on adverse impact.
They defined adverse impact in terms of the 80% rule.

De Corte, Lievens, and Sackett (2007) proposed a procedure to deter-
mine predictor composites that result in trade-offs between the often-
competing goals in personnel selection of quality and adverse impact.
They focused on adverse impact ratios.

Newman, Jacobs, and Bartram (2007) assessed the relative accuracy
of three techniques—Ilocal validity studies, meta-analysis, and Bayesian
analysis—for estimating test validity, incremental validity, and adverse
impact in a specific selection context. Adverse impact was defined in
terms of the 80% rule but operationalized as a mean standardized differ-
ence between subgroups.

Aguinis and Smith (2007) proposed an integrative framework for under-
standing the relationship among test validity, test bias, selection errors,
and adverse impact. They defined adverse impact in terms of a ratio of
two selection ratios or the 80% rule.

Another body of literature focused on statistical selection strategies
designed to reduce adverse impact, including point addition meth-
ods, within-group norming, and alternative selection rules (Sackett &
Wilk, 1994), and test score banding (Cascio, Outtz, Zedeck, & Goldstein,
1991). However, the effectiveness of these interventions has been limited
(Hough, Oswald, & Ployhart, 2001; Ryan, Ployhart, & Friedel, 1998; Sackett
et al,, 1994), and point addition and within-group norming are considered
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unlawful under the Civil Rights Act of 1991. In these research articles, the
focus again was on the 80% rule outcome.

Personnel psychologists also have devoted considerable effort to iden-
tify test and test presentation strategies that reduce adverse impact; how-
ever, few strategies have eliminated adverse impact (Hattrup et al., 1997;
Murphy, Osten, & Myors, 1995; Pulakos, Schmitt, & Chan, 1996; Ryan
et al, 1998; Sackett & Ellingson, 1997; Sackett & Roth, 1996; Sackett &
Wilk, 1994; Schmitt et al., 1997). These studies also relied on d or adverse
impact ratios.

There is also a body of research on the relationship between predictor
types and how they influence adverse impact. As early as the 1980s, it
was established that cognitive ability tests yield valid prediction of per-
formance for many jobs (Hunter & Hunter, 1984; Schmitt, Gooding, Noe,
& Kirsch, 1984). We have also known that the use of cognitive ability tests
usually leads to mean differences of approximately one standard devia-
tion between Caucasians and African Americans, which in turn suggests
adverse impact. As a consequence, researchers have focused on (a) an
alternative to or supplements to cognitive ability tests such that the appli-
cation of other or additional predictors would result in no or less adverse
impact and (b) strategies for forming predictor composites to achieve
reduced adverse impact. These research endeavors have been informative
and useful. Yet, as in the “psychometric” literature, a critical question in
this research domain is how adverse impact is operationalized.

Hough et al. (2001) presented a very thorough review of various selec-
tion procedures, such as cognitive ability, personality, and physical abil-
ity tests, and their impact on adverse impact, which they defined as
“differential hiring rates.” Their article presents conclusions in terms of
standardized differences between minority and majority test scores. No
formal definition was provided to indicate what degree of standardized
difference would trigger an examination in terms of the UGESP (Equal
Employment Opportunity Commission et al., 1978). When discussing
means for reducing adverse impact, they referred to the 80% rule.

Roth et al. (2006) presented a precise summary of the use of the four-
fifths rule in the literature, noting that it has been studied in relationship
to hiring rates for the use of different types of predictors (e.g., cognitive
ability, Schmitt et al., 1997; grade point average, Roth & Bobko, 2000; and
structured interviews, Roth, Van Iddekinge, Huffcutt, Eidson, & Bobko,
2002). Chan and Schmitt (1997) found that video-based situational judg-
ment tests resulted in smaller subgroup differences than paper-and-pencil
versions of the situational judgment tests.

Berry, Gruys, and Sackett (2006) examined differences in mean level of
cognitive ability and adverse impact that can be expected when select-
ing employees solely on educational attainment as a proxy for cognitive
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ability versus selecting employees directly on cognitive ability. Adverse
impact was operationalized in terms of adverse impact ratios.

Other articles that have relied on the four-fifths rule for determining the
presence of adverse impact are those by Bobko, Roth, and Potosky (1999);
Reilly and Chao (1982); and Reilly and Warech (1993).

The point of the review here is that the analyses operationalized adverse
impact in terms of the four-fifths rule or mean standardized differences.
While there are two strategies for analyzing adverse impact, and where
statistically significant differences may be the strategy preferred by the
courts, academics and others have examined the outcome of psychometric
influences in terms of the 80% rule. This is an interesting evaluation of
the literature. Whereas early human resource experts were concerned that
practitioners would have difficulty with statistical testing of differences,
thereby leading to reliance on the 80% rule, the literature from academics
showed a greater reliance on the 80% rule when examining its relation-
ship to particular aspects of the personnel process. Why? Perhaps academ-
ics are more comfortable translating their analytical strategies into simple
language such as the 80% rule, which focuses on ratios that go from 0 to
1 and are intuitive. The courts, however, seem to be more sophisticated in
statistics than one would expect and seem to be comfortable with tests of
statistical significance.

Roth et al. (2006) presented an accurate summary of the literature when
they stated:

... the 4/5ths rule often plays an important role in the measurement
and understanding of adverse impact in a variety of settings. The
academic literature heavily relies on the 4/5ths rule to analyze the
relationship between majority and minority hiring rates. Examples
include the use of the 4/5ths rule to understand hiring rates for cogni-
tive ability tests (e.g., Olian & Guthrie, 1987; Schmitt et al., 1997), grade
point averages (e.g., Roth & Bobko, 2000), and structured interviews
(e.g., Roth, Van Iddekinge, Huffcutt, Eidson, & Bobko, 2002) as well
as adding predictors such as personality to a measure of cognitive
ability (e.g., Ryan et al., 1998), substituting alternative predictors for a
measure of cognitive ability (e.g., Pulakos & Schmitt, 1996), and com-
posites of predictors (Bobko et al., 1999; Schmitt et al., 1997). The state
of the 4/5ths rule in the applied psychology literature is summarized
by Barrett (1998), who noted that “the 80% rule has been virtually
enshrined as the standard for determining whether or not there is
adverse impact (p. 94).” (p. 509)

Roth et al. (2006) concluded with the point with which I totally con-
cur. That is, one way to indicate the importance of the four-fifths rule in
the applied psychology literature is to consider how often an alternative
approach such as significance testing is used to compare hiring rates. In
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this regard, Roth et al. found it quite difficult to locate instances in the
academic literature of researchers testing differences in hiring rates using
statistical significance tests. Thus, although we have explored comparisons
between the four-fifths rule and statistical tests, when we have attempted
to manipulate/adjust the adverse impact, we have focused on impacting
the four-fifths rule, which as already established does not always lead to
the same conclusion as when significance tests are undertaken. For the
purposes of this chapter, the particular findings of the research endeavors
noted in this section of the chapter are not critical, but the point to be made
is that the implications for the impact on adverse impact are generally
confined to adverse impact as defined by the four-fifths rule or standard
deviation differences; there is no research of impact on adverse impact as
measured by statistically significant differences.

Conclusion

This introductory chapter on adverse impact has attempted to highlight
the definition, measurement, and history of the concept. Although there
is a reasonable amount of research on the different means for measuring
and defining adverse impact, the bottom line is that adverse impact

1. is a practical rule of thumb and not a legal definition

2. is predominantly focused on selection rates and the four-fifths
rule

3. is an initial signal that more information is required

4. based on the four-fifths rule, is not controlling, and statistical sig-
nificance may be considered depending on the sample sizes of the
groups and the degree of difference in selection ratios and selec-
tion rates

These are the messages taken away by the practitioner from the guide-
lines and the research on adverse impact.
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An Analysis of Two Methods for
Assessing and Indexing Adverse Impact:
A Disconnect Between the Academic
Literature and Some Practice

Philip Bobko and Philip L. Roth

Introduction

Applied psychologists have made substantial efforts toward analyzing
the validity and adverse impact of various predictors of job performance
(e.g., Bobko, Roth, & Potosky, 1999; Hough, Oswald, & Ployhart, 2001;
Reilly & Warech, 1993; Roth, Bobko, & McFarland, 2005; Ryan, Ployhart,
& Friedel, 1998). When assessing adverse impact, there is a strong empha-
sis on the use of the four-fifths rule from the Uniform Guidelines on
Employee Selection Procedures (U.S. Equal Opportunity Employment
Commission, U.S. Civil Service Commission, U.S. Department of Labor,
& U.S. Department of Justice, 1978) (e.g., Hoffman & Thornton, 1997
Schmitt, Rogers, Chan, Sheppard, & Jennings, 1997). At the same time,
previous work has shown that the four-fifths rule is subject to a rela-
tively high rate of false positives (e.g., Boardman, 1979; Roth, Bobko, &
Switzer, 2006). For example, Roth et al. demonstrated that the four-fifths
rule signaled adverse impact approximately 20% or more of the time at
selection ratios of 0.1 and 0.3 (in samples of n = 200 and 400) when there
were no mean ethnic group differences between the “majority” and
“minority” groups.

The purpose of this chapter is to investigate the reliance of the applied
psychology research literature on the four-fifths rule for determining
adverse impact and to remind researchers and practitioners that this
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approach, as well as statistical significance testing, has important uses
and limitations.

The Uniform Guidelines and Two
Perspectives on Adverse Impact

The Uniform Guidelines on Employee Selection Procedures (U.S. Equal
Opportunity Employment Commission etal., 1978), or Uniform Guidelines,
were a joint effort of several government agencies. These guidelines were
“designed to provide a framework for determining the proper use of tests
and other selection procedures” (Section 1607.1B) in regard to prohibit-
ing discriminatory employment practices. Those guidelines define adverse
impact as follows:

A selection rate for any race, sex, or ethnic group which is less than
four-fifths (4/5) (or eighty percent) of the rate for the group with the
highest rate will generally be regarded by the Federal enforcement
agencies as evidence of adverse impact, while a greater than four-
fifths rate will generally not be regarded by Federal enforcement
agencies as evidence of adverse impact. Smaller differences in selec-
tion rate may nevertheless constitute adverse impact, where they are
significant in both statistical and practical terms. ... Greater differ-
ences in selection rate may not constitute adverse impact where the
differences are based on small numbers and are not statistically sig-
nificant. ... (Section 1607.3D).

Note that, as discussed at length by Bobko and Roth (2004), the first
sentence in the definition of the four-fifths rule is based on an algebraic,
descriptive definition in which one selection rate is arithmetically com-
pared to four fifths of another selection rate. This has come to be known
as the four-fifths (or 80%) rule. In contrast, note that the second and third
sentences indicate that selection rates that do meet the four-fifths rule
may nonetheless constitute adverse impact—as a function of statistical
and practical significance. Bobko and Roth pointed out that this change in
focus (from descriptive to inferential) mirrors how most basic statistical
texts are organized, that is, the first half of the text is descriptive and the
second half inferential.

It is important to realize that two somewhat different approaches
to adverse impact are implied in the Uniform Guidelines (U.S. Equal
Opportunity Employment Commission et al., 1978). Both approaches
consider selection rates for two subgroups. However, the four-fifths rule
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focuses on a ratio of rates, while the inferential approach focuses on the
statistical significance of the difference in rates. Thus, it could be that two
organizations have the same ratio of selection rates (e.g., 0.10 to 0.05 = 2:1
and 0.80 to 0.40 = 2:1), yet the differences in rates are themselves different
(e.g., 0.10 — 0.05 = 0.05 is different from 0.80 — 0.40 = 0.40). The converse is
also possible (same difference in selection rates within organizations but
different ratios across organizations). In addition, note that the outcome of
the application of one approach (statistical significance) is directly depen-
dent on sample size; all else equal, larger 7 leads to greater likelihood of
significance. In contrast, although there is sampling variation around the
adverse impact ratio (ratio of two selection rates), the outcome of the appli-
cation of the four-fifths rule is not directly dependent on sample size.

Based on the work of Bobko and Roth (2004), we briefly summarize
some useful facets, and concerns, about each of these two approaches. We
then conduct an analysis of the frequency of use of these two approaches
in the academic literature, and we report a somewhat surprising finding.
We then discuss this finding and try to interweave some implications for
future efforts.

The Four-Fifths (80%) Rule

As noted, the four-fifths rule from the Uniform Guidelines (U.S. Equal
Opportunity Employment Commission et al., 1978) arithmetically com-
pares the selection ratio of the group with the highest selection ratio
(often thought of as the majority) to the selection ratio of other groups
(e.g., blacks, Hispanics, women). Adverse impact is signaled if the selec-
tion ratio of the other group is less than four-fifths of the selection rate
of the group with the highest selection ratio. The Uniform Guidelines
also state that a predictor with adverse impact that has not been vali-
dated according to the guidelines can be considered discriminatory (see
Section 1607.3A).

The four-fifths rule (or 80% rule) is a particularly important indicator
of adverse impact according to many researchers, especially those in the
academic literature. Some stated that “the 80% rule has been virtually
enshrined as the standard for determining whether or not there is adverse
impact” in the academic literature (Barrett, 1998, p. 94) or “despite problems
... the 4/5ths rule remains the usual definition of adverse impact” (Guion,
1998, p. 172). Yet others (Outtz & Hanges, 2006) have referred to it as the
golden rule. Further, the literature is replete with examples of its use (e.g.,
Olian & Guthrie, 1987; Pulakos & Schmitt, 1996; Ryan et al., 1998; Schmitt
et al,, 1997). Finally, some researchers have suggested that the four-fifths
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rule is the most frequently used indicator for determining adverse impact
in employment discrimination cases (Morris & Lobsenz, 2000).

Development of the Four-Fifths Rule

The development of the four-fifths rule was in part a reaction to signifi-
cance tests. Developers of the four-fifths rule were concerned about two
related issues. First, they were worried that significance tests required
relatively large sample sizes (Bill Burns, personal communication, May
27, 2004). That is, at least some of the developers believed that the need
for a large sample size was a “fatal flaw.” For example, researchers could
find two organizations with the same adverse impact ratios, but results
would be different based on sample size (e.g., samples of 500 and 75) and
associated statistical power. In addition, large sample sizes would make
even trivial differences significant (for related sample size issues, see also
Morris, 2001).

Second, developers of the four-fifths rule were concerned that most
individuals charged with enforcement of equal employment opportunity
would find it difficult to conduct and interpret results of significance tests
(see Biddle, 2005, or Meier, Sacks, & Zabell, 1984). The alternative was a
simpler rule of thumb that compared the selection ratio of the group with
the highest hiring rate to the selection ratio of other “protected” groups.

Also, as noted in the Uniform Guidelines (U.S. Equal Opportunity
Employment Commission et al., 1978), this rule was adopted as a rule of
thumb. It was not originally intended as a legal definition of discrimination
but as a “practical device to keep the attention of enforcement agencies on
serious discrepancies in hire or promotion rates or other employment deci-
sions” (Supplementary Information, Section II). If disparity in selection rates
is evidenced, then a prima facie case of disparate impact can be alleged.

Some Positive and Negative Facets of the Four-Fifths Rule
Sample Size

When comparing two subgroups, researchers have noted that a key issue
is the number of individuals in the smaller of the two subgroups (Bobko
& Roth, 2004; Lawshe, 1987, Morris, 2001; Tversky & Kahneman, 1971). In
the case of the four-fifths rule, the smaller of the two groups could have a
substantial influence on the results. For example, hiring 1 of 10 members
of a minority group and 15 of 80 of a majority group would lead to a signal
of adverse impact. However, hiring just one more minority group member
would lead to a signal of no adverse impact. This issue has been noted in
the Questions and Answers (Q&As) following the Uniform Guidelines
(U.S. Equal Opportunity Employment Commission et al., 1978; e.g., see
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Q&A 21). Overall, small differences in hiring within the minority group
can have substantial influences on signals from the four-fifths rule.

On the other hand, the four-fifths rule is not directly dependent on sam-
ple size. As noted in this chapter, tests of statistical significance can make
even minuscule differences in selection rates be “statistically significant”
if the sample size (n) is very large.

Practical Significance

Note also that the extensive quotation mentioned from the Uniform
Guidelines places the concept of “practical significance” in the same sen-
tence with the concept of statistical significance (e.g., “Smaller differences
in selection rate may nevertheless constitute adverse impact, where they
are significant in both statistical and practical terms”). It is our experience
that individuals sometimes use a test of statistical significance to signal
adverse impact—even though the four-fifths rule is not violated. This is
ironic because, as also noted above, the Uniform Guidelines offer the four-
fifths rule as a “practical device,” and thus the rule is presumably meant
to offer some level of practicality to the significance test.

Influence of Selectivity

It has also been noted that the level of organizational selectivity can influ-
ence the outcome of the four-fifths rule. For example, following Bobko and
Roth (2004), assume that the highest selection rate in an organization is for
the majority group (rate is 0.70). The four-fifths rule implies that any minority
selection rate below a value of 0.80 x 0.70 = 0.56 might be interpreted as evi-
dence of adverse impact. Thus, the minority rate might drop 0.70 — 0.56 = 0.14
percentage points below the majority rate before adverse impact is claimed.
In contrast, if another organization is more selective in its hiring (e.g., major-
ity selection rate of 0.20), then minority rates need to differ only by 0.04 (i.e,,
0.20 — 0.16) to be interpreted as evidence of adverse impact. The second orga-
nization is, all else equal, more susceptible to claims of adverse impact.

Framing

As anotherissue, Bobko and Roth (2004) noted that the Uniform Guidelines
frame the notion of adverse impact in terms of selection rate (positive frame)
rather than rejection rate (negative frame). This is important because the
four-fifths rule is about ratios of rates (which depend on framing) and
not differences in rates (which are the same if one uses selection rates or
rejection rates).

For example, as noted by those Bobko and Roth (2004), two rates of 0.10
and 0.15 are not within 80% of one another, yet the rates of 0..85 and 0..90
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are within 80% of one another even though the difference in selection
rates (a comparison typically used in significance testing) is the same. The
converse possibility is also possible. Suppose further that the two selection
rates for an organization are 0.85 and 0.90. Even though the two rates meet
the four-fifths rule, some might be tempted to compute the two associated
rejection rates of 0.10 and 0.15 and claim the four-fifths rule is violated. This
does not appear to be the intent in the Uniform Guidelines as the four-
fifths rule refers to selection, not rejection, rates.

Simpson’s Paradox

Bobko and Roth (2004) also discussed the fact that because the four-fifths
rule (as well as the statistical test of the difference between selection ratios)
is based on use of percentages/proportions, analyses are subject to a phe-
nomenon in mathematics often labeled Simpson’s paradox. In essence, the
level of the organization at which one computes percentages can make a
substantial difference. For example, Bobko and Roth reported an example
in which the majority selection rate was higher than the female selection
rate across an entire organization, yet in virtually all departments within
the organization the majority selection rate was lower than the minority
rate (see that work or Blank, Dabady, & Citro, 2004, for more detail).

Research Evaluating the Four-Fifths Rule

To our knowledge, only a few articles have focused directly on the false-
positive error rates in the determination of adverse impact using the
four-fifths rule. Two management scientists used a derivational approach
(Boardman, 1979; Greenberg, 1979) to study single-hurdle selection sys-
tems. They both showed that the four-fifths rule could indicate adverse
impact when no differences actually existed (i.e, Type I errors or false
positives), and Greenberg also demonstrated the existence of Type II
errors. Unfortunately, the conclusions from this research were limited by
a number of factors, including not properly representing the proportions
of various groups in the United States, assuming sampling with replace-
ment in some instances (see Roth et al., 2006).

A pair of researchers in industrial relations demonstrated that the four-
fifths rule is more demanding in terms of the number of minority hires
needed when sample sizes are small (e.g., n of 20 through 100), whereas a
significance test was more demanding as sample sizes were large and the
proportion of minority applicants was small (Sobol & Ellard, 1988). Many
of their conclusions might be readily explained by small sample sizes (of
minority subgroups) and consequent low statistical power.

Roth et al’s (2006) simulation also showed relatively frequent
false-positive signals from the four-fifths rule. Consistent with prior work,
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their single-hurdle and multiple-hurdle Monte Carlo analysis showed that
false positives were fairly likely (e.g., often 20% of the time) when sample
sizes were moderate (e.g., 1 = 200 or 400) and when selection ratios were in
the range of 0.1 to 0.3. The percentage of false positives declined markedly,
to roughly chance levels, when a test of statistical significance was added
as a second step to any signal of adverse impact from the four-fifths rule.
The authors found this somewhat ironic given that the four-fifths rule was
designed at least partially because of the perceived difficulties of statisti-
cal significance tests.

Statistical Significance Testing

Some individuals familiar with the assessment of adverse impact in
legal environments suggested that courts do not rely solely on the four-
fifths rule when assessing adverse impact (e.g., Barrett, 1995; Biddle,
1993). These individuals suggested that statistical significance tests are
often used either in conjunction with the four-fifths rule or in place of
it in court proceedings (e.g., Barrett, 1998; Biddle, 2005; Siskin & Trippi,
2005). In their analysis of court cases, Esson and Hauenstein (2007)
concluded that there is an increased reliance on significance testing
in assessing adverse impact. Also, the statistical significance testing
approach mirrors part of the second and third sentences in the quo-
tation from the Uniform Guidelines in the beginning of this chapter
(although this approach does not necessarily mirror the issue of practi-
cal significance).

Some Positive and Negative Facets of the
Statistical Significance Approach

The scientific literature and many methodological textbooks are replete
with discussion about the use, benefits, and concerns about statistical sig-
nificance testing. Significance testing has a strong presence in many social
science disciplines, although some of its negatives have on occasion led to
calls for its abandonment (Schmidt, 1996). Rather than review this exten-
sive literature, we point out a few issues that are directly related to detect-
ing differences in two selection rates (i.e., differences in two proportions)
in the adverse impact arena. Once again, see Bobko and Roth (2004) for a
more extended discussion of these particular application issues. See also
the work of Meier et al. (1984) for a discussion of the use of significance test-
ing in adverse impact cases as well as the possibility that gross statistical
disparities alone could constitute prima facie proof of disparate impact.!
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Error Rates and Sample Size

It was noted that the four-fifths rule can be subject to both Type I and Type
IT errors. By design, statistical significance testing controls for Type I error
rate by setting that probability a priori. For example, the so-called level
of significance is often set at 0.05 or sometimes 0.01 (see also U.S. Equal
Opportunity Employment Commission et al., 1978, Uniform Guidelines,
Section 1607.145, for mention of the 0.05, or 1 in 20, value). It is our experi-
ence that in court proceedings the use of 0.05 and 0.01 (and their associated
critical values of 1.96 and 2.58 standard deviations in normal distributions)
has led to lawyer-based terminology of the “two or three standard devia-
tion test” (a Supreme Court decision that is often cited in this domain is
Hazelwood School District v. United States, 1977).

However, when sample sizes are small, Type II errors (failing to “find”
a difference when one exists) can occur, and their probability is not
controlled in significance testing. In fact, the Uniform Guidelines (U.S.
Equal Opportunity Employment Commission et al., 1978, Supplementary
Information, General Principles, Section 6) recognize that many employ-
ers do not hire enough individuals for primary reliance on a significance
testing approach.

The converse (large sample sizes) is also an area of concern for signifi-
cance testing—because as most students know, almost any nonzero differ-
ence (e.g., nonzero difference in selection rates) can result in a “statistically
significant” difference if the sample size (n) is large enough. Assume that
there is a nonzero difference in selection rates for two subgroups—and
that the same difference in rates occurs for two organizations. An impli-
cation of the opening sentence of this paragraph is that the larger of the
two organizations is more likely to be associated with statistical adverse
impact solely because it has more employees (see Bobko & Roth, 2004, for
a hypothetical example in which a difference in selection rates would be
significant in one organization, but the same rates would not be statisti-
cally different in another organization that was one fifth the size).

Comparison Group

Another issue in the determination of adverse impact is the fact that the
comparison group is nominally the group with the highest rate and not
necessarily the majority group (see the initial quotation from the Uniform
Guidelines, U.S. Equal Opportunity Employment Commission et al.,
1978). In our experience, the comparison group generally is taken to be
the majority group, but it does not have to be if the Uniform Guidelines
are taken literally. So, for example, if the highest selection rate was for
the minority subgroup of Hispanics, then adverse impact ratios for blacks
might be computed against the Hispanic rate rather than the white rate.
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The process of waiting to see the data and then deciding what the com-
parison group is (i.e, which subgroup had the highest rate) deserves fur-
ther study as a method because it appears to violate standard statistical
procedure by which groups are identified a priori. That is, post hoc use of
the highest rate might require different distribution theory about maxi-
mum values (such as in the Tukey honestly significant difference test in
experimental design).

Experimentwise Error

A related issue is that, in our experience, the white (or highest) rate
is “tested” against several subgroups (e.g., black, Hispanic, etc.) sep-
arately, resulting in multiple significance tests, each at the 0.05 level
of significance. However, as also noted in Bobko and Roth (2004), this
increases the overall experimentwise error rate. We are unaware of any
statistical testing procedure used in adverse impact analyses that con-
siders this issue.

An Analysis of the Degree of Reliance of
the Applied Psychological Literature on the
Four-Fifths Rule and Statistical Significance

We examined recent journal articles in applied psychology to under-
stand better which method of measurement is used to determine adverse
impact in the published academic literature. We searched the database of
PsycINFO from 1990 to present (May 2007) for “adverse impact” in the
area of applied psychology (classification code 3600). We focused on four
journals likely to publish articles on personnel selection: Journal of Applied
Psychology, Personnel Psychology, Human Performance, and the International
Journal of Selection and Assessment.

We limited our search to empirical articles with analyses of primary
data sets or analyses based on meta-analytic values (e.g., empirically based
meta-analytic matrices) and samples of job applicants or incumbents. So,
for example, we did not include work by Morris and Lobsenz (2000) and
Roth et al. (2006). These articles were either simulations or discussions and
algebraic analyses of adverse impact, and they did not focus on primary
or meta-analytic data to discuss the presence or degree of adverse impact.
However, these works are important, and we discuss them in the section
on hybrid approaches. We found 24 empirical articles that matched our
selection criteria.
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Results

The results in Table 2.1 suggest there are two ways that authors have
explicitly addressed the overall empirical issue of adverse impact in the
applied psychology academic literature. The first way is calculation of the
standardized ethnic or gender group difference (i.e., d). In our sample, six
articles used this as the primary approach to indexing possible levels of
adverse impact (e.g., Bobko, Roth, & Buster, 2005; Ones & Viswesvaran,
1998). Use of the standardized 4 statistic is helpful in understanding how
various ethnic or gender groups perform on an exam even when no hiring
has yet taken place based on the exam.

The second way that researchers have addressed adverse impact is to
compare hiring or passing rates of various subgroups. There were 18 such
articles in our sample. In 16 instances, the four-fifths rule was used. In 2
instances, authors reported the adverse impact ratio (i.e., the selection rate
of a minority group divided by the selection rate of a majority group) but
did not formally invoke the four-fifths rule.

Interestingly, as shown in Table 2.1, there was o use of statistical signifi-
cance testing to assess adverse impact in the studies using empirical data
(primary or meta-analytic). Overall, it appears that the four-fifths rule is
the dominant approach to assessing adverse impact in selection in the
applied psychology academic literature.

The heavy reliance on the four-fifths rule is interesting as it is prevalent
across more than 15 years of articles, and it was used in both primary
studies and meta-analytic efforts. Note also that use of the four-fifths rule
is pervasive across a variety of predictor types and study emphases. The
four-fifths rule was used to assess adverse impact in tests of cognitive
ability (e.g., Bobko et al., 1999), assessment centers (Hoffman & Thornton,
1997), college grades (Roth & Bobko, 2000), and interviews (Roth, Van
Iddekinge, Huffcutt, Eidson, & Schmit, 2005). Further, the four-fifths rule
was used to analyze adverse impact in terms of combinations of predic-
tors or types of criteria (e.g., Hattrup, Rock, & Scalia, 1997), how to weight
predictors (Doverspike, Winter, Healy, & Barrett, 1996; Ryan et al., 1998),
and even how to score exams (McKinney & Collins, 1991). The rule has
also been used in Europe as well as the United States (Higuera, 2001).

Although our analysis was focused on the published academic litera-
ture, the same result occurs in other academic domains. For example, the
human resources text by Gomez-Mejia, Balkin, and Cardy (2007) promi-
nently defined the four-fifths rule and provided a numerical example, but
there was no mention of significance testing; a similar summary applies to
Pulakos’s (2005) book on selection assessment methods. The staffing text by
Heneman and Judge (2006) discussed the assessment of adverse impact by
using the four-fifths rule; that text only mentioned statistical significance
testing as an “exception” (p. 466) to the use of the four-fifths rule. Or, in the
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TABLE 2.1
Use of Approaches to Detect Adverse Impact (AI), Presented Reverse
Chronologically

Article Method used Study type Comments

Aguinis and Smith
(2007)

DeCorte, Leivens,
and Sackett (2006)

Potosky, Bobko,
and Roth (2005)

Buster, Roth, and
Bobko (2005)

Bobko, Roth, and
Buster (2004)

Klinger and Schuler
(2004)

Stark,
Charnyshenko,
and Drasgow
(2004)

DeCorte and
Lievens (2003)

Thornton, Murphy,
Everest, and
Hoffman (2000)

Roth and Bobko
(2000)

Bobko, Roth, and
Potosky (1999)

Four-fifths rule

Four-fifths rule

Four-fifths rule

Al ratio?

Neither

Neither

Some use of
four-fifths rule

Four-fifths rule

Four-fifths rule

Four-fifths rule

Four-fifths rule

Meta-analytic
values used

Meta-analytic
matrix

Meta-analytic
matrix

Primary study

Primary study

Primary study

Primary study

Meta-analytic
matrix

Meta-analytic
values

Primary study

Meta-analytic
matrix

Authors focus on Al
ratio

Authors examined
trade-offs between Al
and quality of hires

Authors tested the
validity increase and
Al reduction from
adding alternative
predictors to measures
of mental ability

Authors compared Al of
two types of minimum
qualifications

Authors compared
subgroup ds

Authors focused on
subgroup differences
and did not compute
formal Al analyses

Authors examined
differential item test
functioning and used
four-fifths rule as a
benchmark for index
development

Four-fifths rule used to
constrain selection
systems to have no
adverse impact (or
minimize Al)

Meta-analytically based
values used for utility
analyses and Al
analysis

Authors examined ds on
grades and computed
Al

Authors compared
validity and Al of
predictor composites

Continued
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TABLE 2.1 (Continued)
Use of Approaches to Detect Adverse Impact (AI), Presented Reverse

Adverse Impact

Chronologically
Article Method used Study type Comments
DeCorte (1999) Four-fifths rule Meta-analytic Four-fifths rule used to

Ryan et al. (1998)

Olson-Buchanan et
al. (1998)

Ones and
Viswesvaran
(1998)

Hattrup, Rock, and
Scalia (1997)

Hoffman and
Thornton (1997)

Levine, Maye, Ulm,
and Gordon (1997)

Schmitt, Rogers,
Chan, Sheppard,
and Jennings
(1997)

Weekley and Jones
(1997)

Doverspike Winter,
Healy, and Barrett
(1996)

Pulakos and
Schmitt (1996)

Al ratio and
four-fifths rule

Neither

Neither

Four-fifths rule

Four-fifths rule

Al ratio

Four-fifths rule

Neither

Four-fifths rule

Four-fifths rule

matrix

Primary study

Primary study

Primary study

Meta-analytic
matrix

Primary study

Primary study

Meta-analytic
matrix

Primary study

Meta-analytic
matrix

Primary study

constrain selection
systems to have no
adverse impact

Authors used two
samples to examine
adding measures of
personality to
measures of cognitive
ability and weighting
approaches

Authors reported group
means and standard
deviations

Authors focused on
subgroup ds

Authors examined the
roles of task and
contextual performance
on validity and Al

Authors examined use
of assessment centers
and cognitive ability
tests

Ratio used to determine
Al for 14 jobs using
minimum
qualifications

Authors compared
validity and Al of
predictor composites

Authors focused on
subgroup ds

The authors used a
meta-analytic matrix to
predict hiring rates for
a future exam and to
compare weighting
approaches.

The authors examined
ds for subgroups and
assessed Al with the
four-fifths rule
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TABLE 2.1 (Continued)

Use of Approaches to Detect Adverse Impact (Al), Presented Reverse
Chronologically

Article Method used Study type Comments
Barrett (1995) Neither Primary study The author examined ds
for subgroups
Cascio, Outtz, Four-fifths rule Primary study Authors examined
Zedeck, and methods of referral
Goldstein (1991, (e.g., banding) on
1995) hiring rates

3 The Al ratio is the adverse impact ratio that is typically operationalized with the group
with the highest hiring rate in the denominator (e.g., whites) and the group with a lower
selection rate in the numerator (e.g., blacks).

recent Encyclopedia of Industrial and Organizational Psychology (Rogelberg,
2007), Ellingson’s definition of “adverse (disparate) impact” mentioned
three forms (the four-fifths rule, evidence of a restricted policy, and work-
force utilization analysis), but there is no mention of significance testing.

Discussion

As noted, there are two distinct methods of assessing adverse impact
that are implied by the Uniform Guidelines (U.S. Equal Opportunity
Employment Commission et al., 1978). Some individuals suggest, and rou-
tinely use, the four-fifths rule to index the presence of adverse impact. The
related adverse impact ratio (ratio of selection rates) is then used to index
the level of the adverse impact. Others have suggested that significance
tests are the more appropriate and more often used approach for assess-
ment of adverse impact. Again, the Uniform Guidelines explicitly mention
both of these assessment procedures, yet the assessments are based on
somewhat different premises and logic.

We also briefly reviewed some positive and negative facets of these two
approaches. For example, the adverse impact ratio (and the related four-
fifths rule approach) is susceptible to choices of framing and the level of
selection selectivity in each organization. Or, for example, the statistical
significance approach is substantially influenced by sample size and is
focused on the difference in rates rather than their ratio.

Use by Academicians

Our analysis in Table 2.1 might lead applied psychologists to believe that
the empirical, academic literature endorses the use of the four-fifths rule
as the benchmark for assessing adverse impact. Or, as noted, Barrett (1998)
stated that the four-fifths rule has been “enshrined” (p. 94) as the method
of assessing adverse impact.
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On the other hand, although this chapter is not intended as a review
of court cases, others have noted that the courts often use statistical sig-
nificance testing to assess adverse impact (e.g., Biddle, 2005; Biddle, 1993;
Bobko & Roth, 2004; Siskin & Trippi, 2005). In fact, in contrast to the analy-
sis in Table 2.1, Jeanneret (2005, p. 81) said that the four-fifths rule “has no
standing in the scientific literature.”?

Thus, it appears that there is an important disconnect in the assessment
of adverse impact. The academic literature appears to use the four-fifths
rule almost exclusively, while many practitioners and the courts might
also consider statistical significance testing.

Possible Reasons for a Disconnect

It is interesting to speculate on the reasons for this disconnect and appar-
ent bifurcation:

Perhaps academics are looking for an index of the degree to which
adverse impact occurs (or might occur). Thus, academics choose
statistics that have a continuum of values (d or adverse impact
ratio, which leads to natural use of the four-fifths rule). In con-
trast, statistical significance is not used because its outcome is
simply dichotomous (significant or not).

Perhaps academics who use meta-analytic matrices do not have
fixed sample sizes in mind and desire an analysis that is not
dependent on n (i.e., an effect size such as d or the adverse
impact ratio).

Perhaps the backlash against statistical significance testing is stron-
ger than thought (although significance testing certainly occurs
in the literature in other social science subdisciplines).

Perhaps authors can more readily explain the four-fifths rule in text-
books. This may be particularly true at the undergraduate level
or in texts that might be used before a graduate student is more
statistically proficient.

In any event, the existence of the two approaches in the Uniform
Guidelines (U.S. Equal Opportunity Employment Commission et al., 1978),
and their use by different sets of individuals, leads to possible combinations
of the two procedures. We next consider some of these combinations.

Hybrid Approaches

As noted, there are a few other academic articles that consider the assess-
ment of adverse impact—articles of a more theoretical nature that do not
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incorporate primary or meta-analytic data. For example, the work by
Morris and Lobsenz (2000) developed statistical theory around a combina-
tion of the four-fifths rule and statistical significance testing. In particular,
based on earlier work by Fleiss (1994), these authors provided formulas
for standard errors of the adverse impact ratio (i.e, a standard error for
the ratio of selection rates rather than the difference between the rates).
As such, one could perform a statistical significance test on the ratio that
is used in the four-fifths rule (e.g., compare the ratio to a baseline value of
0.80 or 1.0). This approach is therefore a “hybrid” approach across the two
perspectives discussed, although the outcome is still a function of sample
size. Interestingly, although we have seen this hybrid approach used in
practice, it did not seem to appear in any of the academic literature within
7 years after its publication.

Another hybrid approach was implied in the Roth et al. (2006) article
mentioned. To repeat, those authors found that the relatively high percent-
age of false positives associated with the four-fifths rule declined mark-
edly, to roughly chance levels, when a test of statistical significance was
added as a second step. Thus, the hybrid approach of contingent use of
statistical significance testing (contingent on the four-fifths rule being vio-
lated) is implied. Interestingly, this matches the procedure noted by the U.S.
Department of Labor’s Federal Contract Compliance Manual (2007). Section
7E06(a) of that manual indicates that adverse impact is to be measured by
first invoking the four-fifths rule and then conducting a test of statistical
significance if one selection rate is less than 80% of the other rate.

It might be that other hybrid approaches have merit. For example, as
noted, sample size can influence the result of a statistical significance test.
Low sample sizes are associated with low power and possible inability
to demonstrate that two rates are different, while very large sample sizes
lead to labeling even trivial differences as “statistically different.” Thus,
very small and very large sample sizes can be problematic for significance
testing. Thus, it might be interesting to study a hybrid approach that uses
the four-fifths rule when sample sizes are either very small or very large
and uses statistical significance testing when sample sizes are “moder-
ate” (to be defined). We also note that the use of the four-fifths rule when
sample sizes are very small might have to accommodate the notion that
one or two hires might influence the result (see Q&A 21 of the Uniform
Guidelines, U.S. Equal Opportunity Employment Commission et al., 1978).
In any event, studying these types of hybrid approaches might also help
our field’s understanding of the two different perspectives denoted in the
current Uniform Guidelines.

Finally, we also suggest efforts that consider the use of additional terms
and constructs to describe more clearly various analyses. We have used
and suggest the term adverse impact potential for analyses and interpre-
tations of the d statisticc. When used in conjunction with estimates of
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selection ratios (cf. Sackett & Ellingson, 1997), this standardized statistic
helps index potential degrees of adverse impact even when no hiring has
yet occurred, its standardized nature makes comparability clearer, and
the statistic is not dependent on sample size.

We also suggest the need for increased meta-analytic work on adverse
impact. There has been substantial work on generalization of validi-
ties—suggesting that certain types of tests are valid across a wide vari-
ety of jobs (Rothstein, Schmidt, Erwin, Owens, & Sparks, 1990; Schmidt,
Gast-Rosenberg, & Hunter, 1980; Schmidt, Hunter, & Caplan, 1981). That
level of research could also be directed toward adverse impact to study
how it relates to the adverse impact potential of various predictors of
job performance and which moderators might appear to influence such
relationships (see, e.g., Roth, Huffcutt, & Bobko, 2003).

Research or modeling by scientists or practitioners also needs to
address predictor intercorrelations (Bobko etal., 1999; Schmidt & Hunter,
1998) because predictor intercorrelations influence the size of standard-
ized group differences in selection composites (Sackett & Ellingson,
1997). All told, there is relatively little empirical work on how predic-
tors intercorrelate (Hunter & Hunter, 1984). There are exceptions, such
as the meta-analytic work of McDaniel, Hartman, Whetzel, and Grubb
(2007), which addresses the relationships of situational judgment tests
with both cognitive ability and personality, or work by Salgado and
Moscoso (2002), which addresses the relationships of interviews with
both personality and cognitive ability. More primary and meta-analytic
work is needed in areas such as situational judgment tests, biodata, and
SO on.

Researchers might also examine how decision makers react to differ-
ent assessments of adverse impact. One approach might be to see if there
are differences in court decisions based on the type of information used
to assess adverse impact (e.g., four-fifths rule vs. significance testing).
Other research might survey judges, attorneys, and those in regulatory
agencies to assess their views. In light of our findings in Table 2.1, mana-
gerial decision makers may also be surprised at how lawyers and courts
look at evidence of adverse impact based on what applied psychologists
relate to them.

In sum, the academic literature is replete with nearly exclusive use of
the four-fifths rule for assessing adverse impact in empirically based
articles. We have discussed pros and cons of this approach (and statisti-
cal significance testing) and suggested that future work and guidelines
may need to think beyond these approaches. We look forward to the
understanding that all of the research mentioned will bring to bear on
this important topic.
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Notes

1. We reprint an admonition from Bobko and Roth (2004) that “the statistically
significant result might be used as a way to determine adverse impact, but
as in the case of the four-fifths rule, the evidence is just prima facie. There
could be a variety of reasons for the significant relationship (or the fact that
one rate is not arithmetically within 80% of the other rate). For example, the
selection system might be discriminatory, or the selection system might be
associated with group differences that are related to group differences in
job performance (i.e., the test is valid and ‘fair’), or the group differences in
selection rate might be related to group differences in test scores which are
related to group applicant differences in prior job (or educational) experi-
ence, or there may have been differential recruiting efforts such that the two
applicant pools are not of equal quality, and so forth” (pp. 182-183).

2. Jeanneret criticized the four-fifths rule as highly influenced by sample size,
yet as noted here, this criticism may apply more appropriately to signifi-
cance tests.
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A Theory of Adverse Impact

James L. Outtz and Daniel A. Newman

Introduction

Subgroup differences in mental ability have been the subject of research
and debate in the United States for almost nine decades (Brigham, 1923).
Differences between African Americans and Caucasians with regard to
mental ability have been of particular interest (Garth, 1931; Shuey, 1958).
Within the field of industrial and organizational (I/O) psychology, sub-
group differences and related issues (social, legal, and technical) are
embodied in the concept of adverse impact. Broadly speaking, adverse
impact has been defined as subgroup differences in selection rates (e.g.,
hiring, licensure and certification, college admissions) that disadvantage
subgroups protected under Title VII of the 1964 Civil Rights Act. Protected
subgroups are defined on the basis of a number of demographics, includ-
ing race, sex, age, religion, and national origin (Uniform Guidelines, 1978).
Most of the I/O psychology literature addressing adverse impact has
focused on documenting the magnitude of subgroup differences on spe-
cific assessment devices.

Unfortunately, progress in psychological research on the social and legal
problem of adverse impact has been limited due to lack of theory. In this
chapter, we first explore models of cognitive ability as well as current dis-
cussions regarding the concept of race and then propose an initial theory
of adverse impact. Specifically, we build on the Cattell-Horn-Carroll (CHC)
model to enumerate the latent constructs measured by tests of “cognitive
ability.” Cognitive tests are shown to measure multiple facets that—while
correlated—are not always best explained by a unitary underlying factor
g Further, several facets measured by cognitive tests appear unambigu-
ously to capture learned material, rather than stable, immutable traits. In
this chapter, we also examine the concept of race: what race is, potential
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reasons why race correlates differentially with different facets of cognitive
tests, and the key problem: that using cognitive tests for hiring (or high-
stakes selection) purposes results in substantial reduction in the number
of individuals hired/selected from underrepresented racial groups, for
reasons that have nothing to do with actual job performance.

The purpose of this chapter is to integrate these literatures by proposing
an initial theory of why adverse impact occurs. We do not argue that this
theory is the final word on the antecedents of adverse impact. Rather, we
hope that it can be a meaningful beginning of a theory. Our theory focuses
on black-white racial subgroup differences. We do this because race has
been the most frequently studied demographic regarding adverse impact,
and black-white differences have proven to be a key problem in organiza-
tional staffing and high-stakes selection contexts.

We generally advocate the following principles, objectives, and rec-
ognitions for studying (and discussing) adverse impact: (a) focusing on
parameters that can be empirically estimated; (b) recognizing that these
parameters can take on a range of values between the extrema of 1.0 and
0.0; (c) improving construct validity in high-stakes cognitive testing (which
constructs are measured, what percentage of variance in these constructs
can be explained by known antecedents); (d) recognizing the role of the
testing industry in making empirical estimates available; (e) recognizing
the role of industrial psychologists in studying the multilevel mechanisms
(psychological, sociological, and economic) underlying racial differences
in test performance; and (f) viewing race and occupational opportunity in
historical context (in contrast to ignoring race, opportunity, and history).

Focusing on Performance-Irrelevant
Race-Related Test Variance

Cognitive tests predict certain aspects of job performance far better, on
average, than any other currently available psychometric instruments
(Hunter & Hunter, 1984; Schmidt & Hunter, 1998). Using cognitive tests
for hiring purposes therefore promises to improve greatly individual-
level productivity and to decrease some of the error associated with other
hiring methods (e.g., unstructured interviews; Huffcutt & Arthur, 1994).
On the other hand, cognitive tests measure many constructs associated
with social status and privilege (i.e., scholastic knowledge and skills), giv-
ing rise to sizable mean black-white race differences on these tests (Roth,
Bevier, Bobko, Switzer, & Tyler, 2001). Indeed, racial subgroup differences
on cognitive tests are so large that they will create substantial reductions
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in the number of black applicants hired, to an extent that far exceeds the
performance advantages of these tests.

We believe that the central problem of adverse impact in cognitive abil-
ity tests is attributable to race differences in criterion-irrelevant test vari-
ance. More specifically, we present the following expression for the critical
parameter that drives our current framing of the central problem of
adverse impact (see related work by Cole, 1973; Darlington, 1971; Hanges
& Gettman, 2004; Hunter & Schmidt, 1976):

rmce,tesf - race,pe(farnluncerfest,performance

\/ 1- rt?st,petformance (31)

Tpiry = rrace,(test«perﬁ)rmunce) -

where PIRV is an acronym for performance-irrelevant race-related variance
in scores on preemployment or admissions tests. Performance-irrelevant
race-related test variance is a function of the correlation between race
and test scores 7, . , the correlation between race and job performance
Tyace,performance » aNd the correlation between test scores and job performance
Tiest performance - YWhen 7py, is large, it means that using the test for hiring or
admissions will exclude the lower-scoring demographic group based on
factors unrelated to job performance.

The meta-analytic semipartial correlation between race and cogni-
tive test scores, after holding job performance constant, is a whopping 0.42
(Newman, Hanges, & Outtz, 2007). As discussed in that article, “using
cognitive tests for hiring purposes will result, on average, in a substantial
reduction in Black hires, for reasons having nothing to do with job performance”
(p- 1083). Figure 3.1 shows how variance in scores on a selection test can be
partitioned into four parts: variance uniquely attributable to race (unre-
lated to job performance) (Component a), variance uniquely related to job
performance (unrelated to race) (Component b), variance related to both
job performance and race (Component c), and variance unrelated to job
performance and race (Component d). In the case of cognitive ability tests,
meta-analytic estimates for these variance components (corrected for cri-
terion unreliability [Hunter & Hunter, 1984; Roth, Huffcutt, & Bobko,
2003] and range restriction [Hunter & Hunter, 1984]) are as follows (see
additional detail in Newman, Hanges, et al.,, 2007): Component a = 13%,
b =22%, ¢ = 6%, and d = 59%. The parameter ry (squared) is equal to
0.422 = 18%. That is, 18% of the variance in cognitive tests, independent of job
performance, corresponds to black-white race differences.

So, the core problem of adverse impact from our perspective is not
the variance related to both job performance and race (Component c in
Figure 3.1) but rather variance uniquely attributable to race but unre-
lated to job performance (Component a in Figure 3.1). In other words, our
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FIGURE 3.1
Performance-irrelevant race-related variance in test scores.

primary concern is that cognitive tests capture race differences that do not
correspond to true differences in job performance (Component a = 13% of
the variance in test scores).

An alternative way of presenting this empirical result is in terms of
odds ratios. Lipsey and Wilson (2001, pp. 199, 202) provided an approxi-
mation formula that can be used to convert 7, into an odds ratio (where
7 =3.14):

rpry (1)

— 2 —
OddSleV =e 30=rpry Xp(=p) (323)

A more general approximation of this odds ratio (which is sensitive to the
selection ratio) is

bty )(1'64(xcut +dpry)+ \/-76(xcm +dpry ) +4 ) -1
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dpiry = TPIRV/\/(l - rzgle)(P(l -p)

p is the proportion of applicants from the protected racial subgroup, and
Z,,; is the standard normal cut score across all applicants (a transformation
of the overall selection ratio). To illustrate the consequences of race dif-
ferences in nonjob performance-related components of cognitive ability
tests, we plugged in the meta-analytic estimate of 7, = 042 (Newman,
Hanges, et al., 2007) and the corresponding proportion of black applicants
=0.264 (from Roth et al., 2003) into Formula 2b. Assuming a selection ratio
of 20%, Oddsp, =740. In other words, if one considers two job applicants
(one black and one white) who would actually display exactly equal job per-
formance if hired, the use of a cognitive ability test to base hiring recom-
mendations will result in the white applicant being 7.40 times more likely to be
hired than the black applicant (note that the odds ratio becomes even larger as
either the selection ratio or the proportion of black applicants decreases).

Basic Concepts
What Is Race?

An important step toward the development of a theory of adverse impact
is to define key terms clearly. The definition of race, for example, is not
clear-cut by any means. Is race determined biologically? Zyphur (2006)
suggested that studies using statistical clustering technology to assess
genetic information on race show that the amount of genetic variation
within subgroups is larger than variation between them. Genetic differ-
ences within the human race are not large enough to support racial group-
ing (Graves & Rose, 2006). An alternative to the biological approach is to
define race as a social construct rooted in historical and anthropological
context (Smedley & Smedley, 2005; Sternberg, Grigorenko, & Kidd, 2005).
Social constructionists explain that the very meaning of race can change
across situations as well as across perceivers. One version of this approach
involves seeing race as a sociopolitical construct that functions to justify
societal oppression (Feagin, 2006; i.e., race as a “complex of contested social
meanings,” Omi & Winant, 1986, p. 68). The social constructivist perspec-
tive can be seen in various discussions of adverse impact. For example,
Helms, Jernigan, and Mascher (2005) used the social constructivist per-
spective to recommend that race be dismissed altogether as an explana-
tory construct.

While we agree with the premise that race is a social construct, we
believe that race can still be considered a meaningful explanatory con-
struct. Our reasoning is based on our belief that race-related constructs
can be simultaneously conceptualized at multiple levels of analysis
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(Newman, Hanges, et al.,, 2007). In the models we present, race is concep-
tualized to include group-level shared perceptions/meanings, resulting
from common societal experiences, as well as individual-level constructs
(e.g., unique personal meanings drawn from the common experience).
We define race generically as a social category consisting of persons who
share biological characteristics that society considers socially significant
(Macionis, 1999). We also agree that in some respects race is a concept
used within a society to symbolize or signify social conflicts, such as con-
flicting interests, by referring to different phenotypic characteristics (Omi
& Winant, 2001). The psychological content of racial category member-
ship reflects experiences, culture, and identity (Phinney, 1996), although
we posit that these contents tend to be shared within groups. As with
any group-level psychological construct (see Schneider, 1990), race-related
psychological constructs (i.e., shared meanings) can be empirically justi-
fied through within-group agreement and intraclass correlation (Bliese,
2000). These group constructs are likewise subject to the ecological fallacy
or overgeneralization from the group to the individual (Thorndike, 1939).

What Is Cognitive Ability?

A second critical issue in any discussion of adverse impact is defining
cognitive ability. Identifying a common definition in the psychological
literature has proven extremely difficult. Ability testing typically refers
to standardized measures of intelligence, aptitude, or achievement. The
history of the problem of defining cognitive ability (and cognitive ability
tests) is exemplified by the following quotation from Goslin (1963):

We have included in our definition tests that purport to measure
abilities which for the most part reflect learning, as well as those des-
ignated as general intelligence and aptitude tests, because it is becom-
ing increasingly difficult to decide where to draw the line between
the innate and acquired components of measured abilities. It is clear
that all tests must measure developed abilities, and many psychome-
tricians have given up the terms “intelligence” and “IQ” with their
connotation of innate ability, in favor of words such as “scholastic
aptitude” that call attention to the contribution of the individual’s
environment as well as the purpose of the test.

Itis important to note that this chapter focuses on adverse impact within
the context of organizational staffing and high-stakes assessment (or selec-
tion). The selection devices most often used in this context are standard-
ized tests designed to measure developed abilities that are influenced, to
no small degree, by environmental factors such as formal education. As
an example, the Wonderlic Personnel Test, recognized as a traditional test
of cognitive ability, consists of items that measure vocabulary, reading
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comprehension, and math. The cognitive requirements for answering
such items are developed, at least in part, in formal educational settings.
The Watson Glaser Critical Thinking Appraisal, another recognized abil-
ity test used frequently in employment settings, contains items that rely
heavily on reading comprehension and vocabulary. Finally, the Armed
Forces Vocational Aptitude Battery (discussed elsewhere in this chapter)
consists of subtests that measure educational achievement, including word
knowledge and arithmetic reasoning. We define cognitive ability as a per-
son’s “entire repertoire of acquired skills, knowledge, learning sets, and
generalization tendencies considered intellectual in nature that [is] avail-
able at any one period of time” (Humphreys, 1984, p. 243; see Drasgow,
2003, p. 117).

What Do Cognitive Tests Measure?

An empirically grounded construct model for cognitive tests that has
achieved recent ascendance is the CHC model (McGrew, 1997, 2008; Roid,
2003; Woodcock, McGrew, & Mather, 2001; cf. Johnson & Bouchard, 2005).
The CHC model is a hybrid of Carroll’s (1993) three-stratum model with
Cattell’s (1971) and Horn’s (1991) earlier models of fluid intelligence (Gf)
and crystallized intelligence (Gc). The CHC model is depicted in Figure 3.2
(see Flanagan, McGrew, & Ortiz, 2000). Before proceeding, we should note
that an important difference between the two predecessor models (i.e.,
the Cattell-Horn Gf-Gc model vs. Carroll’s three-stratum theory) is that
Cattell and Horn proposed that the most viable psychometric model did
not include an overall cognitive ability factor (g; Spearman, 1904), whereas
Carroll’s model did specify a higher-order g factor (¢ stands for general
mental ability). As seen in Figure 3.2, the combined CHC model of cogni-
tive tests comprises 8 to 10 distinct but correlated factors. These factors
that underlie cognitive tests are defined in Table 3.1.

An Empirical Example

Most of the validity data demonstrating the strong connection between
cognitive test scores and job performance come from two specific cogni-
tive tests: the Armed Services Vocational Aptitude Battery (ASVAB) and
the General Aptitude Test Battery (GATB; see Hunter, 1983, 1986; Hunter,
Crosson, & Friedman, 1985; Schmidt, Hunter, Outerbridge, & Goff, 1988).
But, what do these tests actually measure? To illustrate some of the com-
plexities in answering this question, we conducted a confirmatory fac-
tor analysis on a large database of cognitive subtest scores, including the
ASVAB (N = 10963; Alderton, Wolfe, & Larson, 1997; estimates corrected
for range restriction). This database comprises 16 cognitive subtests,
labeled in Table 3.2. For the confirmatory factor analysis of these subtests,
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TABLE 3.1
Factors Underlying Cognitive Test Scores (Cattell-Horn-Carroll Model)
Factor name Definition
Fluid Intelligence (Gf) Mental operations for novel tasks that cannot be

performed automatically; forming and
recognizing concepts, drawing inferences,
comprehending implications, problem solving,
extrapolation. Inductive and deductive
reasoning

Quantitative Knowledge (Gq) Store of acquired mathematical declarative and
procedural knowledge

Crystallized Intelligence (Gc) Breadth and depth of acquired knowledge of a
culture and the application of this knowledge;
primarily verbal and language-based
knowledge developed through investment of
other abilities during educational and life
experiences

Reading/Writing Ability (Grw) Acquired store of knowledge that includes basic
reading and writing skills required for the
comprehension of written language and the
expression of thought in writing

Short-Term Memory (Gsn) Ability to apprehend and hold information in
immediate awareness and then use it within a
few seconds; related to working memory

Visual Processing (Gv) Ability to generate, perceive, analyze, synthesize,
store, retrieve, transform, and think with visual
patterns and stimuli; mental reversal and
rotation of objects in space

Auditory Processing (Ga) Ability to perceive, analyze, and synthesize
patterns among auditory stimuli and
discriminate nuances in patterns of music and
speech

Long-Term Storage and Retrieval (GIr)  Ability to store and fluently retrieve acquired
information (concepts, ideas, names) from
long-term memory

Cognitive Processing Speed (Gs) Ability to perform cognitive tasks fluently and
automatically, especially when under pressure to
maintain focused attention and concentration

Decision Reaction Time or Speed (Gt) Reaction time and decision speed

Source: Adapted from The Wechsler Intelligence Scales and Gf-Gc Theory: A Contemporary
Interpretive Approach, by D. P. Flanagan, K. S. McGrew, & S. O. Ortiz, 2000, Boston:
Allyn and Bacon, pp. 30 to 45.
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TABLE 3.2
Fit Indices for Cognitive Test Factor Models (ASVAB and ECAT)

Model x* df RMSEA  TLI CFI SRMR PGFI
One-factor model (g) 39,571.8 104 0.186 0.886 0901 0.095 0.527

Three-factor model (Gf & 20,910.8 101 0.137 0932 0942 0.076  0.600
Gs, Gec & TK, Nonverbal)
Four-factor model (Gf, Gc &  15,890.0 98 0.121 0946 0956 0.066  0.610
TK, Gs, Nonverbal)
Five-factor model® (Gf, Gc, 9,652.8 94 0.096 0962 0970 0.058  0.623
TK, Gs, Nonverbal)
Higher-order model
Five factor plus higher 134112 99 0.111 0.953 0.961 0.070 0.631
order (g)
Omitting cognitive speed
(Gs)
Four-factor model (Gf, 14,557.7 72 0.135 0916 0933 0.177 0576
Gc, TK, Nonverbal)
Four factor plus higher 15,370.6 74 0.137 0915 0931 0179  0.587
order (g)

2 Best-fitting model.

our a priori factor model was created by combining the exploratory factor
solutions of Roberts et al. (2000) and McHenry, Hough, Toquam, Hanson,
and Ashworth (1990) to propose a five-factor model of these cognitive sub-
tests. The five factors were: F1, Mathematics/Fluid Intelligence; F2, Verbal/
Crystallized Intelligence; F3, Noverbal Reasoning/Spatial Intelligence; F4,
Technical Knowledge; and F5, Cognitive Speed.

We empirically compared the fit of our a priori five-factor model against
several, more parsimonious models. Results of this series of nested model
comparisons are shown in Table 3.2. As seen in Table 3.2, the five-factor
model of cognitive subtests fits the data better than any of the alternative
models, including four-, three-, and one-factor models (note that the one-
factor model is the popular ¢ model). Indeed, the five-factor model is the
only one that comes close to exhibiting adequate fit (root mean square
error of approximation [RMSEA] = 0.096; Hu & Bentler, 1999). It should also
be noted that the parsimony goodness-of-fit index (PGFI) shows greater
fit for the five-factor model than for the more parsimonious models with
fewer factors, indicating fit improves for the five-factor model beyond the
parsimony penalty.

In deference to the theoretically dominant single-factor model (the gen-
eral mental ability or g model), we also estimated a multifactor model in
which the five factors reflected a single, higher-order factor (Table 3.2).
Again, the fit of this model (RMSEA = 0.111) was inferior to the model
with five separate-but-oblique factors (RMSEA = 0.096).
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Next, noting that as of 2002 the cognitive speed (Gs) factor has been
dropped from the ASVAB battery, we reestimated the five-factor model
and its corresponding higher-order (g) model, with cognitive speed sub-
tests omitted from analysis. Again, these models displayed empirically
worse fit (RMSEA = 0.135, 0.137, respectively) than the model with five
oblique factors. In sum, the simple concept that cognitive subtests are all
highly correlated because they reflect a single underlying factor of general
mental ability (g) is not a particularly good theoretical model of the cogni-
tive test analyzed here.

We must confess that these findings were somewhat surprising to us
given the supremacy the single-factor (g) model has achieved in many
academic explanations for the construct validity of cognitive ability tests.
According to Drasgow (2003, p. 111), Spearman might have explained away
empirical results like ours (which appear to support a multidimensional
model of cognitive ability) by using the concept of “swollen specifics” or
the idea that “including two measures of a single skill (e.g.,, Arithmetic
Reasoning and Math Knowledge) in a test battery causes the quantita-
tive specific factor falsely to appear.” But, this criticism—the idea that
any factor analytic solution can be conditioned by simply adding more
subtests of a particular type to an instrument—can also be applied to the
entire concept of g itself. That is, one viewpoint on Spearman’s g is that
if we simply measure the same sorts of things in the same sorts of ways,
of course we will see a general factor. Such developments are the natural
result of imposing high standards of convergent validity (Campbell &
Fiske, 1959), by which a new test is only considered to measure cognitive
ability if it correlates highly with existing measures of cognitive ability.
Although convergent validity is a cornerstone of scientific psychology, it
contributes to what we call homometric reproduction of cognitive tests—
perpetuation of status quo validity inferences and instrumentation. So,
g itself could be considered a “swollen specific” in the context of the
universe of psychological measures. Regardless of the social/political
aspects of factor analysis, Table 3.2 supports a five-factor—not a one-fac-
tor—model for cognitive ability.

Next, we wondered whether the pattern of racial subgroup differences
on the five underlying cognitive factors (from Table 3.3) would be consis-
tent with the idea that there are strong racial differences on an underlying
unitary cognitive ability construct (g; Spearman, 1904). If race differences
on the unitary construct g drive the observed race differences on cognitive
subtests, then we would expect to see similar subgroup difference esti-
mates across subtests to the extent that these subtests reflect g (also known
as Spearman’s hypothesis). Figure 3.3 shows the average racial subgroup dif-
ferences across subtests corresponding to each of the five cognitive factors
identified in Table 3.3. As shown in Figure 3.3, black-white differences
in cognitive subtest scores are strongest for technical knowledge (Auto
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TABLE 3.3
Factor Loadings for ASVAG and ECAT Cognitive Subtests (Best-Fitting Model)

Adverse Impact

Cognitive subtests

Gf

Gce

Nv TK

Gs

—_

N

10.

11.

12.

13.

14.

15.

16.

. Paragraph Comprehension (15-item reading

comprehension test)

. Word Knowledge (35-item vocabulary test)
. General Science (25-item knowledge test of

physical and biological science)

. Arithmetic Reasoning (30-item arithmetic

world-problem test)

. Math Knowledge (25-item test of algebra,

geometry, fractions, decimals, and exponents)

. Mechanical Comprehension (25-item test of

mechanical and physical principles)

. Auto and Shop Information (25-item

knowledge test of automobiles, shop practice,
tools, and tool use)

. Electronics Information (20-item test about

electronics, radio, electrical principles, and
information)

. Numerical Operations (50-item speeded

addition, subtraction, multiplication, and
division test using one- and two-digit
numbers)

Coding Speed (84-item speeded test of
recognition of number strings arbitrarily
associated with words in a table)

Mental Counters (40-item working memory
test, figural content)

Sequential Memory (35-item working memory
test, numerical content)

Figural Reasoning (35-item series
extrapolation test, figural content)
Integrating Details (40-item spatial problem-
solving test)

Assembling Objects (32-item spatial and
semimechanical test)

Spatial Orientation (24-item spatial
apperception or rotation test)

Factor intercorrelations (¢)
Fluid Intelligence (Gf)
Crystallized Intelligence (Gc)

Nonverbal Reasoning (Nv)
Technical Knowledge (TK)
Cognitive Speed (Gs)

0.88

0.80

1.00

0.795
0.837
0.686
0.645

0.78

0.87
0.84

1.00

0.671
0.784
0.465

0.84

0.74

0.80

0.74

0.68

0.77

0.78

0.77

0.72

1.00
0.698  1.00
0.464 0.236

0.87

0.74

1.00

Note: N =10,963; estimates based on range-corrected correlation.
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FIGURE 3.3
Racial subgroup differences (d) for cognitive subtest facets.

and Shop Information, Mechanical Comprehension, and Electronics
Information), followed by Verbal/Crystallized Intelligence (General
Science, Vocabulary Tests, and Paragraph Comprehension), followed
by Nonverbal/Spatial tests, then Math/Fluid Intelligence, and finally
Cognitive Speed. Interestingly, the same pattern obtains for Asian—white
differences and Hispanic-white differences (Figure 3.3).

To test Spearman’s hypothesis, we calculated the correlation across cog-
nitive subfacets between (a) facet black-white 4 and (b) the loading of each
facet on the higher-order g factor (r = 0.41; N = 5 subfacets). This correlation
is far from unity. For example, the black-white d for Fluid Intelligence/
Mathematics is d = 0.48, which is less than half the black-white d for tech-
nical knowledge (d = 0.98)—and Fluid Intelligence/Mathematics has the
highest g loading of 0.86. In other words, racial subgroup differences on
specific cognitive subtests (e.g., Technical Knowledge tests) are much too
large to be explained by subgroup differences on latent g alone.

So,inexplaining racial differences on cognitive subtests, we must explain
more than just the differences on a single, underlying g factor (general
mental ability). We must also explain why racial differences in cognitive
subtests vary across the subtest content domains (see Figure 3.3). Why are
the greatest racial differences found for Auto and Shop Information and
Mechanics, followed by General Science and Vocabulary? Why are racial
differences much smaller with regard to Numerical Operations, Coding
Speed, Sequential Memory, and Figural Reasoning?
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In attempting to answer these important questions, we note that sci-
entists and practitioners hoping to forward any hypotheses or hunches
about race differences should ensure that these hypotheses are driven by
theories of how members of ascribed racial groups differ on actual psy-
chological variables (experience, efficacy) rather than relying on race itself
as a lone explanatory variable. Indeed, while race may covary with several
psychological variables owing to racial socialization experiences, race is
hardly an individual difference construct, and impoverished explanations
that identify racial differences without advancing theoretical mediators of
these differences are conceptually bankrupt (Helms et al., 2005).

On the other hand, racial categories serve an important function. The
notion of adverse impact is explicitly defined with regard to racial catego-
ries. As such, we believe it is premature to do away with racial categories
in psychological research altogether (cf. Helms et al., 2005). Our reasoning
is simple: If we do not conduct investigations that treat race/racial cat-
egories as a meaningful variable, then we lose some ability to identify
racially exploitative practices (see American Sociological Association,
2003; Newman, Hanges et al., 2007). In short, adverse impact researchers
must still measure race and consider race an important variable in itself,
although it is helpful if one also acknowledges the system within which
racial meanings are ascribed as well as the psychological mediators of
race/racial socialization effects. What sets adverse impact research apart
from the general sociological study of race is its focus on intervening in
specific human resource practices that increase or decrease racial gaps in
occupational attainment.

From a psychological perspective, adverse impact research should
attempt to explain why racial groups might differ with regard to cogni-
tive test scores, organizational attraction, performance motivation, turn-
over intentions, and so on. This research should invoke well-developed
theories of social exchange, stereotype and stigmatization, individual
differences, and job performance. Just as important, this research should
identify and estimate experiential constructs that capture racial social-
ization. In this vein, we present an initial model of the adverse impact
process to advance the dialogue about how racial disparities come about
and to highlight why race differences in cognitive test scores are far larger
than corresponding differences in actual job performance.

Models of Adverse Impact

In the previous sections, we (a) defined adverse impact, race, and cognitive
ability; (b) pinpointed our concern with performance-irrelevant variance
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FIGURE 3.4
First-generation model of adverse impact (no theory of race).

on psychological tests; (c) presented the CHC model of cognitive ability
subfacets; and (d) offered an empirical demonstration that a popular cog-
nitive test (the ASVAB) is multidimensional, with different magnitudes of
racial subgroup differences across the cognitive subdimensions. Next, we
forward a theoretical model of the origins of cognitive ability test scores,
offering a framework to better explain racial subgroup differences in cog-
nitive test scores.

First-Generation Adverse Impact Model

The first model we present is the first-generation adverse impact model
and reflects much of the classic (and some current) thinking and research
in the field of personnel selection. This model has been extremely helpful
in advancing hiring practices that produce high economic utility and is
depicted in Figure 3.4. The first-generation model incorporates no explicit
theory of race. That is, race is only incidentally correlated with cogni-
tive ability, largely due to individual differences in genetic endowments,
according to the model. More important, perhaps, is the philosophical
notion that personnel selection can be carried out in a color-blind fashion
or that the basic psychological validity model is value neutral and reflects
an attempt to “treat everyone the same” or to “hire the most qualified
applicants, considering ability to perform the job” (for problems with
color-blind ideology, see American Psychological Association, 1997, and
Neville, Lilly, Duran, Lee, & Browne, 2000).

The elements of the first-generation model are as follows: First, there is
no widely recognized antecedent to cognitive ability other than an indi-
vidual’s genetic range (Path a in Figure 3.4). The heritability of intelligence
has been estimated at around 50% (Bouchard & McGue, 1981; Chipuer,
Rovine, & Plomin, 1990). Second, cognitive tests are proposed to be very
good indicators of latent cognitive ability (i.e., Path p in Figure 3.4 is pre-
sumed to approach 1.0). Third, the connection between cognitive ability
and job performance is mediated by the acquisition of job knowledge
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and skills (Paths i and o in Figure 3.4; Schmidt, Hunter, & Outerbridge,
1986). A great deal of empirical evidence has been amassed to support the
correlation between cognitive test scores and job performance measures
(Hunter & Hunter, 1984; Kuncel, Hezlett, & Ones, 2004; Le, Oh, Shaffer, &
Schmidt, 2007).

Second-Generation Adverse Impact Model

Next, we present a model that we label the second-generation adverse
impact model (Figure 3.5). This model is overlain on the first-generation
model as it incorporates the same conceptual relationships plus several
additional propositions.

Environmental Effects on Cognitive Ability

The second-generation model begins by noting that cognitive ability is
not entirely stable and develops gradually over the life course. During the
first 16 years of life, the retest stability of observed cognitive test scores
varies from r = 0.4 to 0.8 (for a 1- to 5-year lag) and from r = 0.3 to 0.6 (for
a 7- to 14-year lag), with higher stabilities observed at older ages (Petrill et
al,, 2004). Among adults, some large-sample estimates for the stability of
latent cognitive ability across an 18-year lag are r = 0.85, 0.79, and 0.82 for
general mental ability, arithmetic, and verbal ability, respectively (Larsen,
Hartmann, & Nyborg, 2008) (note that due to statistical corrections, these
values may overestimate the observed retest correlations among cognitive
test scores—and it is the observed/uncorrected scores that serve as the
basis for personnel selection). Further, verbal score mean levels increased
0.41 standard deviations over time among adults, while arithmetic/math
score means remained almost constant (Larsen et al., 2008). These empirical
results suggest that cognitive ability is relatively—but far from perfectly—
stable, and that it tends to stabilize from childhood into adulthood.

One important point in our noting the less-than-perfect rank-order sta-
bility of cognitive test scores (especially in childhood, for which observed
stability is often below r = 0.5) is that these stability estimates imply a
potentially large role for environment in the development of cognitive abil-
ity (particularly in childhood). (Indeed, stability estimates themselves do
not suggest a genetic basis for cognitive ability—they merely put an upper
limit on the genetic basis because environmental factors can also be stable
over time.) The fact that cognitive test scores develop over time begs the
question: Which environmental factors contribute to this development?
Before we discuss these environmental factors (both what is known and
speculative), refer to Path b in Figure 3.5. Note that when Path b exceeds
zero, it suggests the genetic aspect of intellectual ability is matched
with environmental factors, such that individuals with greater genetic
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advantages are gravitated into situations with heightened environmental
advantages (see review by Dickens & Flynn, 2001, 2002). If we had chosen
to arbitrarily constrain Path b to zero (forcing genetics and environment
to be orthogonal), then Path a (from genetics to cognitive ability) would
be overestimated (see Figure 3.5). This is the case with the first-generation
model of adverse impact—the specification to omit Path b (see Figure 3.4)
will invariably overestimate the genetic basis of cognitive ability.

Social Status Effects

Our theoretical model of adverse impact incorporates socioeconomic sta-
tus (SES) as an environmental variable. From the time a human being is
conceived, social class plays a critical role in cognitive development. As an
example, class affects prenatal development via the prenatal care received.
After birth, social class affects significant environmental factors such as
preschool learning, nutrition, and early (family) socialization. What fol-
lows is a discussion of the link between social class and mediating factors
that lead to subgroup differences on measures used in employment selec-
tion and high-stakes assessment.

We begin with a definition of social class and how it is determined. In a
broad sense, class refers to an individual’s social standing within a given
society. Social scientists have used multiple methods to measure class
(Lindsey & Beach, 2000). Some methods are subjective and ask individuals
simply to self-report the class to which they think they belong (or alterna-
tively to place themselves into one of several discrete classes ranging from
upper-upper to lower-lower). These methods are imprecise because per-
sons may (a) have different definitions of class structure and (b) overesti-
mate or underestimate their actual placement within the class structure.

A more useful/objective method of measuring social class defines class
on the basis of SES. SES is determined using three indicators: income,
occupation, and education (Lindsey & Beach, 2000). In our model, SES is a
mediating factor that transmits some of the effects of race to prenatal care
and formal education (see Table 3.4).

Prenatal/Childhood Care

SES has been found to correlate with a number of factors that affect cogni-
tive development, not the least of which is health, both prenatal and post-
birth. Brooks-Gunn and Duncan (1997) found, for example, that only 37%
of poor children were reported to be in excellent health compared to 55%
of children who were not poor. Research also indicates that children of low
socioeconomic families are more likely to experience growth retardation
(poor-to-nonpoor prevalence ratio = 2.0); lead poisoning (ratio = 3.5); learn-
ing disability (ratio = 1.4); school grade repetition (ratio = 2.0) and dropout
(ratio = 2.2); food insufficiency/hunger in past year (ratio = 9.9); and child
abuse and neglect (ratio = 6.8; Brooks-Gunn & Duncan, 1997; for review, see
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TABLE 3.4
Race and Socioeconomic Status

Black White  White/black

Educational attainment

Below high school 19% 15% 78%
High school graduate 36% 31% 87%
Some college 21% 19% 92%
Associate’s degree 8% 8% 104%
Bachelor’s degree 12% 18% 153%
Graduate degree 5% 9% 187%
Income level
Median family income 38,269 61,280 160%

Note: Educational attainment data from 2007 (Current
Population Survey, 2007; U.S. Census Bureau; black N
= 25,991; white N = 181,414); income data from 2006
(Economic Report of the President, 2008). Final col-
umn may differ slightly from the quotient of the sec-
ond and third columns due to rounding.

Bradley & Corwyn, 2002). In addition, black children are more likely than
white children to suffer preterm birth (ratio = 1.7) and low birth weight
(ratio = 2.0; U.S. Department of Health and Human Services, 2000).
Premature and low-birth-weight infants suffer from a number of prob-
lems related to cognitive development. Gross et al. (2001) found full-term
children were 3.4 times more likely than premature children to achieve
appropriate grade level without additional classroom assistance. Preterm
children tend to perform less well in school, although family environ-
ment plays a significant role. A substantial amount of research has been
devoted to exploring the cognitive effects of low birth weight. Kohlhauser
et al. (2000) found that only 58% of low-birth-weight infants were cogni-
tively normal. The rate of cognitive normalcy remained at about the same
level at age 2. Dezoete, MacArthur, and Tuck (2003) administered the
Bayley Scales of Infant Development and the Stanford Binet Intelligence
Scale to a population of 334 children at both 18 months and 4 years who
had birth weights of 1,500 g or less. They found that longer gestation (> 28
weeks) was associated with higher scores on cognitive measures (d = 0.36).
Dezoete et al. (2003) also found that higher birth weight (> 1,000 g) was
associated with higher scores on cognitive measures (d = 0.32) . Anderson
and Doyle (2003) compared children who were extremely low birth weight
or very preterm with normal birth weight cohorts on several measures of
cognitive development. The results indicated that the extremely low-birth-
weight and preterm children scored significantly below their cohorts in
terms of full-scale IQ (d = 0.62) and indices of verbal comprehension (d =
0.46), perceptual organization (d = 0.65), freedom from distractibility (d =
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0.56), processing speed (d = 0.45), and reading (d = 0.43). Similar findings
were reported by Achenbach, Howell, Aoki, and Rauh (1993), Weisglas-
Kuperus, Baerts, Smrkovsky, and Sauer (1993), and Saigal et al. (1991).

Just as interesting as the research findings indicating harmful effects of
prenatal factors on cognitive development are findings that indicate spe-
cific interventions may be useful in ameliorating the disadvantages of low
birth weight and poor prenatal care. Ramey and Ramey (1998) assessed
the effects of controlled early interventions on the social competence and
cognitive development of poor and low-birth-weight infants. Randomly
assigned intervention groups received an early childhood education
program within the context of a specially developed child care center.
Multiple measures of cognitive development, including the Bayley Mental
Development Indices and the Stanford-Binet, showed that the intervention
groups consistently outperformed the control groups at age 36 months (4
= 0.80 and d = 1.1 for the two intervention studies). Thus, some research
showed that environmental interventions can reduce the effects of poor
prenatal care and low birth weight.

A considerable amount of research has been devoted to the role of pov-
erty with regard to cognitive stimulation in the home, parenting style,
physical environment of the home, and poor child health (Guo & Harris,
2000). Guo and Harris used factor analysis to identify three factors asso-
ciated with poverty that influence cognitive development. Their analy-
sis was based on data from the National Longitudinal Survey of Youth
(NLSY). The original study included a total of 12,686 youths aged 14 to 21
as of January 1979. Scales measuring mediating factors were constructed
from the preschool version of the Home Observation for Measurement of
the Environment (Caldwell & Bradley, 1984). The following four measures
of cognitive development were used:

1. The Reading Recognition Assessment of the Peabody Individual
Achievement Test (measures word recognition and pronunciation)

2. The Reading Comprehension Assessment of the Peabody
Individual Achievement Test (measures the ability to derive
meaning from reading sentences silently)

3. The Mathematics Assessment of the Peabody Individual
Assessment Test (measures a child’s achievement in mathematics
as commonly taught in American schools)

4. The Peabody Picture Vocabulary Test-Revised (measures an indi-
vidual’s hearing vocabulary and verbal ability)

Guo and Harris (2000) derived three mediating factors (as defined
by the items shown) via exploratory factor analysis of the items in the
NLSY preschool home (see Table 3.5). Their results (based on a structural
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TABLE 3.5
Environmental Factors of Cognitive Development
Cognitive stimulation Parenting style Physical environment
How often mother reads to Mother conversed with Home interior is reasonably
child child twice or more clean
Number of books child has Mother answered child’s Home interior is minimally
questions verbally cluttered
Child has record/tape Mother’s voice showed Play environment appears
player positive feelings toward safe
child
How often child is taken to Mother hugged and kissed =~ Home interior is not dark or
museum per year child monotonous

Number of magazines
family receives

equation model) confirmed two proposed mediators of poverty’s effect on
intellectual development: Living in poverty is associated with cognitive
stimulation (standardized path coefficient = —0.18), parenting style (8 =
-0.11), and physical setting (3 = —0.25), while both cognitive stimulation
(B = 0.34) and parenting style (8 = 0.10) in turn had significant effects on
intellectual development.

The relationships among SES, childhood care, and early achievement
(particularly in basic areas such as reading skills) are more complex than
one might assume. Aikens and Barbarin (2008) made use of the Early
Childhood Longitudinal Study to track the 1998-1999 kindergarten cohort
across 5 years, modeling both initial reading (intercepts) and changes in
reading (slopes). They examined the degree to which three categories of
variables (family, neighborhood, and school) accounted for the impact of
SES on children’s early reading (Table 3.6).

Data in each category were collected from several sources (parents,
teachers, school administrators, and field staff) via multiple methods,
including observation, interview, and questionnaire. Results of the study
showed significant differences in reading intercepts and slopes by SES
(11-point gap between the highest- and lowest-SES quintiles in kindergar-
ten, which grew to 17 points by third grade). A third major finding of the
study was that family variables accounted for 16% of SES differences in
children’s initial reading scores but did not help account for SES differ-
ences in reading slopes. The SES effect on reading growth rates was barely
explained by neighborhood characteristics (1%; beyond demographic and
family characteristics), while school characteristics accounted for a larger
portion of the SES gap in reading slopes (13%; beyond demographic and
family characteristics).

To summarize, it is clear from the research evidence that prenatal care
affects the level of cognitive development at birth, and family environment
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TABLE 3.6

Categories of Variables That Connect SES With Reading

Adverse Impact

Variable category

Family variables

Neighborhood variables

School variables

Home literacy environment
Frequency of potential
involvement with child in
joint book reading
Frequency with which
children read books
outside school
Frequency with which
household members
visited the library with
the child

Involvement in child’s

school
Attending parent-teacher
conference
Attending a PTA meeting
Attending an open house
Volunteering /
participating in fund-
raising
Attending a school event

Parental role strain
The degree of difficulty
and strain experienced in
functioning as a parent

Home neighborhood
safety

Home neighborhood
problems
Garbage/litter in the
streets
Individuals selling or
using drugs in the street
Burglary or robbery in
the area
Violent crime in the area
Vacant homes in the area
Community support for
the school that served the
community

School poverty status

At least 50% of the
student body is poor
Percentage of students in
the school eligible for free
or reduced lunch

Peers reading below grade

Participation of students in

literacy-related activities
(e.g., working on learning
the names of letters,
practicing reading aloud
and silently, reading a
variety of texts, engaging
in writing activities and
working on phonics)

affects continued cognitive development, particularly in terms of readi-
ness for school. The combination of family environment and initial school-
ing can significantly influence early achievement. Not surprisingly, school
factors appear to influence the rate of growth rather than initial achieve-
ment at the time of entry into school.

Educational Opportunity

The rate of growth in early educational achievement sets the founda-
tion for subsequent educational opportunity. One of the reasons for this
may be that early on students are typically grouped, either formally or
informally, on the basis of ability or achievement. Therefore, any achieve-
ment gap that exists initially often continues or even increases. Studies of
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ability grouping typically focus on a specific aspect of grouping (Kulik
& Kulik, 1982). The various forms of grouping range from assigning stu-
dents to groups within a given class, to systems in which students are
assigned to different schools on the basis of test scores. Beyond systems
of assigned grouping, there is voluntary grouping in the form of parental
choice, including the choice of public versus private schooling. Regardless
of the specific form, grouping typically involves separating students into
categories that differ in average ability level, with ability level measured
by either a cognitive ability test or an achievement test. Although research
results are mixed regarding the effects of grouping, one clear finding is
that the greatest effects occur when high-ability students receive enriched
instruction such as honors classes (Kulik & Kulik, 1982). Another find-
ing is that grouping may perpetuate, if not increase, initial differences in
achievement (d = 0.10). The net effect of perpetuating initial differences
between students is to produce subsequent differences in formal edu-
cation between poor minority groups and Caucasians (see Table 3.4). In
addition to disparities in the number of years of formal education, the
quality of available education may vary across children of different races.
Thirty-two percent of African American students attend high-poverty
schools compared with only 4% of Caucasian students (U.S. Department
of Education, 2008). High-poverty schools are defined as public schools with
more than 75% of students eligible for free or reduced priced lunch. We
speculate that measures of educational quality—such as teachers’ stan-
dardized test scores—would also tend to favor white children. Research
has further shown that the differences described can be compounded by
teachers’ differential expectations in school, as described next.

Teacher Attitudes and Expectations

Teacher expectations toward or interactions with students can have an
impact on student outcomes in significant ways. Smith (1980) conducted
a meta-analysis to study the effects of teacher expectations on a number
of teacher behaviors, including providing advice and support, sustaining
feedback, reinforcement, and providing learning opportunities. Results
showed teachers tended to ignore students for whom they had low expec-
tations (4 = 0.52) and provided fewer learning opportunities to students
for whom they had lower expectations (d = 1.0) compared with students
for whom they had high expectations. Harris and Rosenthal (1985) pro-
vided a comprehensive meta-analytic review of mediators of interper-
sonal expectancy effects.

Dusek and Joseph (1983) conducted a meta-analysis of factors that deter-
mine teacher expectations. Among the types of information teachers use
in forming expectations for students’ academic potential were physical
attractiveness, gender, cumulative folder information (such as fictitious
information about student behavior), estimates of academic achievement,
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grades, 1Q, psychological characteristics, family background information,
and diagnostic label (e.g., learning disabled, educable mentally retarded).
The data showed that teacher expectations were related to student attrac-
tiveness (d = 0.30), cumulative folder information (d = 0.85), black—white race
(d = 0.11), and social class (d = 0.47). Overall, the results indicated teachers
expect different levels of performance from students based on informa-
tion that is, at least in part, stereotypic (e.g., race, social class, and student
attractiveness).

Many individual studies on the relationships between students” char-
acteristics and teacher expectations have been conducted. As an example,
McIntyre and Pernell (1985) found that teachers were more likely to recom-
mend students for special education placement who were racially dissimi-
lar from themselves. Oates (2003), using data from the U.S. Department
of Labor’s Educational Longitudinal Study of 1988, studied whether racial
similarity between student and teacher affected teacher perception of stu-
dent performance. Results showed that the effects of teacher perceptions
on student test performance were more pronounced when the teacher and
student were dissimilar with regard to race (white teacher, black student: 8
= -0.06). Having examined the literature that exists today on the achieve-
ment gap between minority and nonminority students, some educators
argue that stereotyping plays a major role in teacher behavior, which in turn
contributes significantly to differential achievement rates (White-Clark,
2005). Given the substantial differences between African Americans and
Caucasians in terms of educational opportunity (including school poverty,
teacher knowledge and qualifications, teacher expectations and attitudes,
and student grouping), it is little wonder that a gap exists between these
groups in terms of achievement (see Chapter 12, this volume).

Exposure to Test Content

As an extension of SES and environmental factors, another area in
which the first-generation and second-generation adverse impact models
diverge is in the inclusion of the construct Exposure to Test Content (see
Figure 3.5). By ignoring this construct, the first-generation model essen-
tially constrains Paths k and m to zero. Doing so enables selection prac-
titioners to view cognitive ability as a unidimensional, undifferentiated
concept, implying that Path i in Figure 3.4 can be effectively treated as 1.0.
That is, the first-generation model does not distinguish fluid reasoning/
intelligence from crystallized/acquired intelligence. The common treat-
ment of the cognitive ability construct as unidimensional by I/O psycholo-
gists has the effect of directing research attention away from the unstable
and learned facets of cognitive test scores (see the definitions in Table 3.1,
denoting the learned or acquired aspects of many cognitive ability facets
that underlie cognitive test scores; also see Fagan & Holland, 2002; 2007)
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and disregards empirical findings suggesting the multidimensionality of
common cognitive tests (see Tables 3.2 and 3.3).

To put the issue a bit differently, we would say that the question of
whether cognitive ability can be acquired through formal and informal
educational experiences has tended to be ignored by I/O psychologists.
When the issue of exposure to test content has been addressed, it has often
been done with coarse and unreliable measures of exposure, such as years
of education and parental income (i.e., ignoring education quality, teacher
knowledge and skill, parental vocabulary, etc.).

Finally, we note that the question of exposure to test content is not an
issue of the psychometric validity of cognitive tests. We believe that many
cognitive tests provide excellent measures of vocabulary, reading compre-
hension, arithmetic skill, etc. The problems are that these components of
cognitive ability differ greatly between races and most of these differences
do not correspond to differences in job performance (see Figure 3.1).

Job Performance, Rater Bias, and Exchange Motivation

Job performance rating is not an objective process but reflects political
and motivated behavior (Murphy, Cleveland, Skattebo, & Kinney, 2004).
One issue that has prompted great concern and considerable misunder-
standing in research and popular conceptions of adverse impact is racial
bias in performance ratings. The existing data suggest that (a) white rat-
ers give much higher ratings to white ratees as opposed to black ratees
(d = 0.3), and (b) black raters give only slightly higher ratings to white as
opposed to black ratees (d < 0.05; Stauffer & Buckley, 2005). Unfortunately,
these data do not enable one to determine whether the differences in per-
formance ratings are due to negative racial bias by white raters against
black ratees (assuming zero true race differences in actual performance)
versus an alternative interpretation of positive racial bias by black raters
in favor of black ratees (assuming true race differences in actual perfor-
mance at around d = 0.3). On this point, meta-analytic evidence by Roth et
al. (2003) has shown average race differences around d = 0.3 for a variety
of job performance measures (confirmed by McKay and McDaniel’s 2006
meta-analysis), and that objective measures of job performance show black—
white race differences nearly as large as subjective performance measures
(cf. McKay & McDaniel, 2006, p. 544, which showed race differences for
objective performance measures were four fifths as large as for subjective
performance ratings, d = 0.22 vs. d = 0.28). Altogether, it would appear that
black-white differences in job performance ratings are attributable, on
average, to actual differences in job performance rather than to rater bias.

Closer examination of the research in this area, however, produces a dif-
ferent picture. One difficulty is that the “objective” measures include a pot-
pourri of performance criteria with different measurement formats that
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may influence subgroup differences (Outtz, 1998). As an example, objec-
tive performance measures include paper-and-pencil multiple-choice tests,
work samples with varying degrees of fidelity to actual job performance,
or highly structured in-basket exercises in which all responses must be
submitted in writing. It is reasonable to ask whether such performance
measures may vary in the degree of subgroup differences they produce
largely by virtue of variations in format. Campbell, Crooks, Mahoney,
and Rock (1973), for example, studied black-white differences on subjec-
tive and objective criterion measures, including supervisor ratings, paper-
and-pencil job knowledge tests, work sample (job simulation tasks), and an
in-basket exercise. Their data showed increasingly larger subgroup differ-
ences as the performance measure less resembled actual job performance
(i.e, mean black-white effect size for supervisor ratings was 0.12; for work
sample simulation was 0.36; for paper-and-pencil [job knowledge] tests
was 0.43; and for written response in-basket exercise was 0.55).

In trying to explain the modest objective job performance difference
between races (aside from cognitive ability explanations posed in the first-
generation model; see Figure 3.3), the second-generation model of adverse
impact adds another possible reason: social exchange. That is, one mecha-
nism by which black and white employees may come to display differ-
ent levels of job performance is that they are rewarded differently (see
Table 3.4). If this is the case, then theories of organizational justice (see
review by Colquitt, Greenberg, & Zapata-Phelan, 2005) would support
race differences in performance motivation. Consistent with this interpre-
tation is a set of findings by Avery, McKay, and colleagues (Avery, McKay,
Wilson, & Tonidandel, 2007, McKay et al.,, 2007) showing that negative
diversity climates increase employee withdrawal (both absenteeism and
turnover intentions), with stronger effects for black employees.

Phenotype, Categorization, and Self-Identity

Finally, we incorporate race into the second-generation model of adverse
impact (Figure 3.6). Phenotype refers to the outward physical manifesta-
tions of a person’s biological makeup. Genotype, on the other hand, refers
to the internally coded inheritable information passed from one genera-
tion to the next. An individual’s phenotype serves as a basis for social
categorization. Categorization is simply classification of a person as a
member of a social group (Whitley & Kite, 2006). We tend to classify oth-
ers into three basic categories: sex, race, and age. When we first encoun-
ter someone, the initial categorization is race, followed by gender (Ito &
Urland, 2003). However, all three categories are considered by the time the
process is complete. Research indicates that social categorization occurs
frequently in daily social interactions, and it is used habitually in almost
all social situations (Stangor, Lynch, Duan, & Glass, 1992).
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Social scientists believe the primary purpose of categorization is to sim-
plify and streamline how we perceive others (Macrae & Bodenhausen,
2000). However, a person can be categorized as a member of a stereotyped
group. That is, the person takes on the characteristics of the group into
which he or she has been categorized. Categorization sets the stage for
stereotype activation. When an otherwise-dormant stereotype is acti-
vated, it is capable of influencing thoughts about and behavior toward the
stereotyped group. Whitley and Kite (2006) summarized that although
stereotype activation is usually automatic, it can be influenced by three
factors: prototypicality, context, and prejudice. Prototypicality is the degree
to which the person being categorized possesses the features considered
typical of the stereotyped group. The context in which the target person
is seen can also influence the degree to which stereotypes are activated.
As an example, observing a young African American male standing on
a street corner might produce a different perception than observing that
same individual leaving a church service. A third factor that can influence
stereotype activation is prejudice. For example, there is a positive correla-
tion between level of prejudice and the tendency to ascribe stereotypes to
particular groups (see, e.g.,, Kawakami, Dion, & Dovidio, 1998; Lepore &
Brown, 1999; Wittenbrink, Judd, & Park, 1997)

Self-Identity

Categorization and subsequent stereotyping can affect an individual’s self-
concept, ethnic identity, and academic achievement (Hughes et al., 2006).
Social science research indicated that children are taught about their racial
and ethnic heritage by their parents (Hughes et al., 2006). Parents may
engage in practices that promote cultural customs and traditions as well
as racial and ethnic pride. Groups such as African Americans, Hispanic
Americans, and American Indians gradually increase their racial-ethnic
identity exploration during adolescence (Quintana, 2007). Racial identity
has come to be viewed as a multidimensional construct made up of a num-
ber of components that include ethnic awareness, sociopolitical attitudes,
and cultural or in-group/out-group preferences (Chavous et al, 2003;
Sellers, Smith, Shelton, Rowley, & Chavous, 1998). Chavous et al. studied the
relationships between three aspects of the multidimensional racial identity
model and academic attainment. They focused on racial centrality, defined
as the importance of race to an individual’s definition of self; private regard,
an individual’s affective beliefs about their group (e.g., the extent to which
African Americans feel good about being an African American); and public
regard, which is an individual’s perception of societal beliefs about their
group or whether others view the group (African Americans) positively or
negatively. The primary purpose of the Chavous et al. study was to assess
ways in which African American youths’ beliefs about themselves, their
race, and society influenced their academic beliefs and behaviors (e.g,
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dropout). Chavous et al. found a cluster of students who (a) felt their race
was important to them, (b) felt positive about being African American, and
(o) reported negative public regard for their group; were less likely to drop
out of high school (ratio of dropout rates = 0.46) and more likely to attend
college (ratio of college rates = 1.54) compared with other clusters of stu-
dents who exhibited different racial identity profiles.

Finn and Rock (1997) classified 1,803 low-income minority students
(Hispanic and African American) into three categories based on grades,
test scores, and persistence from 8th through 12th grade. The classifica-
tions were “resilient students,” those who were academically successful
and completed high school; “nonresilient completers,” students who com-
pleted high school, but with poor academic records; and “dropouts.” The
three categories of students were compared in terms of school engage-
ment, defined in terms of a student’s compliance or noncompliance with
school and classroom requirements, as well as the degree to which they
took initiative to engage in school-related behaviors outside the class-
room (e.g., completing homework and participation in academic or sports-
related extracurricular activities). Not surprisingly, Finn and Rock found
that resilient students tended to work harder (d = 0.82), to attend class
more regularly (d = 0.76), and to be more engaged in learning activities (d
= 0.84). Doing more homework tended to differentiate between resilient
students and nonresilient completers but not between the latter and drop-
outs. Extracurricular activities such as sports, band, or academic clubs did
not differentiate among any of the three groups.

The variables or models that have been discussed all affect adverse
impact because they influence cognitive development and academic
achievement or educational opportunity. Experiences in formal educa-
tional settings can influence adverse impact by contributing to subgroup
differences in exposure to test content and crystallized intelligence.

Test Methods and Formats: Convergent
Versus Divergent Thinking

Performance in formal educational settings is typically measured with
paper-and-pencil multiple-choice tests. As a consequence, the better a
student’s formal education, the more likely it is that the student gains
practice at taking such tests and, more important, engaging in the con-
vergent thinking these tests reinforce. We speculate that this practice
behavior with regard to convergent thinking may be key (along with
formal knowledge) in contributing to adverse impact. The reason is that
most of the employment and high-stakes selection devices that produce
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the greatest adverse impact rely on a convergent thinking (e.g., multiple-
choice) format.

Convergent thinking involves producing a single best (or correct) answer
to a clearly defined problem (Cropley, 2006). Divergent thinking, on the
other hand, is the ability to generate multiple solutions to a question or
problem (Guilford, 1950). Divergent thinking may also involve the ability
to arrive at a solution to a problem via different strategies. The signifi-
cance of convergent and divergent thinking to the phenomenon of adverse
impactis that tests that rely on convergent thinking almost always produce
adverse impact, whereas tests that are based on divergent thinking may
not. The adverse impact of cognitive ability tests with a convergent think-
ing response format, for example, is well documented. However, there is
direct evidence of the possibility that tests based on divergent thinking do
not create adverse impact. Price-Williams and Ramirez (1977), for exam-
ple, compared the performance of Mexican American, African American,
and Caucasian fourth-grade children on the Peabody Picture Vocabulary
Test and the Test of Fluency and Flexibility of Ideas. While the Caucasian
children scored higher than African American and Mexican American
children on the Peabody test, the reverse was true for the Test of Fluency
and Flexibility of Ideas.

Torrance (1971) reported the results of several studies showing that
there was either no difference or a difference in favor of African American
children on the Torrance Test of Creative Thinking. A significant com-
ponent of creativity is ideational fluency or divergent thinking. Torrance
also reported research evidence that showed that divergent thinking is
not correlated with SES. Iscoe and Pierce-Jones (1964) obtained scores on
ideational fluency and flexibility for 267 Caucasian and African American
children in Texas to demonstrate that divergent thinking scores were sig-
nificantly higher for the African American children.

More recent research with adult samples also supported the proposi-
tion that a divergent thinking format can reduce the adverse impact of a
selection device. Outtz, Goldstein, and Ferreter (2006) used a divergent
thinking and convergent thinking response mode on a video-based situ-
ational judgment test and compared the degree of adverse impact pro-
duced by each. Their results suggested that the African American sample
performed better than the Caucasian sample when the response mode
required divergent thinking, but the reverse was true when convergent
thinking was required.

It may be that many aspects of job performance do not require convergent
thinking, but rather divergent thinking. If this is the case, limiting selec-
tion devices to a convergent thinking (multiple-choice) response mode may
produce subgroup differences that are unrelated to criterion performance.
As mentioned at the start of this chapter, the key desideratum in improv-
ing test use for adverse impact reduction is to try to minimize rpy,- To



A Theory of Adverse Impact 83

accomplish this, not only must we demonstrate reductions in black-white
differences on a proposed alternative test, but also the test must continue to
predict a performance criterion effectively (e.g,, Edwards & Arthur, 2007).
At a minimum, more research is needed in this area.

What Can Be Done About Adverse Impact?
Long-, Medium-, and Short-Term Strategies

Adverse impact is a major social problem and is directly linked to psy-
chometrics, the sociology of race, and the psychology of individual differ-
ences. Adverse impact systematically excludes African Americans from
many occupations. To make things worse, a huge majority of this exclu-
sion is completely unjustified by the corresponding improvement in job
performance (Figure 3.1, Newman, Hanges et al., 2007). But, what can be
done, in light of our theoretical model, to redress this problem? We next
attempt to answer this question, summarizing long-term, medium-term,
and short-term strategies.

Long-Term Strategies

A brief inspection of the second-generation model of adverse impact sug-
gests several major areas that could be the targets of intervention. These
include the structures of quality control and opportunity creation within
the education system, child care and prenatal health services, issues of
poverty, and the entire system of socially and politically constructed racial
meanings (with their attached stereotypes, prejudices, identities, and val-
ues). Attempting to influence these features of the adverse impact problem
is an admirable (and ambitious) goal. Attempting to study these factors will
be a good next step. Changing these features of the adverse impact prob-
lem, however, will likely require resources and skills (e.g., legal, political,
and financial influence) that are not the traditional strengths of I/O psy-
chologists. As such, we do not recommend that these aspects of the model
be chosen as the first points of intervention and focus for I/O psychology.

Even further, we would warn I/O psychologists against focusing
exclusively on the educational system, poverty, and racism per se when
attempting to reduce adverse impact. Although these factors are critical in
a descriptive sense, they are prescriptively inefficient. Inefficiencies come
from both the expense related to changing these factors directly and the
tendency for gap-closing interventions to increase gaps by helping mem-
bers of the advantaged group even more than they help the disadvan-
taged group members (Ceci & Papierno, 2005).
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In a prescriptive sense, noting that the adverse impact problem origi-
nates in the educational system, class stratification, and so on is tanta-
mount to “passing the buck.” It is far better for I/O psychology researchers
and practitioners to focus on those aspects of the problem for which we
are personally responsible and in control.

Medium-Term Strategies

One part of the adverse impact problem over which I/O psychologists
have direct and pervasive influence is in the creation and usage of tests for
personnel selection. On this front, we recommend that researchers focus
on the parameter 7z, Only 6% of the variance in cognitive tests is related
to race and to job performance; while a full 13% of cognitive test variance
is related to race but unrelated to job performance (see Figure 3.1). It is the
latter (and much larger) portion of variance in cognitive tests that should
become our immediate focus. The goal here is to reduce performance-
irrelevant race-related variance to a smaller amount than the current
thrv =18% . Yes, many strategies for shrinking racial variance in cogni-
tive tests have been attempted with only limited success (Sackett, Schmitt,
Ellingson, & Kabin, 2001; cf. Brown & Day, 2006). But, we must acknowl-
edge that 2Ry =18% is not the best we can do.

Note that in our proposed focus on 7, there are two popular arguments
related to race and test fairness that we are specifically not making. First, we
are not saying that job performance is unimportant compared with diver-
sity. We are fully acknowledging the critical importance of maximizing job
performance and organizational effectiveness by using highly predictive
tests. However, the core problem of adverse impact is not created by the
fact that cognitive tests predict job performance; it is created by the fact that
they predict race far better than they predict performance (rpzy). Second,
our proposed framework for addressing adverse impact does not operate
by claiming that we do not know what intelligence is or by claiming that we
do not know what race is (Sternberg et al., 2005). Although there is a limited
respect in which this criticism is applicable to all psychological constructs,
some cognitive ability tests are among the most psychometrically sound
and theoretically valid instruments in all of psychology (noting validation
is a never-ending and value-laden process; Messick, 1995). Instead, we are
focusing on a specific problem pertaining to the use of cognitive tests for
personnel selection: the 7, parameter. That is, regardless of the psycho-
metric reliability of cognitive tests, they are measuring a lot of superfluous
constructs that (a) do not predict job performance and (b) are strongly cor-
related with race. We need to take another look at cognitive ability tests
from this framework. It is not that selection tests should be expected to
exhibit zero subgroup differences—after all, there are many realistic dis-
advantages that distinguish racial subgroups, and these disadvantages
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logically have some implications for job performance. The problem is that
the subgroup differences on cognitive ability tests are far larger than sub-
group differences on actual job performance, so using the current cognitive
tests will strongly exclude black applicants for reasons that have nothing to
do with job performance—and that is grossly unfair (see Equation 3.2).

We need better tests that are more exclusively tied to the construct of job
performance. Specifically, the goal is not to develop better, less-biased tests
of the latent construct of cognitive ability. Instead, the goal is to develop
better, less-biased tests that predict future job performance.

Short-Term Strategies

Ployhart and Holtz (2008) have provided a useful summary of short-term
strategies for dealing with adverse impact. We incorporate and extend the
strategies these authors deemed consistently effective; we propose three
broad categories of approaches to adverse impact reduction: (a) predic-
tor weighting schemes (whether to include and how to combine different
measurement methods [test, interview, work sample, biodata], different
constructs [personality, ability, social skill], and different facets [narrow
facets vs. broad composites]); (b) criterion-weighting schemes (whether to
include and how to combine different elements of work performance); and
(¢) recruiting.

For predictor weights, an extremely useful advancement is De Corte,
Lievens, and Sackett’s (2007) routine for showing how alternative predic-
tor-weighting schemes correspond to a set of Pareto-optimal trade-off
points between job performance and adverse impact. This approach can
be used to devise weighting schemes that produce large improvements in
the adverse impact ratio at optimally small costs in terms of productivity.
A related development is Newman, Jacobs, and Bartram’s (2007) Bayesian
procedure for estimating whether adverse impact will occur in a particular
selection setting. Newman, Jacobs, et al. demonstrated that meta-analytic
data can be combined with a local validity study to determine very accu-
rately what levels of adverse impact and productivity can be expected in
a local selection scenario (including selection scenarios with multiple cog-
nitive and noncognitive predictors). In the future, Newman, Jacobs, et al.’s
approach can be integrated with De Corte et al’s approach to yield the
most accurate set of a priori predictor weights for achieving a particular,
optimal diversity-performance outcome in a local selection setting.

On the topic of criterion weighting, Hattrup, Rock, and Scalia (1997)
suggested incorporating aspects of contextual performance into the crite-
rion to reduce adverse impact. The utility of this technique will depend on
the company’s relative financial valuation of contextual performance (Orr,
Sackett, & Mercer, 1989). Both criterion-weighting schemes and predictor-
weighting schemes can influence 7py-
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A third and final strategy for adverse impact reduction involves tar-
geted recruiting. Traditional research in the area of minority recruiting
has focused almost exclusively on getting more applicants from underrep-
resented groups to apply (Avery & McKay, 2006). An article by Newman
and Lyon (2009) introduced a formal model of recruiting effects on adverse
impact, to show the relative unimportance of simply increasing the number
of minority applicants, contrasted with the critical importance of consid-
ering job-related attributes (cognitive ability and conscientious personal-
ity) simultaneously with race. Analytic and empirical results confirmed
that adverse impact reduction and job performance improvement could
both be achieved simultaneously, especially if the recruiting intervention
produces a three-way interaction (i.e., race x conscientiousness x job ad),
to create racial subgroup differences in the correlation between job-related
qualifications (conscientiousness) and the probability of applying for (or
accepting) a job (Newman & Lyon, 2009). Future research on recruiting
and adverse impact may also benefit from consideration of black-white
differences in vocational interests (Armstrong, Hubert, & Rounds, 2003;
Fouad, 2002).

Conclusions

Adverse impact is a major social problem connected to a set of psycho-
logical phenomena (subgroup differences), but often without a theoretical
explanation. The current chapter proposed an initial theoretical model
that included factors of SES, exposure to test content, and exchange moti-
vation. This was only a first attempt to specify a theory of adverse impact,
with the goals of pushing for more thoughtful, psychologically oriented
research and moving the field away from simply documenting the mag-
nitude of adverse impact. Although various links specified in the model
seem to be justified in the empirical literature, a big question is whether
all the links will continue to be supported once the full model is tested.
Past research results on zero-order effect sizes might be biased because
important variables were left out of those studies. Now that we have spec-
ified the variables, it is time to ask whether those zero-order relationships
will still be significant in a multivariate test of the causal model.

In addition to the theoretical model, we also attempted to reparameter-
ize the adverse impact problem in terms of performance-irrelevant race-
related variance in test scores (called 7pz,). The magnitude of this variance
for cognitive tests was empirically demonstrated. We then showed racial
subgroup differences to be nonuniform across cognitive subtests, with
crystallized intelligence subtests showing much larger race differences
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than fluid intelligence subtests. We concluded by proposing one medium-
term (test development) and three short-term (predictor-weighting, crite-
rion-weighting, and recruiting) strategies for addressing adverse impact
in practice.
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Revisiting g: Intelligence, Adverse
Impact, and Personnel Selection

Harold W. Goldstein, Charles A. Scherbaum,
and Kenneth P. Yusko

Introduction

Consider the following:

* We know the most important quality one should possess for suc-
cess at work (and in life, for that matter).

e We know this quality exists, and we understand its nature.

¢ We know how to measure this quality.

e We know this quality is mostly attributable to genetics and heredity.
¢ We know we can do little to increase this quality in people.

e We know that minorities (e.g., African Americans) have signifi-
cantly less of this quality.

The quality referred to is known as g (i.e,, intelligence, general cognitive
ability, general mental ability), and these statements reflect a particular
perspective within the study of intelligence known as the psychomet-
ric approach (Jensen 1998, 2000) that many within the field of industrial
and organizational (I/O) psychology have seemingly adopted (Murphy,
Cronin, & Tam, 2003; Schmidt & Hunter, 1998; Viswesvaran & Ones,
2002). Most specifically, the impact can be observed in the area of person-
nel selection, in which intelligence tests are often viewed as the single
best predictor of job performance (Schmidt & Hunter, 1998) and their use
is expected to result in adverse impact against certain minority groups
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(Hough, Oswald, & Ployhart, 2001). These outcomes of using intelligence
tests for staffing are seen as a foregone conclusion, and as a result the field
has generally shifted to focus on the development of alternative predic-
tors (e.g., structured interviews, biodata) and strategies for implementa-
tion (e.g., cutoff scores, banding).

The purpose of this chapter is to point out that a great opportunity
is being missed by the field of I/O psychology with regard to the role
of intelligence in personnel selection. By allowing one perspective on
intelligence, the psychometric approach, to dominate the thinking of the
field of I/O psychology, we are limiting our exploration of this topic. A
particular problem of the psychometric approach is its notion that most
critical questions regarding intelligence that are pertinent to person-
nel selection have been answered, as reflected in the absolutist nature
of the statements listed at the beginning of the chapter. Such beliefs
of the psychometric approach, especially with regard to the statement
that racial differences are inherent in the construct of intelligence, have
deterred the field of I/O psychology from conducting further research
in personnel selection on intelligence and from attempting to develop
measures of intelligence that do not produce racial differences. This
chapter focuses on examining other perspectives and research from
the field of intelligence that do not agree with these fundamental state-
ments of the psychometric approach in hopes of stimulating thinking
within the field of I/O psychology on intelligence, adverse impact, and
personnel selection.

In this chapter, we explore some fundamental questions regarding
the intelligence construct and its measurement in an attempt to under-
stand better the causes of as well as how to mitigate adverse impact.
While many in our field consider such central questions to be resolved,
we reexamine the intelligence literature that calls into question these
assumptions regarding the intelligence construct thathave been adopted
as truths by many in personnel selection. We begin by providing a brief
overview of the central tenets of the psychometric perspective. Next,
we take an in-depth look at the type of psychometric-based statements
listed that are assumed to be true by many in our field and discuss
how the intelligence literature has evolved on these issues. Based on
findings from this review of the literature, we conclude the chapter by
discussing future directions and briefly describing some current ini-
tiatives for measuring intelligence in a valid manner that simultane-
ously reduces adverse impact against particular minority groups. Thus,
despite claims to the contrary and the “case-closed” mentality demon-
strated by many in the field (e.g., Gottfredson, 1998; Schmidt, 2002), this
chapter shows that there are still numerous questions that need to be
investigated when it comes to measuring intelligence, adverse impact,
and personnel selection.
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Overview of a Psychometric Perspective
on Intelligence: The g Factor

The roots of this particular psychometric approach to intelligence can be
found in the seminal work of Charles Spearman, who first published a
paper in 1904 that focused on the existence of a general factor of intel-
ligence that reportedly underlies “all branches of intellectual activity”
(1927, p. 284). Spearman described this g factor as an “amount of general
mental energy” (1927, p. 137) and mathematically derived it from the
“shared variance that saturates batteries of cognitive/intelligence tests”
(Wasserman & Tulsky, 2005, p. 16). This notion of a general factor of intel-
ligence contrasts with the idea of separate factors of intelligence posited
by other researchers (e.g., Cattell, 1963; Horn, 1976; Thurstone, 1938),
which includes distinct facets such as memory, verbal comprehension,
and numerical facility. While the concept of ¢ has been greatly debated
from the beginning (Wasserman & Tulsky, 2005), it is a concept that has
demonstrated resiliency and remains a part of a number of major models
of intelligence that have evolved over the century. Even many hardened
critics of the g factor rarely have dismissed the possibility that it exists,
although what role it plays, its characteristics, and its centrality in vari-
ous models of intellectual ability have greatly varied (e.g., Carroll, 1993;
Thurstone, 1947).

Arthur Jensen has served as one of the strongest proponents of the
notion of a g factor and has argued vehemently for its existence and for
its prominent role in models of intelligence. Jensen (1980, 1998) has also
popularized the notion of key characteristics of intelligence like the state-
ments listed to start this chapter. While not necessarily the originator
of all these statements, some can be traced back to Spearman as well as
others, he has worked tirelessly to promote and support them as factual
and has served as a driving force of the g-oriented psychometric perspec-
tive (Gottfredson, 1998; Neisser et al., 1996; Rushton, 1998) that has seem-
ingly been embraced by many in I/O psychology and personnel selection
(Murphy et al., 2003; Schmidt & Hunter, 1998).

There are a number of focal points to this perspective, as reflected in
the statements listed at the beginning of this chapter. The first is that g
exists; that is, intelligence is a single entity or factor. This is the notion that
there is a general factor or capability that underlies intellectual function-
ing rather than separate group factors of intelligence. The general factor
approach emphasizes what the facets of intellectual functioning have in
common (Neisser et al., 1996). Those who subscribe to the g factor propose
that it is the latent trait underlying all mental abilities, including activities
such as learning, memory, grasping concepts, reasoning, problem solving,
and more (Jensen, 2000).
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To a great extent, support for the existence of a general factor of intel-
ligence has been fundamentally based on one main phenomenon: positive
manifold. Positive manifold refers to the idea that tests of different mental
abilities positively correlate (Spearman, 1904, 1927). This implies that peo-
ple who score well on one cognitive test are likely to score well on other
cognitive tests. With few exceptions, research has shown that indeed tests
of cognitive ability tend to be positively intercorrelated, although to vary-
ing degrees (Horn & Blankson, 2005; Neisser et al., 1996). Some research-
ers have taken this empirical phenomenon of positive manifold as proof
that there is an underlying factor of general intelligence (Carroll, 1993;
Gottfredson, 1998; Jensen, 1998; Spearman, 1927). As asserted by Spearman
(1927), the positive correlation between tests of mental ability indicates
that some portion of variance in the scores is mathematically attributed
to this general factor. That is, the measures of cognitive ability positively
correlate because of ¢ (Jensen, 1998, 2000), or put another way, “g simply
summarizes the positive relationship between mental tests” (Detterman,
2002, p. 225).

A related finding, which some feel provides further support for the
existence of a general factor of intelligence, is the outcome of factor ana-
lytic research on intelligence (McGrew, 2005). Factor analysis is a statisti-
cal technique that can be used to examine the structure of correlations
among variables. Some assume that the structure of intelligence can be
discovered by examining the interrelationship of scores on mental abil-
ity tests using factor analytic techniques (Davidson & Downing, 2000).
Carroll’s (1993) Human Cognitive Abilities: A Survey of Factor Analytic Studies
provides a summary of what many consider to be the most extensive fac-
tor analytic research carried out on intelligence to date. Carroll conducted
factor analysis on 460 sets of data from the relevant literature to exam-
ine the question of how many factors or latent traits are indicated by the
set of correlations between tests of mental ability. He concluded that his
analyses produced a dominant first-order general factor that many label
as psychometric g That is, g is frequently represented as the highest factor
of a hierarchical factor analysis of a battery of cognitive ability tests (Ree
& Carretta, 2002). The positive manifold or the fact that tests generally
positively correlate leads to this large first factor derived by factor analy-
sis and referred to as g “In this view, g is a summary measure or index of
the positive manifold” (van der Maas et al., 2006, p. 842). This empirical
phenomenon is cited by the psychometric perspective as clear evidence
for the existence of a general factor of intelligence.

Another focal point of the psychometric perspective on intelligence is
that ¢ can be readily measured. Attempts to assess intelligence can be
traced back centuries, although most credit Francis Galton (1865) as the
first individual who focused on designing objective techniques for mea-
suring intelligence. While many of these initial tests of Galton and his
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disciples (e.g., James McKeen Cattell) tended to measure sensory and
motor functioning (e.g., reaction time, sensory thresholds), Alfred Binet,
whom many consider the founder of modern intelligence testing, began
to focus on measuring various aspects of intellectual processing, such as
knowledge of language and visual and auditory processing, as well as
learning and memory (Binet & Henri, 1895; Binet & Simon, 1905/1916).
Building off and adapting from this initial work, numerous measures of
intelligence have been developed over the past century. While these intel-
ligence tests have taken many different forms, the most familiar include
a range of item types that involve performing different mental tasks such
as defining words, identifying the relationship between concepts, solving
quantitative and logical problems, and pattern identification. Some intel-
ligence tests have just one type of item, but many consist of an array of dif-
ferent types of verbal and nonverbal items (Neisser et al., 1996). Examples
of well-known established tests of intelligence include the Stanford-
Binet, the Wechsler intelligence scales (e.g,, Wechsler Intelligence Scale
for Children [WISC], the Wechsler Adult Intelligence Scale [WAIS]), the
Wonderlic, and the Raven’s Progressive Matrices.

According to the psychometric perspective, ¢ can be measured by
creating a composite score from a set of diverse but purportedly highly
g-loaded tests of intellectual functioning (Jensen, 1998). Rooting back to
the definition of g as the shared variance that saturates batteries of cog-
nitive/intelligence tests, the idea is that an estimate of this variance that
represents intelligence can be captured by averaging performance across
a wide array of these tests. As described by Jensen (1998), “the greater the
number of such diverse (but g-loaded) tests that enter into the composite
score, the more the unwanted sources of variance are averaged out and
the more accurately the composite scores indicate individual differences
in g level” (p. 309). This approach to measuring g relies also on the phe-
nomenon of positive manifold in that, because tests of cognitive ability
tend to correlate positively, there is the notion that the shared variance
that drives this intercorrelation reflects the latent intelligence construct.
Thus, by capturing this shared variance by deriving a composite across an
array of cognitive tests, one can obtain a measure of ¢ As a result, those
subscribing to the psychometric perspective state that “given enough tests,
the simple sum of the test scores will produce an acceptable estimate of
g...” (Ree & Carretta, 2002, pp. 5-6).

Building on this approach to measuring g, the psychometric perspec-
tive argues that the type of measure used as well as the content of the
device are not necessarily important. This principle, first developed by
Spearman (1923), is referred to as the notion of “indifference of the indica-
tor.” This means that when creating tests of intelligence, the content and
form of the test do not matter as long as the test takers perceive it the
same way (Jensen, 1998; Ree & Carretta, 2002). Based on this principle,
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the psychometric perspective notes that these tests are merely vehicles for
measuring g, and that many different vehicles can accomplish this in an
acceptable manner.

In addition, the psychometric perspective asserts that measurement of
g occurs in an unbiased manner. While it is acknowledged that subgroup
means often significantly differ on tests of general cognitive ability (e.g.,
whites outperform blacks by approximately 1 standard deviation [SD]),
the psychometric claim is largely based on a model of fairness that focuses
instead on the concept of differential validity and predictive fairness for
subgroups (Schmidt & Hunter, 1998). With regard to differential valid-
ity, the research generally shows that the validity of intelligence tests for
predicting performance outcomes (e.g., academic achievement, job perfor-
mance) does not differ significantly for different subgroups. Further, with
regard to the notion of predictive bias, research provides evidence that
similar scores on an intelligence test link similarly to future performance
outcomes regardless of subgroup (Jensen, 1980; Wigdor & Garner, 1982).
Thus, the psychometric perspective concludes that ¢ not only exists but
also can be measured and in a fair manner.

An additional central point of the psychometric perspective is that g is
the most important quality that determines success of all types, including
at work. Research on g provides support for a strong positive relationship
between intelligence and outcomes that include academic success, social
status, and income as well as a strong negative relationship with socially
undesirable outcomes such as crime and juvenile delinquency (Herrnstein
& Murray, 1994; Neisser et al., 1996). In addition and of particular impor-
tance to this chapter given its focus on g and personnel selection, research
shows support for a significant relationship between intelligence and
work performance outcomes (Schmidt & Hunter, 1998). For instance, find-
ings from meta-analytic studies (Hunter, 1980; Hunter & Hunter, 1984) are
quoted by the psychometric perspective as demonstrating that measures
of intelligence strongly predict training and job performance (validities
of 0.56 and 0.51, respectively). Furthermore, this research is interpreted
as indicating that the validity of intelligence tests generalizes across a
wide range of jobs (e.g., the Hunter and Hunter study included 515 widely
diverse civilian jobs) that vary in complexity (although it was noted that
intelligence tests predict more strongly for highly complex jobs [0.58] in
comparison to jobs that require less skill [0.23]). Given these findings of
validity and generalizability as well as how they compare to other types
of selection devices, those representing the psychometric perspective
argue that tests of ¢ should have a special status in the field of personnel
selection and should be considered the primary tool for making selection
decisions in work organizations (Schmidt & Hunter, 1998).

A final focal point of the psychometric perspective to be examined in
this chapter, and arguably the most controversial, involves the statement
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regarding racial differences on g. On the issue of race and intelligence,
the psychometric perspective subscribes to what Jensen (1985) labeled the
Spearman hypothesis. The Spearman hypothesis as formulated by Jensen
generally predicts that racial differences in test performance will increase
as the g loading of the test increases. Spearman (1927) was the first to note
that tests with higher g saturation seemed to be associated with larger
racial subgroup differences. Thus, arguably highly g-loaded tests such
as those that tap verbal comprehension and spatial ability tend to show
larger racial differences, while arguably lowly g-loaded tests such as those
that measure perceptual speed and memory tend to show smaller racial
differences (Jensen, 1985; Loehlin, 2000; Reeve & Hakel, 2002). Across 149
tests of this hypothesis, Jensen (1998) reported an average correlation of
0.60 between the extent of ¢ load and the resulting racial subgroup dif-
ferences. He concluded that, based on these strong empirical findings as
well as the lack of evidence for alternative explanations, the Spearman
hypothesis should be accepted as factual.

While the Spearman hypothesis has been looked at with regard to a
wide array of racial and ethnic groups, it is the finding with regard to
blacks and whites that has spurred the most controversy and has argu-
ably fueled the debate on intelligence over the past century. Generally,
a difference of 1 SD favoring whites over blacks has been reported for
intelligence tests; however, the size of the difference varies depending
on which test of intelligence is referenced (Naglieri, 2005, Wasserman
& Becker, 2000). According to the Spearman hypothesis, the better the
test is at measuring intelligence (i.e., the higher the g load), the greater
the resulting differences will be in terms of whites outscoring blacks.
Because tests of intelligence often serve as gateways to education and
employment, this hypothesis would result in disparate outcomes for
blacks when it comes to entrance into schools and access to jobs in work
organizations. As noted, some in personnel selection have argued vehe-
mently that tests of intelligence should serve as the primary device for
making hiring decisions in work organizations. If this path is followed
and the Spearman hypothesis is true, the use of intelligence tests for
making staffing decisions will by necessity result in lower employment
rates for blacks.

Two additional tenets of the psychometric perspective on intelligence
that are outside the scope of this chapter and are not discussed further
involve the causal factors that determine intelligence. These tenets reflect
the nature-versus-nurture debate that has been discussed in the scientific
literature for longer than the century-old debate on intelligence. The first
involves heredity, on which the psychometric perspective states that genet-
ics is the primary determinant of an individual’s intelligence (Bouchard,
1997; Jensen, 1998). The second involves environment, on which the psycho-
metric perspective argues that environmental interventions can do little
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to change or enhance an individual’s intelligence (Herrnstein & Murray,
1994; Jensen, 1998). The psychometric perspective generally asserts the
dominance of genetic causal factors over that of the environment when
it comes to the development of intelligence as well as when explaining
the presence of subgroup differences on intelligence. Research on these
points has taken many interesting forms (e.g., twin and adoption studies;
evaluation of education intervention programs such as Head Start); other
writings more fully delve into these issues (e.g., Jensen, 1998; Sternberg &
Grigorenko, 1997). Thus, besides noting that the psychometric perspec-
tive poses these as answered questions (i.e., intelligence is primarily due
to genetics, and little can be done to change it), this chapter does not look
more closely at this issue.

In summary, a review of the focal points of the psychometric perspec-
tive on intelligence results in the following assumptions that have per-
vaded the field of personnel selection: (a) We know intelligence exists
and understand its nature, (b) we know how to measure intelligence,
(0), we know intelligence is the most important predictor of job perfor-
mance, and (d) we know that whites possess more intelligence than a
number of minority groups (e.g., blacks, Hispanics). One can certainly
see why such a stance could be considered controversial, depending on
one’s sociopolitical point of view. However, from a scientific standpoint,
the key question is whether these assumptions, which have seemingly
been adopted by many in our field, are true. A review of the intelligence
literature raises many questions regarding these issues that should
signal the need to pause and proceed with caution when it comes to
embracing such assumptions as fact.

Evolving Perspectives and Continuing Debates

A review of the literature on intelligence clearly reveals that the assump-
tions of the psychometric perspective are not held as undisputed truths
but instead merely represent one point of view of the field. The research
on intelligence shows evidence both in support and against this psycho-
metric approach as well as information and data that substantiate other
views and perspectives. Certainly, what is clear from the literature is that
there is vigorous debate on all critical tenets of the psychometric perspec-
tive, and that this is a debate that is just as relevant today as it was when
it started over a century ago (McGrew, 2005; Tulsky, Saklofske, & Ricker,
2003). As noted in the Neisser et al. (1996) article, which was written by
a committee representing the American Psychological Association to
highlight the known and unknown regarding intelligence in the wake of
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the public debate spurred by the publishing of Herrnstein and Murray’s
The Bell Curve (1994), the issues regarding intelligence “remain complex
and in many cases still unresolved” (p. 77). In the light of this continuing
research and ever-evolving debate on intelligence, the key focal points of
the psychometric perspective are now explored.

The Existence and Nature of Intelligence

Does intelligence exist as described by the psychometric perspective? That
is, is there a clearly defined singular latent variable (i.e., g) that underlies
cognitive functioning? Perhaps a reasonable starting point for the discus-
sion of the existence and nature of any construct is to examine whether
it can in fact be defined. An agreed-on definition allows for clear concep-
tualization of the construct, which would be a strong advantage when it
comes to developing measures of the construct domain and using them to
predict important outcomes as is done in personnel selection (Schmidt &
Hunter, 1998). However, without a clear definition, it is difficult to create
theories of prediction of performance with any level of depth or develop
construct-valid measures. What becomes readily apparent in examin-
ing the intelligence literature is that there is great debate with regard to
both the definition of intelligence and whether intelligence is singular in
nature. In other words, there is a lack of agreement on whether “g” exists
as described by the psychometric approach.

Despite vehement claims to the contrary by many who subscribe to this
psychometric perspective (Gottfredson, 1994, 2002; Herrnstein & Murray,
1994; Schmidt & Hunter, 1998), an agreed-on definition for intelligence at
this time simply does not exist. While one has been actively sought since
the beginning of the study of intelligence, it continues to elude the field.
The large divergence found when defining intelligence is a point that
has been recognized by numerous researchers over the century. This is
seen as far back as 1921, when the publishers of the Journal of Educational
Psychology asked 17 leading scientists (e.g.,, Thorndike, Thurstone, Terman)
to define the intelligence construct, and the views expressed varied in
many more ways than they were similar (Wechsler, 1975). Basically, for
every researcher asked to define the intelligence construct, a different
definition emerged. This is still the case today, as noted by Sternberg and
Detterman (1986), who described how two dozen prominent theorists
were asked to define intelligence and gave two dozen different defini-
tions. In truth, we are currently no closer to reaching consensus on how
to define the construct of intelligence than we were a century ago (Neisser
et al., 1996; Wasserman & Tulsky, 2005).

In many ways, the nature of the definition espoused depends on numer-
ous factors. For instance, one’s field of study and specialization has an
impact on what is focused on and emphasized when defining intelligence
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(Wasserman & Tulsky, 2005). Thus, those representing various fields, such
as anthropology, sociology, and psychology, may construct very differ-
ent definitions of intelligence (Wechsler, 1975). Wechsler provided the
example that an anthropologist is more likely to develop a definition of
intelligence that focuses on the ability to adapt to the environment while
an educator may emphasize learning. Even within a field of study, diver-
gence is often found with regard to a definition. For instance, whether one
is a learning, developmental, cognitive, or clinical psychologist is likely
to have an impact on the nature of the definition crafted. Perhaps those
from a learning perspective emphasize the ability to acquire and apply
concepts, while those from a clinical perspective emphasize the ability
to think in a logical and rational manner. Even within the same perspec-
tive, different definitions of intelligence often emerge. For example, those
representing a psychometric perspective have defined intelligence in a
variety of ways, including as the ability to learn (Schmidt, 2002), a general
capability for processing complex information (Gottfredson, 2002), and
the ability to infer and apply relationships (Spearman, 1927).

In examining different conceptualizations of intelligence as reflected
in the diverse definitions, they do not vary only in surface-level aspects
but also in fundamental ways that truly alter the nature of the construct.
For example, some of the definitions and accompanying models of intel-
ligence include prior knowledge, such as expertise in language and
vocabulary (e.g., Binet & Simon, 1905/1916). Other models remove such
knowledge and instead focus solely on the processing of information (e.g.,
Fagan, 1992, 2000; Fagan & Holland, 2007). Even these conceptualizations
vary in that some define processing based more on quality, such as the
accurate identification of trends and patterns (Fagan, 2000), while oth-
ers place more of an emphasis on speed (e.g., neural speed as posited by
Spearman, 1927) by assessing outcomes such as reaction and inspection
time (Jensen, 2006).

When reviewing the conceptualization of intelligence over time, one
can identify different trends in what has been emphasized. For example,
a major focus initially was on an organism’s ability to adapt to the envi-
ronment (Binet & Simon, 1911/1916; Spenser, 1855/1885; Stern, 1912/1914).
Using what could be labeled almost a Darwinian perspective, numerous
researchers concentrated on the ability to adjust one’s thinking to new
requirements of the environment or adapt “to new problems and condi-
tions of life” (Stern, 1912/1914, p. 41). While some retained this adaptation
foundation (e.g., Sternberg and Salter defined intelligence as “goal directed
adaptive behavior,” 1982), other trends emerged over time. For instance, at
the turn of the century Binet, one of the first scientists to study and find
ways to measure intelligence, actually avoided creating an official defini-
tion, yet in his description of the construct emphasized judgment and the
ability to make sound decisions. Binet and Simon noted that “a person
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may be a moron or an imbecile if he is lacking in judgment; but with good
judgment he can never be either” (1905, pp. 42-43).

Recent trends have attempted to pinpoint more basic mental functions
that may be g. For example, Kyllonen (1996) and his colleagues theorized
about working memory as the essence of general intelligence, while Horn
and Blankson (2005) as well as others (e.g., Ericsson & Kintsch, 1995)
examined the application of memory as a form of expertise that serves
as a central foundation for defining intelligence (e.g., expert memory
or expertise wide-span memory). It should be further noted that some
have chosen to define intelligence much more broadly, such as Howard
Gardner’s multiple intelligence (MI) theory, which includes factors such
as bodily-kinesthetic intelligence, interpersonal intelligence, and even
musical intelligence (Gardner, 1983, 1999). For the purposes of this chap-
ter, intelligence is conceptualized more traditionally in terms of what are
thought of as mainstream cognitive processes. However, what should be
realized is that even within this more traditional and narrow cognitive
view, there is great disagreement regarding the nature of intelligence and
a wide variety of divergent definitions for this construct.

As one can see just from these limited examples (see Bartholomew,
2004; Sternberg & Detterman, 1986; or Sternberg, 2000, for more exten-
sive reviews on defining intelligence), intelligence can be a very differ-
ent entity depending on how one defines it. As noted by Bartholomew,
“almost everyone uses the word intelligence but it is one of those Humpty
Dumpty words whose meaning is so elastic that it can cover virtually
anything we choose” (2004, p. 1). He goes on to state that this “lack of
clarity does not make for rational discussion” (p. 1). That is, the lack of a
clear agreed-on definition for the construct makes it difficult to discuss
the existence of intelligence. The question becomes, “Does what exist?”
Without a common conceptualization of what the intelligence construct
is, it is difficult to delineate the domain and what it encompasses and
to ask further questions about its origin, nature, and characteristics. For
instance, we need to know what intelligence is before we discuss whether
there are racial differences. We need to know what intelligence is before
we can speak to how it predicts performance. The problem is that when
statements are made regarding the qualities and characteristics of intel-
ligence, inevitably the answer is that it depends on how you define intel-
ligence (Mackintosh, 1998).

A second major issue is whether intelligence is singular in structure.
That is, is there a single factor of general mental functioning that under-
lies intelligence? A review of the literature revealed that this is also a topic
of great contention. As noted, the main evidence relied on by the psy-
chometric perspective to support this notion is positive manifold (i.e., the
general empirical finding of a positive intercorrelation across most tests of
cognitive ability). Those subscribing to the psychometric perspective feel
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that this finding indicates the existence of intelligence as a single latent
variable that they labeled g (Carroll, 1993; Jensen, 1998; Spearman, 1927).
However, others stated that while one would expect to find a positive cor-
relation across cognitive tests if ¢ did exist, this finding does not prove
that it does indeed exist (van der Maas et al., 2006).

Bartholomew noted in describing the empirical phenomena of g as
reflected by positive manifold that “if a set of test scores tends to be posi-
tively correlated among themselves there is a prima facie case for believing
that those correlations are induced by a common dependence on a latent
variable” (2004, p. 62). However, he went on to state that while positive
manifold is “what we would have expected if an underlying variable,
called g, did exist ... [that this type of evidence] leaves open the possi-
bility that some other mechanism could have produced the correlation”
(p- 73). The fact is that analysis of correlations provides insufficient proof
for the existence of g (Bartholomew, 2004; Borsboom, Mellenbergh, &
van Heerden, 2004, Horn & Blankson, 2005; van der Mass et al., 2006).
As expressed by Horn and Blankson, “Many variables are positively cor-
related, but that fact does not indicate one cause, or only one influence
operating or only one common factor” (p. 52).

From very early, it was recognized that there are many explanations for
positive manifold that do not rely on one common causal factor (Thomson,
1916; Thurstone, 1947). For example, sampling theory posits that cogni-
tive functioning is dependent on many uncorrelated lower-level neural
processes (i.e., bonds), some of which appear to overlap when measured,
thus resulting in positive manifold (Thomson, 1951; Thorndike, 1927). In
this theory, positive manifold is a result of measurement error due to the
difficulty in independently tapping these various lower-level processes.
Others have posited that positive manifold is caused by contaminating
factors of measures designed to tap a narrow conceptualization of intel-
ligence. For instance, Chen and Gardner (2005) stated that most measures
aim predominantly at logical-mathematical and linguistic aspects of intel-
ligence and do so using paper-and-pencil techniques. They noted that
this is a possible explanation for the positive manifold observed, and that
when a wider range of intellectual capabilities is tapped using a variety of
techniques that the correlations among these abilities will not be as high
(Gardner & Walters, 1993; Walters & Gardner, 1986).

A more recent alternative explanation for positive manifold is a develop-
mental model called mutualism theory (van der Maas et al., 2006). Mutualism
is a mathematically formulated model that focuses on the positive benefi-
cial relationships between cognitive processes. A key notion of this theory
is that cognitive processes have mutually beneficial or facilitating rela-
tions, and thus each process supports the growth of other processes. Thus,
from a dynamical systems perspective (Wagner, 1999), there are direct and
indirect reciprocal causal relationships between independent cognitive
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factors that facilitate their growth and development, and thus the positive
manifold observed is merely a reflection of this interactive growth. These
alternative explanations as well as others must be addressed before one
can conclude that positive manifold is proof of the existence of a single
latent variable of intelligence. That is, analysis of correlations is not suffi-
cient evidence of a single factor (Bartholomew, 2004; Borsboom et al., 2004;
Horn & Blankson, 2005; van der Maas et al., 2006).

In fact, Spearman (1927) recognized this from the beginning, noting that
not only do tests of g need to correlate positively but also they need to rep-
resent comprehensively the spectrum of capabilities regarded as human
intelligence and to correlate with the common factor alone. That is, the
correlations must show that one and only one common factor accounts for
the intercorrelations between variables that represent the wide domain
of intelligence. According to Horn and Blankson (2005), the factor ana-
lytic research (e.g., Carroll, 1993; Gustafsson, 1984) on this correlational
data shows a lack of support for the existence of a single underlying fac-
tor. While Carroll (1993, 2005) disagreed, Horn noted that the findings
do not reveal one and only one factor underlying intellectual functioning
(McGrew, 2005). Similarly, Bartholomew stated that it is “clear that varia-
tion in one dimension was not sufficient to explain individual differences
in test performance” (2004, p. 75). Instead, Bartholomew concluded that
factor analysis showed that several dimensions rather than one (e.g,, g) are
needed to fit the data reasonably and determine an “individual’s position
in the space of mental ability” (p. 145).

This multiple-factor approach has been subscribed to by many within
the field of intelligence (e.g., Cattell, 1963; Horn, 1976; Sternberg, 1985;
Thurstone, 1938). While those from the psychometric approach argue for
a single factor, others have built multiple-dimensional models of intel-
ligence, such as Horn and Cattell’s fluid-crystallized model (Cattell, 1971;
Horn, 1994) and Sternberg’s triarchic approach, which focuses on ana-
lytical, creative, and practical abilities (Sternberg, 1985, 1997, 1999). Other
perspectives and disciplines have generated multidimensional models as
well, such as cognitive science which developed the PASS theory, which
describes intelligence as reflecting the planning, attention, simultaneous,
and successive functioning of the brain (Naglieri & Das, 1997).

Even scientists who examined the factor analytic work by Carroll
(1993), which he claimed supports the one-factor solution, have generated
multiple-factor models that they interpreted as a better fit for the data
(Bartholomew, 2004; Horn & Blankson, 2005). One such current model that
is gaining widespread acceptance is known as the Cattell-Horn-Carroll
(CHC) theory of cognitive abilities, which combines Carroll’s factor ana-
lytic empirical “map” of cognitive abilities with the strongly supported
Cattell-Horn theoretically based notion of fluid and crystallized intelli-
gence (Daniel, 1997, 2000; McGrew, 2005; Sternberg & Kaufman, 1998). This
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model leaves the notion of singular g as unresolved and instead focuses
on the multidimensional nature of intelligence that includes the following
factors: fluid intelligence, crystallized intelligence, general memory and
learning, visual processing, auditory processing, retrieval ability, process-
ing speed, decision speed, and quantitative knowledge. Strong support has
been found over the past decade for the validity of the CHC model and its
multiple dimensions (McGrew & Evans, 2004). The fact that a comprehen-
sive and current model such as CHC leaves the question of the existence
of g unsettled should be a clear indicator to those working in the field of
I/O psychology that despite claims to the contrary by the psychometric
perspective, the issue of the existence of singular g is far from an accepted
truth and is instead a question of extensive and ongoing debate.

Furthermore, others have noted that intelligence does not behave like a
singular variable, and that this has been demonstrated across a wide range
of research, including work on psychological development, neurological
functioning, education, and genetic structure (Horn & Masunaga, 2000;
McGrew, 2005). That is, factors of intelligence such as those reflected in the
CHC model have “differential relationships with (1) different outcome crite-
ria (e.g, in the area of academic achievement ... ); (2) developmental growth
curves; (3) neurological functions; and (4) degree of heritability” (McGrew,
2005, p. 162). Horn and Blankson (2005) provided the example from a devel-
opmental perspective that different aspects of intelligence develop and
decline at varying speeds and rates as people age, which is not indicative of
a single latent entity. As summarized by Horn and Masunaga (2000), “The
many relationships defining the construct validities of the different broad
factors [of intelligence] do not indicate a single unitary principle” (p. 139).

Perhaps in an attempt to resolve these definitional and structural prob-
lems, Jensen decided to circumvent the issue by defining intelligence as the
psychometric phenomena of g That is, Jensen defined intelligence as “the
highest-order common factor in a hierarchical factor analysis of a large num-
ber of highly diverse mental tests or tasks” (2000, p. 124). In this way, Jensen
defined g as the shared variance across cognitive tests that is observed due
to positive manifold (i.e., that all tests of mental ability positively correlate to
some degree). Thus, Jensen recommended defining the psychological con-
struct of intelligence by the psychometric phenomenon that reflects positive
manifold. This is obviously a problem given the questions raised regarding
what positive manifold means or reflects. While the phenomenon of positive
manifold has been clearly observed, there is truly a lack of understanding
regarding why it exists and what it represents (Borsboom & Dolan, 2006).
Thus, establishing a psychometric phenomenon of ¢ does not mean that a
psychological construct exists (van der Maas et al., 2006).

Jensen (2000) acknowledged that defining intelligence in such a man-
ner is unsatisfying and inadequate, yet he rationalized that intelligence is
just too complex a scientific construct to convey with a simple definition.
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Jensen perhaps was merely demonstrating his frustration with these core
issues regarding intelligence, which results in his circular and inappro-
priate definition of the construct. At other points in time, Jensen (1998)
even recommended dropping the ill-fated word intelligence from our sci-
entific vocabulary. In some ways, this frustration with trying to concep-
tualize intelligence was mirrored by Carroll (1998) when he attempted to
describe the g factor that purportedly emerged from his factor analytic
work by noting in a vague manner that “we can infer that something is
there” (p. 11), but he was unable to be more specific in his assessment.
Such vague descriptions of the construct leave much to be desired and
certainly call for continued scientific research and investigation.

And, this is really a central point of this chapter. That is, rather than
claiming that our understanding of intelligence is complete and compre-
hensive in the manner that characterizes many of the writings by propo-
nents of the psychometric approach (e.g., Jensen, 2000), perhaps the proper
tact is to continue developing sound theoretical models of the intelligence
domain and conducting further empirical investigations of this complex
construct. It is important to acknowledge the problems present in defin-
ing intelligence as well as the only circumstantial nature of the evidence
presented for its existence. In addition, we must recognize that these types
of fundamental problems lead us to other concerns, such as if we cannot
define what it is we wish to measure, how can we create a valid measure?

The Measurement of Intelligence

The Standards of Educational and Psychological Testing (American Educational
Research Association [AERA], American Psychological Association [APA],
& National Council on Measurement in Education [NCME], 1999) pro-
vided a structure for conceptualizing the validity of test measures. In the
latest version of the standards, notions of validity were updated to reflect
current thinking on the topic, which views validity as the extent to which
multiple forms of evidence exist that support the notion that the test mea-
sures the construct of interest. In other words, validity is the degree to
which evidence supports that the test score reflects the construct that
the test is purported to measure. The following sources of evidence for
validity were recognized by the standards: (a) test content, (b) response
processes, (c) internal structure, (d) relations to other variables, and (e)
consequences of testing. While some of these are similar to earlier notions
of different types of validity (e.g., the test content dimension is compa-
rable to what was previously referred to as content validity), others are
relatively new evaluative standards for assessing the validity of a measure
(e.g., response processes). In reviewing this latest version of the standards
as well as other expansive writings on the topic of validity (e.g., Guion,
1980, 1998; Messick, 1988, 1989), one can see that the evaluative criteria for
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designing a construct-valid test have appropriately become more rigorous
and complex.

This notion of meticulousness and precision does not characterize the
picture painted by the psychometric perspective when it comes to design-
ing valid measures of intelligence. Based on the psychometric perspec-
tive’s notion that intelligence is the shared variance that saturates batteries
of cognitive/intelligence tests, Jensen (1998) noted that it can be measured
by creating a composite score from a set of diverse but purportedly highly
g-loaded tests of intellectual functioning that test takers perceive in the
same way. Jensen went on to state that the greater the number of diverse
but g-loaded tests used in the composite, the more that unwanted variance
is averaged out, thus resulting in a composite score that more accurately
reflects individual differences in intelligence.

While there are numerous problems and concerns regarding the scien-
tific precision of this approach that are discussed next, it is important for
those in personnel selection who subscribe to this psychometric approach
to realize that a certain level of rigor is still required when creating intel-
ligence tests for work organizations. These requirements often seem to be
ignored by those working in personnel selection. For instance, the psy-
chometric approach requires a wide range of diverse tests of intellectual
functioning to be used and that these tests are similarly interpreted by
those taking them. These requirements often would not be met for selec-
tion batteries purporting to measure intelligence using a narrow range
of tests (e.g., a basic reading and math test) that may not be perceived in
a similar way by all candidates (e.g., some applicants may have previous
knowledge of topics presented on the test).

Similar criticisms could be levied against many developers of intel-
ligence tests in general over the years. As noted by Chen and Gardner
(2005) as well as Alfonso, Flanagan, and Radwan (2005), conventional
psychological tests tend to measure narrow aspects of the construct (e.g.,
linguistic, quantitative) using limited formats (e.g., written form, multiple
choice). These tests also often measure only narrow parts of the areas of
the construct that they target (e.g., for a linguistic area, the test may focus
to a large extent solely on vocabulary, while for a quantitative area the test
may focus solely on certain mathematical functions). Thus, these tests may
not even broadly tap the areas of intelligence that they intend to measure.
Such tests do not necessarily reflect the requirement of the psychometric
approach to use a diverse array of highly g-loaded tests when creating a
composite score for intelligence. In addition, researchers have noted the
lack of consideration in test design for whether the test takers are similarly
situated (i.e., have similar exposure to the material). For example, Fagan
(1992, 2000) pointed out that test takers often have unequal exposure to
language and other knowledge required to perform on the intelligence
tests. From another perspective, Sternberg (1981) discussed the negative
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implications of having what he referred to as “entrenched” tasks on intelli-
gence tests, which are test items with which test takers are familiar. Given
that test takers may differ in their familiarity and past experience with
certain types of test items, this could result in a lack of similar exposure
to the material that would arguably violate this requirement of the psy-
chometric approach. In summary, even if trying to design a measure of
intelligence using the psychometric approach, it must be recognized that
there are still rigorous principles that must be followed when attempting
to develop an acceptable test of intelligence using this approach. The lack
of urgency sometimes shown regarding this need for rigor, particularly
by those designing tests of intelligence in personnel selection, is trouble-
some and cause for concern.

Even if one does properly adhere to the requirements of the psychomet-
ric approach for designing a measure of intelligence, there are still numer-
ous potential problems with this approach that have been discussed and
debated in the intelligence literature. As pointed out, a great deal of rigor is
required by the evaluative criteria outlined in the standards (AERA, APA,
& NCME, 1999) to establish validity, and when examined in this light, the
psychometric approach for creating a valid measure of intelligence is highly
questionable. As discussed, the psychometric method focuses on measur-
ing intelligence by creating a composite from the shared common variance
that emerges across a diverse set of g-loaded tests. In terms of validity, the
question is whether the composite based on this shared variance reflects
the intelligence construct as conceptualized by the psychometric perspec-
tive. That is, to what extent are measures developed in this manner con-
struct relevant and to what extent are they contaminated or deficient.

One issue that potentially concerns both contamination and deficiency
is that positive manifold, which is reflected in the shared common vari-
ance and labeled g by the psychometric perspective, is not necessarily an
indicator of intelligence. In terms of contamination, as discussed, there
are multiple alternative explanations for positive manifold (e.g., sampling
theory, mutualism theory) that make the case that the shared variance
reflects constructs other than intelligence (e.g., multiple skills acquired at
the same time; the ability to complete written test formats; knowledge of
language). With regard to deficiency, while the common variance associ-
ated with positive manifold may represent part of the intelligence domain,
this does not mean it comprehensively samples the wide and complex
space associated with the intelligence construct. For instance, the positive
manifold may tap narrow aspects of the domain (e.g,, linguistic and quan-
titative abilities) while not measuring higher-level intellectual processes
(e.g., logical thinking, judgment).

Deficiency concerns such as these have been expressed for a century
when it comes to tests of intelligence (Chen & Gardner, 2005; Neisser et
al,, 1996). From the beginning, Binet and Henri (1895) worried about the
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lack of attention paid to measuring superior processes of intellectual func-
tioning in the tests. After years of attempting to tap the domain, Binet
concluded that certain aspects of intelligence could not be readily and
independently measured (Binet & Simon, 1905/1916). Given that Binet’s
tests were a prototype for a large number of mainstream intelligence tests
(e.g., Army Alpha, Otis’s Group Intelligence Scale, Terman’s Group Test
of Mental Ability, and even the College Board’s Scholastic Aptitude Test
[SAT]), there is a concern that these higher-level aspects of the intelligence
domain are not properly measured. In reviewing the literature, Braden
and Niebling (2005) noted that tests of intelligence are typically criticized
more for failing to assess their intended construct than for other psycho-
metric characteristics, such as reliability and norms. One probable reason
for this deficiency is that the lack of consensus on the definition of intel-
ligence discussed in the section above on the existence and nature of intel-
ligence hinders the design of appropriate measures to tap the construct.
As noted by Bartholomew (2004), “If we cannot define what it is that we
wish to measure with precision, how can we expect to find an agreed
upon measure” (p. 1). In other words, it is difficult to know if one has
tapped the construct and properly sampled the test content domain if one
is uncertain regarding what the construct is. Thus, people’s different con-
ceptualization of intelligence has negative implications for the construct
validity of the measures.

Furthermore, until recently, most tests designed to measure intel-
ligence had little theoretical foundation on which they were developed
(Kaufman, 2000). It was not until the 1980s that researchers began to build
intelligence tests that reflected psychological theory on the nature of the
construct (e.g,, Kaufman & Kaufman, 1983; Thorndike, Hagen, & Sattler,
1986, Woodcock & Johnson, 1989). Prior to this, various subtests were com-
piled to generate a composite as described by the psychometric approach
without much thought given to creating a battery of subtests that compre-
hensively reflected the diverse areas of the intelligence domain. Without a
sound theory to guide the design, this is a haphazard approach to measur-
ing the domain and likely to result in deficiency given that critical parts
of the intelligence construct may not be represented by a subtest. It should
also be noted that this atheoretical approach will likely lead to contamina-
tion as well given that subtests may be included or overemphasized that
do not reflect the intelligence construct.

As noted by Kamphaus, Winsor, Rowe, and Kim (2005), the history of
intelligence testing “has been characterized by a disjuncture between
the design of tests and inferences made from those tests. A test, after all,
should be designed a priori with a strong theoretical foundation, and
supported by considerable validity evidence in order to measure a par-
ticular construct or set of constructs (and only those constructs)” (p. 31).
On a promising note, a number of tests have been revised (e.g., WAIS,
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version 3), and new tests have been developed (e.g., Cognitive Assessment
System) that reflect more current theories of intelligence. Such measures
supposedly focus on developing subtests that tap the critical aspects of
intelligence pinpointed by their respective theory (e.g., the key group fac-
tors of CHC theory). However, realize that this work has only just begun,
and that it will take time to reach the proper results. For instance, Alfonso
et al. (2005) reviewed test batteries published prior to 1998, which included
updated versions of the WAIS, WISC, Woodcock-Johnson, and Stanford-
Binet, and found that such tests did not reflect diversity of measurement
when it came to the key factors of intelligence identified by Carroll (1993).
The study concluded that most of these more modern measures only
tapped two or three broad dimensions of intelligence. Thus, most of the
research on intelligence referred to from the last century was completed
using measures that were not theoretically based and thus were possi-
bly deficient when it came to containing subtests that properly tap the
key areas of the intelligence construct domain (Kaufman, 1979, 2000). This
would seem to indicate that caution should be used when drawing con-
clusions from such research.

Instead of caution, the psychometric response toward much of this defi-
ciency argument is centered predominantly on the indifference of the
indicator principle. This is the notion that the type of measure used as well
as the content of the device are not necessarily important when it comes
to measuring intelligence (Jensen, 1998; Ree & Carretta, 2002; Spearman,
1923). However, while the psychometric approach states that as long as a
diverse set of tests is used the emerging shared variance reflected in the
composite will accurately measure intelligence, others state that the dif-
ferent tests used to form the composite result in very different outcomes.
Daniel (2000) showed support for this point by demonstrating that dif-
ferent intelligence test batteries correlate with each other to a wide and
varying degree (e.g., he reported that the percentage of reliable variance
shared on composite scores across seven mainstream intelligence batter-
ies ranged from 50% to 86%). Daniel noted that:

It is an observable fact that not all overall composite scores measure
the same construct. The way in which a test author conceptualized
general ability will affect how the overall composite is designed and
will significantly influence how it may be interpreted. Therefore, they
should not all be interpreted in the same way. (p. 480)

Thus, the tests of intelligence are not interchangeable, and the way one
forms a composite will have an impact on the resulting scores. In terms of
how this should be done, Thorndike (1994) made the point that the set of
subtests used to form the composite must be sampled sufficiently broadly
and uniformly. Building off prior points, this should be undertaken using
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a well-developed theory regarding intelligence and which factors should
be included in its domain (Daniel, 2000; Kamphaus et al., 2005).

Contamination is also a very real problem discussed in the literature
when it comes to measures of intelligence. One possibility that again roots
back to positive manifold is that part of the intercorrelation observed
across tests of intelligence is caused by the tests having similar contami-
nating factors. As described by Chen and Gardner (2005), “Given that con-
ventional psychological tests measure primarily two intelligences, sample
a narrow range of knowledge and skills for each intelligence, and rely on
the same means of measurement, it is not surprising the scores on these
tests are correlated” (p. 80). Based on this thinking, it could be the use of
the same means of measurement and test formats (e.g., written, multiple
choice) across the tests that leads to intercorrelation across measures. That
is, the common underlying factor that at least partially drives the observed
intercorrelation could be these contaminating characteristics rather than
a latent intelligence construct. Thus, rather than positive manifold being
proof of the existence of intelligence and the resulting g being an index of
intelligence, it could be that positive manifold is at least partially an indi-
cation of contamination, and g is an index of the level of contamination.

In addition to the possible contaminants noted by Chen and Gardner
(2005), there are numerous others than could have a negative impact on
the construct validity of intelligence tests. One factor noted by Horn and
Blankson (2005) as a potential contaminant is the speeded nature of most
measures of intelligence. Another possible contaminant identified by
Fagan (2000) is reliance on language in intelligence testing. While some
nonverbal measures exist, most measures of intelligence utilize language.
Fagan noted that tests that require familiarity with language as well as
other knowledge could be considered contaminated. Sternberg (1981)
raised the point that using entrenched tasks (i.e., tasks with which test
takers have previous familiarity) could be another contaminant. By using
entrenched tasks, one could be introducing a form of testwiseness as a
contaminant of the resulting test scores.

What is important to recognize with regard to these and other potential
contaminants is that the extent to which any are contaminants depends
a great deal on one’s definition of the intelligence construct. For instance,
if one’s conceptualization of intelligence includes knowledge of language,
then including language in a test may not necessarily be contamina-
tion. However, if one’s conceptualization of intelligence does not include
knowledge of language, then its presence on the test could be a form of
contamination. The lack of clarity described regarding the definition of
the intelligence construct makes it all the more difficult to pinpoint what
is construct relevant and what is construct contamination. Thus, again,
the lack of a clear and agreed-on definition and theoretical foundation for
intelligence makes it difficult to create a proper and valid measure.
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Given the concerns presented regarding the extent to which the variance
measured by tests of intelligence is relevant, deficient, or contaminated,
one could make the case that great attention should be paid to investi-
gating the validity of an intelligence test. As noted, the standards (AERA,
APA, & NCME, 1999) outlined multiple and rigorous evaluative criteria
that should be considered when determining support for the validity of
a measure. Braden and Niebling (2005) scrutinized a set of modern tests
of intelligence on these criteria to determine the extent to which evidence
supported the validity of the instruments. They presented mixed find-
ings with regard to validity and further noted that some types of validity
evidence were more thoroughly collected than others. They found that
test developers tended to provide validity evidence regarding the internal
structure of the instrument as well as information regarding its relation-
ship to other variables, while they did not tend to provide much evidence
regarding response processes and test consequences. They concluded the
need to collect further validity data regarding these tests.

Furthermore, because some of the evaluative criteria of the standards
(AERA, APA, & NCME, 1999) were not even in place when many well-
known tests of intelligence were developed, it may be even more impor-
tant to revisit the validity of these devices and gather in a rigorous
manner multiple forms of validity evidence. In fact, Braden and Niebling
(2005) noted that the validity evidence provided for the modern tests that
they reviewed was “a substantial improvement over earlier versions of
intelligence tests, which often failed to provide any meaningful valid-
ity evidence” (p. 628). Given these findings, one could argue that caution
is needed, and a great deal of work is required regarding the construct
validity of measures of intelligence.

In summary, while the psychometric approach states that intelligence
can be readily measured and often does not convey much urgency when
it comes to the level of rigor and precision required to attempt to do so,
other approaches to intelligence disagree, noting the difficulty of creat-
ing sound measures of such a complex construct. They state that ignoring
the basics of how to build a construct-valid instrument as discussed in
the standards (AERA, APA, & NCME, 1999) is problematic, and that rigor
and scientific precision is required to measure intelligence in a proper
and comprehensive manner. It is only when we carefully develop valid
measures of the construct that we can examine how useful they are in
predicting important outcomes.

Intelligence as a Predictor of Job Performance

Many would say that the strongest (and nearly only) contribution made
by the field of I/O psychology to the study of intelligence has centered
on exploring the use of intelligence tests to predict job performance.
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Research in personnel selection has shown support for a significant rela-
tionship between intelligence test scores and work performance outcomes
(Schmidt & Hunter, 1998). The central findings referred to by the intelli-
gence literature are from meta-analytic studies conducted by Hunter and
his colleagues (Hunter, 1980; Hunter & Hunter, 1984) that demonstrated a
strong relationship between general cognitive ability test scores and indi-
cators of training and job performance (validities are reported for 0.56
and 0.51, respectively). They further noted that the validity for intelligence
tests generalizes across a wide range of jobs (i.e., validity generalization)
that vary in complexity (although it was noted that they predicted more
strongly for high-complexity jobs [0.58] in comparison to low-complexity
jobs [0.23]). These results were referenced by those subscribing to the psy-
chometric approach (e.g, Herrnstein & Murray, 1994) as supporting the
important and fundamental contributions that intelligence makes to criti-
cal outcomes.

Schmidt and Hunter (1998) stated that, based on these results, intel-
ligence tests are the single best predictor of job performance and thus
should be afforded special status in the area of personnel selection. While
individuals in the field of I/O psychology are likely well versed in the
literature that focuses on the use of intelligence tests for staffing, the main
purpose of the current chapter is to examine views from the intelligence
field on such a topic. While those from the psychometric perspective often
tend to recite the findings from Hunter and his colleagues, others in the
field of intelligence tend to see these results as exaggerated. One of the
central issues raised in the intelligence literature focuses on the impact of
the statistical corrections (e.g., for reliability of the measures) advocated by
Schmidt and Hunter (1998) that result in inflated correlations in the 0.50s.
Many from the intelligence literature noted the need for caution in using
these corrections (e.g., Kaufman & Lichtenberger, 2005; Linn, 1986) and
subsequently presented substantially lower numbers as a more accurate
estimate of the strength of the relationship. For example, Ghiselli (1966,
1973) placed the average correlations between intelligence tests and job
performance in the 0.20s. Neisser et al. (1996) stated that the correlations
between intelligence tests and work-related outcomes lie between 0.30 and
0.50 and only trend toward the upper part of this range when corrected
for unreliability. Interestingly, even an earlier analysis by Jensen (1980) of
some of the same data used by Hunter offered a more tempered view of the
relationship between intelligence tests and job performance. For instance,
Hunter and Hunter (1984) stated that intelligence tests predict performance
at 0.58 for complex jobs, while Jensen (1980) concluded that the values for
highly complex jobs fall in a lower range of 0.35 to 0.47. Similarly, Jensen’s
(1980) analyses placed the average correlation between intelligence tests
and success in training programs at 0.50, which is significantly below the
0.60 reported by Hunter and his colleagues. Thus, while those from the
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intelligence literature viewed the validity findings for intelligence tests as
quite respectable and useful, they generally did not state the findings to be
as strong as reported in the field of personnel selection.

In assessing these findings, Kaufman and Lichtenberger (2005) con-
cluded that the data analyses by Hunter and Jensen provided support for
intelligence “as reasonably valid in its role as a predictor of job success,
although the claims made by Hunter may be exaggerated by his incautious
and, perhaps, overzealous correction of obtained coefficients” (p. 18). This
view as well as other similar statements found in the intelligence litera-
ture reflect a more conservative approach when it comes to the strength of
the intelligence test to job performance relationship. For instance, Neisser
et al. (1996) characterized intelligence scores as at least weakly related
to job performance in most settings and went on to note that “such tests
predict considerably less than half the variance of job-related measures”
(p- 83). They were also careful to point out that other individual charac-
teristics (e.g., interpersonal skills, aspects of personality) are probably of
equal or greater importance for predicting job performance. In fact, using
these more conservative numbers places intelligence tests more on the
level of what has been found in terms of the predictive validity of alterna-
tive tests (e.g., structured interviews, work samples), thus perhaps argu-
ing against anointing any type of “special status” on tests of intelligence.
Sternberg, Wagner, Williams, and Horvath (1995) stated that with intel-
ligence tests explaining at best about 25% of the variance in performance
(and if one relies on more conservative estimates, as low as 4% of the vari-
ance; Ghiselli, 1966, 1973; Wigdor & Garner, 1982), it leaves a great deal of
variance unexplained. As Kaufman and Lichtenberger (2005) concluded,
although intelligence “seems to be a valid predictor of job performance,
the general findings from this line of research indicate that a relatively
small amount of variance in job performance is accounted for [by these
tests]” (p. 18).

Whether one subscribes to the higher or lower estimates of the strength
of the relationship between intelligence and job performance, many in
personnel selection tend to view tests of intelligence as an important
predictor for staffing purposes. However, it is important to realize that
while some have greatly praised the predictive power of intelligence tests
(e.g., Schmidt & Hunter, 1998), others in the field of I/O psychology have
raised criticisms and potential problems with these tests, such as concerns
regarding the impact of common method variance, the role of bias in the
criterion measures, and the possible influence of motivational issues (e.g.,
stereotype threat). More in-depth discussion of these factors can be found
in the literature (e.g.,, Goldstein, Zedeck, & Goldstein, 2002; Murphy, 1996;
Sackett, Borneman, & Connelly, 2008; Steele, Spencer, & Aronson, 2002),
but for the purposes of this chapter, it is just important to realize that
these concerns exist and are discussed and debated by the field.
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One further concern regarding intelligence tests as predictors of job
performance that is more central to the current chapter is that many in
personnel selection have seemingly interpreted these findings to mean
that any test that targets the cognitive domain is a valid predictor of job
performance for any job. That is, some in the field seek to apply the valid-
ity and validity generalization evidence (Hunter & Hunter, 1984; Schmidt
& Hunter, 1998) for intelligence tests to any reading comprehension,
vocabulary, or basic math test used in personnel selection. This latitude
regarding what constitutes a test of intelligence is not at all supported by
the intelligence literature or even for that matter by the basic tenets of the
psychometric perspective, which discuss the need for using a wide array
of cognitive tests perceived in a similar manner by the test takers.

In summary, a review of the intelligence literature revealed a more sober
view of the extent to which intelligence tests predict pertinent job perfor-
mance outcomes than the one presented by the psychometric perspective,
which tends to rely strongly on some of the work that has emerged in
I/O psychology (e.g., Hunter & Hunter, 1984). In general, there is a sense
that while tests of intelligence are valid predictors of job performance,
the amount of variance accounted for is moderate, and other predictors
may be of equal or greater importance (Kaufman & Lichtenberger, 2005;
Neisser et al., 1996). In addition, from the perspective of personnel selec-
tion, it is important to realize that just because a test purportedly mea-
sures aspects of the cognitive domain does not make it an intelligence test
(i.e., a test of general cognitive ability) and thus does not mean it should
be viewed in terms of the validity and validity generalization evidence
that exists with regard to such tests. In general, perhaps it is best to be
conservative in our conclusions, which is an example that has not been set
by the absolutism that characterizes the psychometric point of view. It is
interesting to note that this same absolutism has also been conveyed by
the psychometric approach when it comes to the point that tests of intel-
ligence must produce racial differences, a point that perhaps also needs
further exploration in light of the ever-evolving intelligence literature.

Racial Differences in Intelligence

The most controversial tenet of the psychometric perspective is the so-
called Spearman hypothesis formulated by Jensen (1985, 1998) that focuses
on racial differences in intelligence. Such differences were noted as far
back as Spearman’s work (1927) and have been studied in more depth by
researchers such as Jensen (1998). In particular, the black-white differences
that emerge on tests of intelligence that show whites significantly outper-
forming blacks have served to fuel the controversy. This controversy stems
from the fact that the psychometric perspective interprets these findings as
reflecting reality rather than representing bias or measurement problems;
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thus, those subscribing to this perspective conclude that whites actually
possess greater intelligence than blacks.

The Spearman hypothesis generally predicts that racial differences in
test performance increase as the g loading of a test increases. Since the
psychometric approach equates intelligence with g, this means that the
better the test is at measuring intelligence (i.e., higher g load), the greater
the differences that will be observed between races. However, as discussed
in this chapter, some researchers have a different perspective on what g
signifies (e.g., Chen & Gardner, 2005; Thomson, 1916; van der Maas et al.,
2006). As noted by Borsboom and Dolan (2006), while the psychometric
phenomena of g representing positive manifold can clearly be observed,
we lack a true understanding of what it represents. Thus, while there is
the psychometric view of g, there are also alternative theories regarding
what g represents (e.g., sampling theory, mutualism theory) that do not
consider it to be an index of intelligence. Within the framework of these
theories, since g does not represent intelligence, racial differences in g
would not translate into racial differences in intelligence.

From a slightly different perspective, some researchers (e.g., Chen &
Gardner, 2005) argued that instead of g representing the construct of intel-
ligence, it could equate with the amount of deficiency or contamination in
the measures. For example, if tests of intelligence are narrow in scope and
focus on a limited part of the construct domain (e.g., linguistic and quan-
titative), then they would highly intercorrelate yielding ¢ because they are
similarly deficient rather than as an indicator of construct relevance. Also,
if tests of intelligence have common forms of contamination (e.g., multi-
ple-choice written formats, reliance on language, use of tasks with which
test takers have previous experience), then they would highly intercor-
relate yielding ¢ because they are similarly contaminated rather than as
an indicator of construct relevance. If any of these alternatives is the case,
then it is possible that g at least partially represents deficiency or contami-
nation, and that these errors lead to the observed racial differences rather
than greater construct relevance driving racial differences.

In terms of possible sources of contamination, one conceptualization of
g is that it is representative of culture rather than intelligence (Flanagan,
McGrew, & Ortiz, 2000; Flanagan & Ortiz, 2001; Flanagan, Ortiz, &
Alfonso, 2007; Helms-Lorenz, Van de Vijver, & Poortinga, 2003; Ortiz &
Ochoa, 2005). Thus, the extent to which a test is g loaded does not indi-
cate the extent to which it measures intelligence but instead represents the
extent to which it is biased by culture. From this vantage point, the g load
indicates the amount that the measure is contaminated by culture, and it
is this contamination that contributes to the racial differences observed.
Helms-Lorenz et al. (2003) completed a compelling study in which a factor
analysis of intelligence test batteries resulted in two nearly unrelated fac-
tors representing cognitive (g) and cultural complexity (c). The results of
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the study provided some initial support for the idea that majority and
minority performance differences are better predicted by ¢ than by g The
point made is that cognitive and cultural load are often confounded in
the first factor extracted by factor analysis, and that when they are disen-
tangled the racial differences observed are better explained by cultural
load than by cognitive load. Given the findings, further research of this
nature is certainly warranted to explore the impact of culture on racial
differences for intelligence tests.

Another related possible source of contamination is the linguistic
demands of the test (Fagan & Holland, 2007; Freedle, 2003; Ortiz & Ochoa,
2005). Ortiz and Ochoa made the point that the linguistic load of the intel-
ligence test could render the results invalid for those that are linguisti-
cally diverse (e.g., culturally diverse groups). They noted that language
issues are often only dealt with at a surface level (e.g., use of an interpreter,
test translation) at best. Test designers must consider which language test
takers must know and how well they must know that language for the test
format to be appropriate. In addition, when designing a test, the extent to
which knowledge of language has an impact on multiple parts of an intel-
ligence test and not just a subtest designed to tap this knowledge must be
taken into account (e.g., the extent that knowledge of language used in the
instructions for a mathematical portion of the test has an impact on perfor-
mance). Researchers in the field noted that these types of linguistic issues
run deep in terms of impact, and that such issues are rarely appropriately
addressed (Flanagan et al., 2000; Ortiz & Flanagan, 1998). As described by
Helms-Lorenz et al. (2003), who viewed the language issue as embedded
within the cultural one, “differential mastery of the testing language by
cultural groups creates a spurious correlation between g and intergroup
performance differences, if complex tests require more linguistic skills
than do simple tests” (p. 13). Thus, as one can see, cultural and linguis-
tic demands are complex issues on intelligence tests that could have an
impact on observed racial differences.

In some ways, the extent to which one views these cultural and linguis-
tic demands of intelligence tests as problematic depends again on how
one defines intelligence. That is, if one defines intelligence as including
knowledge of language and other specific information, then designing a
test with linguistic demands and particular knowledge requirements may
be appropriate. For instance, Carroll stated that “a human being becomes
a ‘member of society” only by acquiring aspects of special knowledge”
(McGrew, 2005, p. 163), and that testing for these taps the general factor of
intelligence. (As an aside, one may question who determines what knowl-
edge isneeded to be a “member of society” and perhaps wonder if this var-
ies by culture, thus yielding culturally biased intelligence tests.) However,
if one does not define intelligence as involving particular knowledge, then
including it as part of the test could be seen as inappropriate and a form
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of contamination. One of the best examples of this is the groundbreaking
work of Fagan.

Fagan (2000) defined intelligence as the ability to process information
rather than defining it based on how much knowledge one has (e.g., knowl-
edge of language, knowledge of certain facts). He pointed out and dem-
onstrated that people from different cultures often have been unequally
exposed to knowledge used on typical tests of intelligence, such as the
vocabulary and language contained on such tests (Fagan & Holland,
2002). Given this, Fagan asserted that racial group differences observed
on such tests are due to differences in access to this type of information
rather than differences in the ability to process such information, which
was his definition of intelligence. Based on this line of thinking, Fagan
and Holland (2002, 2007) completed a series of studies that demonstrated
that when whites and blacks had similar exposure to the words and lan-
guage used as test stimuli, there was no difference in the ability of the
races to process the information and thus no difference in intelligence.
In summary, Fagan and his colleagues viewed whites and blacks (as well
as other racial groups) as differentially exposed to certain information
(e.g., language and other facts) but not different in terms of their level of
intelligence. These findings may be particularly important when viewed
within the requirement of the psychometric perspective that test takers
perceive the test in the same way. That is, if the tests are not perceived
the same way because they contain words and facts to which cultures are
differentially exposed (as demonstrated by Fagan & Holland, 2002), then
such tests violate this requirement and arguably are invalid for properly
assessing intelligence for these particular groups.

Other interesting work that has focused on culture and language and
its impact on racial differences on intelligence tests has been conducted
by Freedle and his colleagues (Freedle, 2003, 2006; Freedle & Kostin, 1988,
1990, 1992, 1997). In studying performance on the SAT, Freedle and col-
leagues discussed how differential racial interpretation of language
results in underrepresentation of black verbal ability on intelligence tests.
Freedle and his colleagues demonstrated how this results in item difficulty
on such verbal intelligence tests being related to race in an unexpected
manner; that is, they found, as did others (e.g.,, Scherbaum & Goldstein,
2008), that the easier the test question, the greater the black-white differ-
ence. They explained this nonintuitive finding by stating that more dif-
ficult items require more precision of language and thus are not easily
interpreted in different ways by different cultures, while easier items have
looser precision with regard to language, thus opening them up to differ-
ent cultural translation. Such unexpected findings require more research
to gain a clearer understanding of the phenomenon.

The work of Sternberg (1981) on nonentrenched tasks represents another
approach to understanding determinants of racial differences on tests of
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intelligence. Sternberg defined nonentrenched tasks as those test items that
require a test taker to solve problems in an atypical manner to which they
are not accustomed. Thus, these novel problems did not allow test takers to
rely on prior experience or knowledge of how to solve the problem. Because
there may be racial differences in this prior experience or knowledge,
Sternberg posited that fewer racial differences would be observed when
using nonentrenched tasks to measure intelligence. Results from his study
provided support for this hypothesis and led Sternberg to state that intel-
ligence is best understood using novel and unentrenched tasks.

Thus, while these types of findings from the current intelligence liter-
ature called into question the veracity of the Spearman hypothesis and
showed the promise of designing tests of intelligence that do not demon-
strate racial differences (Naglieri, 2005; Ortiz & Ochoa, 2005; Sternberg,
2006), the psychometric perspective dwells on quoting the failure of dated
attempts to build such tests (e.g., the so-called BITCH or Black Intelligence
Test of Cultural Homogeneity developed by Williams [1975]) and stand
by the notion that it absolutely cannot be done (e.g., Jensen, 2000). What is
important for the field of I/O psychology and personnel selection to know
is that the intelligence literature continues to develop on this topic, and
attempts to build intelligence tests of high validity and low racial differ-
ences are currently ongoing. Perhaps some of the best work in this area
is being done in the area of education and clinical psychology, for which
it is paramount to assess culturally and linguistically diverse individuals
accurately so that one can properly assist these individuals in learning
or in obtaining appropriate clinical treatment. Such fields may feel more
urgency from an ethical standpoint to assess such individuals accurately
and thus, in good conscience, cannot as easily ignore false negatives in
the manner that seems to be perceived as more acceptable in personnel
selection. If we did not do this in personnel selection, we might actually
look at the results of common intelligence tests that label approximately
one of every six minorities (e.g., blacks, Hispanics) as mentally disabled
and realize given the ludicrous nature of these results that the tests are not
accurate for such groups (Mackintosh, 1998).

For the purposes of educational and clinical assessment, Ortiz and
Ochoa (2005) made a case for assessing tests based on various dimen-
sions to determine if they are appropriate for the target population. On a
two-dimensional grid, they assessed the degree of linguistic demand by
the degree of cultural loading. They demonstrated how this can be done
by placing subtests of the WISC onto this grid. Given the discussion
regarding the possible causes of racial differences in intelligence test
scores, it may be useful to add other dimensions to the grid, such as the
extent to which the tasks of the test are familiar (i.e., entrenched). This
type of approach for identifying appropriate tests of intelligence could
be used in personnel selection. As noted, it is important to consider this
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even from a psychometric perspective because should there be cultural,
linguistic, or task familiarity differences across test takers, in many ways
this violates the psychometric rule that test takers are similarly situated
(i.e., that test takers see the test in the same way) and thus threatens
the validity of the tests for certain groups. In other words, without tak-
ing into account what is a proper test for a given group, we will not
accurately assess the intelligence of these groups. While 1/O psychol-
ogy and personnel selection do not typically seem overly concerned
with false negatives, this may not be the case when the false negatives
are unequally distributed across racial groups. As those who work in
personnel selection know, such a finding could involve adverse impact
against protected groups, which is unlawful according to the Uniform
Guidelines on Employee Selection Procedures (Equal Employment
Opportunity Commission, Civil Service Commission, Department of
Labor, & Department of Justice, 1978).

In summary, a case can be made that the racial differences observed
on intelligence tests are not inherent in the construct as argued by the
psychometric perspective (i.e., Spearman hypothesis) but instead are pro-
duced by aspects of the measures of the construct. In some ways, this can
be observed in the fact that the size of racial differences observed varies
depending on which measures of intelligence are used. For instance, in a
review of race differences for most of the major established intelligence
tests (e.g., Stanford-Binet Intelligence Scale, Fourth Edition; WISC-III) con-
ducted initially by Wasserman and Becker (2000) and later updated and
expanded by Naglieri (2005), differences between mean scores for blacks
and whites varied considerably, ranging from 0.25- to 0.75-SD difference.
Interestingly, not only do these tests fluctuate widely in the size of the
black-white difference observed but also they all fall below the 1-SD dif-
ference typically referred to by the psychometric approach (Herrnstein
& Murray, 1994; Hunter & Hunter, 1984; Jensen, 1980). The psychometric
perspective would argue that the fluctuation just reflects how well the
measure taps intelligence, with the instruments exhibiting larger racial
differences better measures of the construct. However, the opposite could
be true. That is, an alternative explanation is that those instruments exhib-
iting larger differences are not better instruments but instead instruments
that are less construct valid. In other words, measures of intelligence that
produce larger racial differences could be more deficient or contaminated
by factors such as those described here (e.g., culture/linguistic load) or
others (e.g., stereotype threat, testwiseness). Thus, the racial differences
for intelligence could be reflective of construct validity problems in the
measure rather than inherent in the construct itself. If this is the case, it
would certainly be possible to attempt to design construct-valid tests of
intelligence that have reduced racial differences.
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New Directions: Building Valid Intelligence
Tests With Reduced Racial Differences

The tautology of the psychometric perspective on intelligence generally
states that a general factor of intelligence exists that underlies all intellec-
tual activity, that it is singular in nature, that it is the most important pre-
dictor of job performance outcomes, and that whites possess significantly
more of it than certain minorities (e.g., blacks, Hispanics). Despite the fact
that the psychometric perspective represents only one of the numerous
approaches that exist regarding intelligence, many within the field of I/O
psychology and practice of personnel selection have seemingly embraced
it and accepted its assumptions as fundamental truths. Arguably, this has
been greatly encouraged by many proponents of the psychometric per-
spective who vehemently present its tenets in an uncompromising case-
closed manner (e.g., Jensen, 2000).

For reasons presented (e.g., Fagan & Holland, 2007; Helms-Lorenz et al.,
2003; Sternberg, 1981), many researchers do not agree with the conclusions
of the psychometric perspective and therefore have undertaken efforts to
develop valid tests of intelligence with reduced racial differences. In gen-
eral, what has been found is that “more process-oriented tests, and those
containing more novel stimuli and communicative requirements, tend
to yield less discriminatory estimates of functioning or ability” (Ortiz &
Ochoa, 2005, p. 243). As Sternberg (1981) demonstrated, tests that limit task
familiarity by using novel nonentrenched stimuli tend to show reduced
racial differences. Research by others showed how controlling for cultural
and linguistic factors could also reduce the racial differences observed
(e.g., Fagan & Holland, 2002, 2007; Helms-Lorenz et al., 2003; Ortiz &
Ochoa, 2005). The case has also been made that more theoretically based
tests such as those that focus on measuring key factors of intelligence (e.g.,
fluid reasoning, general memory and learning) as delineated by the factor
analytic work of Carroll (1993) could demonstrate lower racial differences
(as well as greater validity). The thinking is that tests developed based
on sound theory could result in reducing deficiency- and contamination-
related factors that might contribute to the racial differences observed. In
fact, Wasserman and Becker (2000) reported racial differences below the
1 SD typically reported for some mainstream tests (e.g., black-white SD
differences for the Woodcock-Johnson III (W] III), Stanford-Binet 5 (SB5),
WISC-IV ranged from 0.54 to 0.73) that have been revised to better fit the
dimensions of Carroll’s theoretical framework. In addition, even the way
one defines intelligence could have an impact on the extent to which racial
differences emerge, such as the reduction reported when defining intel-
ligence as processing (Fagan, 2000) or as adaptability (Mackintosh, 1998).
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Approaches from other perspectives on intelligence have also shown
promise in terms of creating valid tests of intelligence with reduced sub-
group differences. For example, the Cognitive Assessment System (CAS)
was recently developed from the cognitive perspective of psychology. The
CAS was designed based on the PASS theory, which is a cognitive model
of intelligence created by Naglieri and Das (1997). They conceptualized
the key processes of intelligence using the neuropsychological research
of Luria (1980, 1982) as a foundation. The cognitive processes emphasized
by the model focus on performance and delineate four main factors as
the cognitive building blocks of human intellectual functioning (Naglieri,
2005). For a more in-depth description of this theoretical model, refer to
the works by Naglieri and Das (1997, 2005) and Naglieri (2005).

The CAS is an individually administered test designed for children
and adolescents; it consists of 12 subtests organized into the four scales
that represent the planning, attention, simultaneous, and successive
dimensions of the model. A number of the subtests focus on having test
takers make decisions when facing novel tasks, and other subtests aim at
measuring very specific cognitive functions, such as closely examining
the features of stimuli and making decisions based on what is observed,
performing tasks involving speech, and using memory when examin-
ing various geometric objects. A key distinction of the CAS compared
to traditional tests is that it does not contain the typical verbal subtest.
It instead uses a number of novel tasks to focus on specific cognitive
functions, such as decision making, attention, memory, and processing
of information.

While research on the CAS is still in the beginning stages, results thus
far have shown predictive validity for achievement in school settings that
is similar to traditional tests of intelligence (Naglieri, 2005). In addition,
the CAS shows much lower racial differences than found with other tradi-
tional tests of intelligence. For instance, Naglieri (2005) reported a black—
white difference of only 0.26 SD. Thus, the CAS shows solid initial promise
as an alternative test of intelligence. While it may not currently be appro-
priate for personnel selection because it is for children and adolescents,
its structure and design could possibly be leveraged to create tests that
are appropriate for a work setting. In particular, tests could be designed
that more specifically target the dimensions of intelligence pinpointed by
cognitive theory. Similar to the CAS, such tests may show strong validity
and reduced racial differences.

With regard to high-stakes testing, a high-profile initiative for develop-
ing intelligence tests with increased validity and reduced racial differences
is Sternberg’s Rainbow Project. Sternberg (2006) is currently in the middle
of a large-scale project with the College Board focused on designing addi-
tional tests of intelligence to augment the Scholastic Aptitude Test (SAT).
He noted that while the current SAT predicts academic performance in
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college, there is room for improvement in terms of the variance explained.
Sternberg uses his triarchic theory of successful intelligence as a guide
for designing supplementary assessments of analytical, practical, and
creative thinking. This supplemental battery requires test takers to (a)
address familiar types of problems by making abstract judgments (i.e.,
analytical); (b) apply practical ideas in a real-world context (i.e., practical);
and (c) handle problems in a creative manner that are novel in nature
(i.e, creative). In particular, the creative intelligence tests focus on han-
dling novel unentrenched stimuli and situations, a format that Sternberg
(1981) previously showed would reduce racial differences. The tests also
make use of a number of novel methodologies and formats when it comes
to both stimuli and response (e.g., video-based stimuli, oral responses
recorded by computer). These new tests sharply contrast with the current
format of the SAT, which is more traditional in nature.

Research has been conducted on these various subtests across a wide
range of demographics, and the data have been collected across a diverse
set of universities to enhance the generalizability of the results. While
only initial phases of this large-scale project have been completed, the
data thus far support construct validity according to the triarchic model of
the newly designed measures of intelligence. In addition, Sternberg (2006)
reported that the new measures “enhanced predictive validity for college
GPA relative to high school grade point average (GPA) and the SAT and
also reduced ethnic group differences” (p. 321). In summary, the types of
measures designed for the Rainbow Project show promise in academic
settings and should encourage those who would attempt to design similar
measures for personnel selection.

In terms of personnel selection, the Siena Reasoning Test (SRT) represents
a new test of general cognitive ability that could potentially show strong
validity while reducing racial differences (Yusko & Goldstein, 2008a). The
SRT was designed based on the findings of Fagan and his associates (Fagan,
2000; Fagan & Holland, 2002, 2007) regarding limiting previous exposure
of test takers to test stimuli as well as the work of Sternberg (1981, 2006)
that focused on using tasks that were novel and unfamiliar to test takers.
The SRT specifically aimed at having test takers process information in
novel ways in which they could not rely on past experience and knowl-
edge. Items were designed with reduced verbal/linguistic requirements by
using nonsense words as well as graphical figures. The test items focused
on having test takers perform basic functions of intelligence, including
processing and manipulating information, drawing inferences, reasoning,
making decisions, and integrating knowledge. The test was designed to be
group administered and relatively brief (approximately 25 to 30 minutes in
length) to enhance the utility of the device for a work setting.

Initial research with the device in real-world settings again painted a
promising picture of what may be achieved when designing intelligence
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tests (Ferreter, Goldstein, Scherbaum, Yusko, & Jun, 2008; Yusko &
Goldstein, 2008b). Across six studies conducted thus far, the SRT yielded
significant uncorrected correlations with performance that ranged from
0.27 to 0.49. These studies were conducted across diverse positions that
included entry-level firefighter, deputy sheriff/corrections officer, produc-
tion operator, and academic student. These studies were a mixture of con-
current and predictive designs and involved a range of different criteria,
including both on-the-job performance and learning criteria such as train-
ing academy grades and school grade point average. For each study, a tra-
ditional cognitive test of varying type (e.g., Wonderlic; written mechanical
ability test, reading comprehension test) was also administered for com-
parison purposes. In general, the SRT performed equal to or better than
such tests in terms of predictive validity. In terms of racial differences,
the SRT consistently outperformed these standardized tests, yielding, for
example, black-white mean differences that ranged from approximately
0.00 to 040 SDs. These initial findings provided further support for the
concept that tests of intelligence can be developed that are valid and show
reduced racial differences.

Conclusion

In examining the current state of intelligence testing in personnel selec-
tion, the field seems to be standing still. A review of the evolving lit-
erature revealed intelligence to be an extremely complex construct that
involves multifaceted and intricate issues that are concurrently being
examined in a host of fields and disciplines (e.g., cognitive science, neu-
rology, sociology, psychology). Thus, there is an exciting and dynamic
exploration of the notion of intelligence happening in science that is not
reflected in the static perspective embraced by the field of 1/O psychol-
ogy or displayed in the practice of personnel selection. We have made the
case in this chapter that this is generally a result of the impact of the psy-
chometric perspective of intelligence that many in our field have strongly
embraced. Given the expected outcomes according to this psychometric
perspective of high validity but also large-scale racial differences, the
field of I/O psychology has apparently shifted to pursuing alternative
predictors (e.g., structured interview, work samples) or means of imple-
mentation (e.g., cut scores, banding) rather than engaging in cutting-edge
research on the topic of intelligence and personnel selection. However,
while we have remained stagnant, the field of intelligence has continued
to evolve theoretically and conduct empirical research on central issues
involving the nature of the construct, the measurement of the construct,
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the predictive capabilities of the construct, and the racial differences
reflected in the construct. We believe that it is time for the field of I/O
psychology to revisit intelligence, update and reacquaint itself with the
current state of the field on this important construct, and reengage in
conducting research on the possible role of modern conceptualizations
of intelligence in personnel selection.
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How a Broader Definition of the
Criterion Domain Changes Our
Thinking About Adverse Impact

Kevin R. Murphy

Introduction

Members of several demographic groups receive systematically differ-
ent scores on many of the tests and other assessments used to make
high-stakes decisions, such as admission to college or graduate school
or selection into a job or an organization. Research on the impact of
such tests on the opportunities of members of lower-scoring groups has
focused for several reasons largely on standardized tests of cognitive
ability. First, these tests are widely recognized as valid predictors of per-
formance in an extraordinarily wide range of settings (Gottfredson, 1986,
1988; Hartigan & Wigdor, 1989; Jensen, 1980; Neisser et al., 1996; Ree &
Earles, 1991, 1992; Ree, Earles, & Teachout, 1994; Schmidt & Hunter, 1981,
1999) and are often among the best-available predictors when considered
in terms of the trade-off between their cost and their predictive validity.
As a result, there is often a strong argument for using these tests as an
important part of making decisions about applicants. On the other hand,
the use of these tests will result in substantial adverse impact against
members of lower-scoring groups (Gottfredson, 1986, Herrnstein &
Murray, 1994; Jensen, 1980; Scarr, 1981). For example, because of the rela-
tively large differences in the mean scores obtained by white, Hispanic,
and black examinees on standardized tests of cognitive ability, the use
of these tests in contexts for which there are a large number of applicants
for a small number of positions (e.g., medical school) will virtually elim-
inate black and Hispanic applicants from consideration. The continued
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use of these tests in academic admissions and personnel selection is
almost certain to contribute to the racial and ethnic segregation of many
jobs and institutions.

The adverse impact of cognitive tests is particularly egregious because
test score differences are known to be substantially larger than differ-
ences in job performance, academic achievement, and other criteria typi-
cally used to evaluate the success of selection decisions. For example,
black-white differences in mean test scores are typically two to three
times as large as differences in job performance (Hattrup, Rock, &
Scalia, 1997, Murphy, 2002; Roth, Huffcutt, & Bobko, 2003; Waldman
& Avolio, 1991). In other words, these tests not only have an adverse
impact on the opportunities open to members of lower-scoring groups,
they also have a disproportionately adverse effect on black and Hispanic
applicants. The use of these tests tends to screen out many more black
and Hispanic applicants than would be screened out if there were better
predictors of performance available (however, there often are no reason-
able alternatives).

Suppose a battery of tests was developed that perfectly predicted per-
formance in school or on the job. The use of such a test battery as a means
of making selection decisions would result in reduced selection rates
for black and Hispanic applicants relative to their representation in the
applicant population, but these differences in selection outcomes might
arguably be justified on the basis of real differences in job performance,
academic achievement, and so on. The use of cognitive tests in selection
results in a much more substantial culling of minority applicants than
can be justified on the basis of differences in the performance of black,
Hispanic, and white applicants. Because of the widespread use of cogni-
tive tests and because of the frequent lack of reasonable alternatives to
these tests, it is unlikely that adverse impact in personnel selection will
disappear in the foreseeable future. It is therefore critically important to
understand the dynamics of adverse impact personnel selection.

This chapter makes the case for a multivariate model of the relation-
ships between test scores and the broad range of criteria organizations
care about. Virtually every study of adverse impact has treated it as a uni-
variate problem in which the only real basis for describing the validity
of tests is in terms of each test’s correlation with overall job performance.
This perspective is limiting in a number of ways, but most fundamentally,
it is limiting because it treats adverse impact as an afterthought or as an
unfortunate consequence of the organization’s attempt to attain a single
goal of maximizing job performance. If we think more broadly and more
realistically about the criteria organizations are interested in satisfying
when making hiring decisions, we are likely to come to quite different
conclusions about adverse impact and about methods of dealing with the
adverse impact of selection tests.



A Broader Definition of the Criterion Domain Changes Our Thinking 139

The Need for a Broader Approach to the Criterion Domain

There is substantial research literature dealing with methods for reduc-
ing the adverse impact of cognitive ability tests (Sackett & Ellingson,
1997; Sackett & Wilk, 1994). These studies have made a number of worth-
while contributions, but their potential contribution to understanding the
dynamics of adverse impact and the methods that might be used to reduce
adverse impact is substantially limited by the reliance on univariate mod-
els for addressing what is fundamentally a multivariate problem. Most
real-world selection decisions are influenced by a number of tests and
assessments. Thus, college admissions decisions not only are influenced
by scores on standardized tests, such as the SAT (Scholastic Aptitude Test)
but also are affected by high school grades, the type of courses taken in
high school, outside activities, and so on. Similarly, test scores affect deci-
sions made about job applicants, but these decisions are also affected by
interviews, background and qualifications, and more. More to the point,
the evaluation of the success or failure of any particular system for making
high-stakes decisions about individuals often requires the consideration
of several different criteria. Our current models for evaluating adverse
impact simply do not reflect the complexity of the phenomenon.

In this chapter, I argue that univariate models typically used to assess
the validity, utility, and impact of psychological tests often lead to results
that are either incomplete or misleading. Virtually all important decisions
that are made about applicants can and should be evaluated in terms of
several different criteria, and models that are based on any single criterion
variable, considered in isolation, will not allow us to develop complete
understanding of the impact of tests, or of strategies designed to reduce
the adverse impact of tests, on the range of criteria that define the success
or failure of a selection system.

Ialso argue that univariate models for thinking about validity lead to an
unfortunate and indeed mistaken tendency to treat adverse impact as an
afterthought. That is, most selection research starts with the goal of devel-
oping a valid selection system (in which valid is defined in terms of suc-
cess in predicting performance). Once the system is designed and adverse
impact is detected, there might or might not be some programmatic efforts
to reduce adverse impact, but the likelihood of creating adverse impact is
rarely thought of as an integral part of the criterion domain. If organiza-
tions truly care about reducing adverse impact, this aspect of tests should
be considered as part of an overall evaluation of their value and validity.

Virtually all existing studies and models of adverse impact in personnel
selection start with the assumptions that (1) the goal of personnel selection
is to maximize the job performance of those selected, (2) job performance
can be treated as a unidimensional variable that is measured reasonably
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well (albeit with some amount of random measurement error), and (3) it
is therefore reasonable to analyze selection systems and the consequences
of various interventions designed to reduce adverse impact in terms of
univariate models (e.g., evaluating the bivariate correlation between test
scores and performance measures, the changes in predicted performance
levels as selection policies change) or in terms of models that include mul-
tiple predictors and a univariate criterion (e.g., evaluating the multiple
correlation between a weighted selection battery and some performance
measure). There are good questions regarding all three assumptions.

Organizations Pursue Multiple Goals

First, the assumption that the one and only goal of a personnel selec-
tion system is to maximize expected performance of the set of applicants
selected is rarely if ever true. Organizations are indeed interested in
maximizing performance or effectiveness, but they often must consider a
broader set of goals and metrics in determining whether a selection sys-
tem is successful. For example, organizations might value both selecting a
group of applicants who are likely to perform well and selecting a group
of applicants who broadly reflect the diverse nature of the communities in
which the organization exists. They might value a wide range of related
goals, including building a more positive image in the community and
among potential customers, avoiding lawsuits, hiring employees who are
least likely to engage in counterproductive behaviors, and more.

If organizations pursue multiple goals, a system for evaluating the suc-
cess of personnel selection, or the effects of different adjustments to selec-
tion system (e.g., changes in the composition or use of a test battery to
reduce adverse impact), must also be evaluated with reference to multiple
criteria for success. It is very possible that the selection battery that maxi-
mizes expected job performance is not the best battery for maximizing the
entire set of goals pursued by the organization.

Adverse impact has traditionally been treated as an unfortunate but
unavoidable effect of the decision to maximize predicted job perfor-
mance. It is not. Adverse impact is one of several aspects of a selec-
tion system that should be part of the overall evaluation of that system.
Adverse impact is bad for organizations; it can lead not only to substan-
tial legal costs but also to opportunity costs (e.g., failing to hire individu-
als who could contribute to the organization). Adverse impact is bad for
job applicants, at least for those in lower-scoring groups. Adverse impact
is bad for communities because it leads to a disproportionate tendency
to deny employment opportunities to members of several racial and eth-
nic minority groups. Organizations may place more value on outcomes
of performance (e.g, maximizing task performance) than on reducing
adverse impact, but it is hard to imagine any organization that would,
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if properly informed, be indifferent to the possibility that their selection
system will have adverse impact. It is therefore useful to include adverse
impact in the criterion domain organizations are hoping to affect with
their choice of selection methods.

Performance Is Multidimensional

Several studies have examined the dimension of job performance (e.g,
Campbell, 1990; Campbell, McCloy, Oppler, & Sager, 1993; Conway, 1996;
Murphy, 1989), and there is considerable consensus that the domain of
job performance can be broken down into at least two broad categories:
(@) individual task performance and (b) behaviors that create and main-
tain the social and organizational context that allows others to carry out
their individual tasks. Individual task performance involves learning the
task and the context in which it is performed as well as being able to and
motivated to perform the task when it is needed. Many validity studies
appear to equate individual task performance with overall job perfor-
mance (Hunter, 1986; Murphy, 1989, 1996).

In addition to the specific tasks that are included in most job descrip-
tions, the domain of job performance includes a wide range of behaviors,
such as teamwork, customer service, and organizational citizenship, that
are not always necessary to accomplish the specific tasks in an individu-
al’s job but are necessary for the smooth functioning of teams and organi-
zations (Borman & Motowidlo, 1993; Brief & Motowidlo, 1986; Campbell,
1990; Campbell et al, 1993; J. E. Edwards & Morrison, 1994; McIntyre
& Salas, 1995; Murphy, 1989; Organ, 1988; Smith, Organ, & Near, 1983).
Labels such as “contextual performance,” “organizational citizenship,”
and “prosocial behaviors” have been applied to this facet of the perfor-
mance domain, and while these three terms are not interchangeable,
they all capture aspects of effective job performance that are not always
directly linked to accomplishing specific individual tasks.

Individual task performance and contextual performance are not likely to
be orthogonal, but there are good reasons to believe that these two aspects
of job performance are not highly correlated, and that they may have both
different antecedents and different consequences (Murphy & Shiarella,
1997). As a result, validity studies that use “overall performance” as the
principal criterion measure might do a poor job of capturing the complex
process by which individual differences in abilities, personality, interests,
and so on are translated into good or poor performance on the job.

Although assessments of job performance usually reflect both individ-
ual task performance and contextual performance, it is unlikely that the
precise mix of these two facets is the same in all settings. Some organiza-
tional or national cultures may lead to more emphasis on individual task
performance, whereas others may more strongly emphasize contextual
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performance. Thus, even if job descriptions, technologies, organizational
structures, and so on are identical, the definition of what “performance”
actually means in a particular job could vary substantially across organi-
zations or across settings. If one organization defines good performance
in terms of a very individualistic definition and another pays more atten-
tion to group-oriented contextual performance, the antecedents of perfor-
mance and the consequences of various interventions aimed at increasing
performance may vary substantially across organizations (Murphy &
Shiarella, 1997).

Univariate Models Misrepresent Selection Systems

If the success or failure of a selection system is defined in terms of mul-
tiple criteria, it follows that multivariate models are needed to evaluate
fully the validity of that system or the effects of different interventions
designed to reduce adverse impact. Murphy and Shiarella (1997) presented
a multivariate model for evaluating the validity and utility of selection
tests; this model allows researchers and practitioners to assess the validity
of selection tests and the effects of selection strategies on multiple crite-
ria that might be of interest to organizations. These authors considered
the use of test batteries that included both cognitive ability and personal-
ity measures and evaluated the validity of these batteries for a composite
performance criterion that was made up of a weighted combination of
individual task performance and contextual performance. Their analysis
showed that very different conclusions about validity would be reached,
depending on (a) the weight given to cognitive ability versus personality
in the test battery, (b) the weight given to individual task performance
versus contextual performance in defining the overall performance con-
struct, and (c) the compatibility between the definition of a high-scoring
applicant (i.e., the relative weight given to ability vs. personality) and the
definition of good performance (i.e., the relative weight given to individual
task performance vs. contextual performance). In other words, the success
of a selection test battery as a predictor of future performance depends on
how the battery is assembled (i.e., what sorts of tests are included and how
much weight is given to each one) and how performance is defined (i.e.,
how much weight is given to each of the facets of performance).

Suppose decision makers in an organization identify two criteria for
defining the success of a selection system: (1) it should do the best job pos-
sible identifying individuals who are likely to perform well on the job, and
(2) it should lead to the selection of a workforce that, to the greatest extent
possible, reflects the demographic composition of the applicant pool or
the surrounding community. Several articles have examined the question
of developing selection systems that are evaluated in terms of both their
predictive validity and their level of adverse impact (De Corte, Lievens,
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& Sackett, 2006; Schmitt, Rogers, Chan, Sheppard, & Jennings, 1997), but
none of these models presents a clear method for evaluating the trade-
off between these two criteria. Murphy (2002) suggested that the multiat-
tribute utility assessment methods (Edwards & Newman, 1982) might be
applied to evaluate the effects of different selection systems on multiple
criteria but did not provide a concrete example of exactly how this could
be done. The purpose of this chapter is to identify a general approach
for evaluating the success of personnel selection systems when success is
defined in terms of multiple dimensions that might be orthogonal or even
negatively correlated and to use this model to evaluate the effects of vari-
ous interventions aimed at reducing adverse impact.

A General Multivariate Approach for
Evaluating Selection Systems

Murphy and Shiarella (1997) developed a multivariate validation model
that can be applied to a wide range of situations in which the criterion
for the success of a selection system is not limited to measures of job per-
formance but rather might include a mix of dimensions that reflect both
performance dimensions and social outcomes of selection. This approach
provides an integrated system for determining the effects of various deci-
sions made in the design and administration of a selection system (e.g.,
how many tests and what kinds, how should tests be weighted) on the
overall success of a selection system.

Multivariate validity models start by noting that when multiple pre-
dictors are used to make selection decision and there are multiple crite-
rion dimensions, the overall score on this selection test battery SB can
be defined as a weighted linear combination of scores on each of several
selection tests, and the overall score on a criterion composite CC can be
similarly defined as a weighted linear combination of scores on several
aspects of performance, social outcomes of tests, and so on. It is also pos-
sible to develop multivariate models in which multiple-hurdle methods
are used and in which the “score” an individual receives is a function
of the number of hurdles he or she passes, but in the present chapter, I
limit my analyses to compensatory selection systems in which the scores
on each of the tests in a battery are part of the overall score received by
each applicant.

The validity of the selection battery can then be expressed as the corre-
lation between SB and CC. The main challenges in operationalizing this
model involve scaling the predictors and the criteria in such a way that
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meaningful composites can be formed and in determining the weights
that should be applied to each of the aspects of the criterion domain.

As will be discussed here, organizational decision makers may face
some daunting challenges in defining the relative weight they give to dif-
ferent criteria in defining the success of a selection system. In laying out
a multivariate model for evaluating the relationship between scores on
various selection composites and a composite criterion that reflects a com-
bination of these multiple-criterion facets, I will assume that these deci-
sions can be made, and that the weights assigned to each of the criterion
dimensions can be specified. I return to a discussion of how these weights
might be determined.

This multivariate validity model can be used to answer two key ques-
tions: What is the validity of any particular test battery for predicting this
composite success criterion? What is the optimal test battery for predict-
ing this same composite criterion? In answering these questions, we can
use well-known matrix equations for the correlations between composites
(Nunnally, 1978). Following Murphy and Shiarella (1997), let

nx = number of tests in a selection battery
ny = number of criterion dimensions
N = number of applicants

w, =1 x ny vector of weights that reflect the relative importance of
each of these dimensions in defining the overall success of a selec-
tion system

Y = N x ny matrix of measures of ny specific criterion facets for each
of N applicants

w, =1 x nx vector of weights that reflect the relative weight assigned
to each test in the selection battery

X = N x nx matrix of scores on nx selection tests for each of N
applicants

We can define the criterion composite CC and the composite score on
the selection battery SB as

CC= wa
and
SB =w,X

In other words, the criterion composite CC is formed by multiplying the
individual’s score on each facet of the criterion domain by a weight that
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reflects its relative importance. Similarly, the score on the selection test
battery SB is formed by multiplying the individual’s score on each test by
a weight that reflects its relative importance.

Next, define the following:

Cx = variance-covariance matrix (nx x nx) among the X variables
(i.e., selection tests)

Cy = variance-covariance matrix (ny x ny) among the Y variables (i.e.,
criterion dimensions)

Cxy = nx x ny matrix of covariances between X variables and Y
variables

The covariance between the two composites and the variance of each is
given by

Covepec = w,Cyywf (N

The variance of each composite is given by

Varg = w,C,wy,  (Varggis the variance of SB) (5.2
Varqe = w,C,w}  (Varcc is the variance of CC) (5.3)

which means that the correlation between a selection composite and a
performance composite is given by

tsp,cc = Covep o / (\/ Varg *+//Varec ) (54)

An equivalent formulation that does not use matrix algebra starts with
the correlations among all X and Y variables. Compute

a = X(wx;?) + 2 * XX ((wx; * wx;) * Correlation between x; and x;) ~ (5.5)
b = X(wy;?) + 2 * XX ((wy; * wy;) * Correlation between y;and y;) (5.6
¢ = ZX((wy; * wy;) * Correlation between x; and y;) (5.7)

Here, single summation X designates summing the squared weights
in X or Y, while double summation X% indicates summing products of
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weights of variables i and j multiplied by the correlations between the two
variables, taken over all pairs of variables.

The correlation between a selection composite and a criterion composite
is given by

Togcc =C/ (\/g * \/B) (5.8

Formulas 5.4 and 5.8 are equivalent.
Sturman and Judge (1995) noted that once w is defined, it is possible to
solve for the optimal w, using a matrix equation that is equivalent to

Optimal w, = (Rx 'R, w, )/ \Jw}R,,w, (5.9)

where Rx, Ry, and Rxy represent the matrices of correlations among the
variables in X, the variables in Y, and the correlations between variables
in X and variables in Y, respectively. This optimal w, represents the set
of weights that can be applied to test scores to maximize the correlation
between the selection test battery SB and the criterion composite CC.

Applying the Multivariate Model

To illustrate the application of this model for evaluating validity, con-
sider an organization that used both cognitive ability tests and person-
ality inventories that measure conscientiousness to predict performance
in an organization. The organization values both task performance and
contextual performance and values selecting applicants who most closely
reflect the distribution of white and black applicants in the applicant pool.
Application of the multivariate model described here requires an estimate
of the relationships among ability, personality, performance, and adverse
impact. A number of recent studies and meta-analyses (De Corte et al,
2006; Murphy & Shiarella, 1997; Bobko, Roth, & Potosky, 1999) provided
a good basis for estimating all of the relationships in question. Table 5.1
presents estimates of the correlations among the predictor and criterion
dimensions relevant to this organization.

A traditional, univariate validation study would probably concentrate
on task performance as the primary criterion, which would suggest that
cognitive ability is the obvious choice as a predictor or perhaps would
note that somewhat different conclusions might be reached depending on
whether the criterion was task performance or contextual performance. A
slightly more sophisticated study might combine task performance and
contextual performance into a composite variable, giving equal weights
to both facets of performance. The validity of cognitive ability and
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TABLE 5.1

Estimated Correlations Among Predictor Tests and
Criterion Dimensions

1 2 3 4 5
Cognitive ability
Conscientiousness 0.10
Task performance 0.50 0.30
Contextual performance 020 035 0.20
Adverse impact 0.45 0.05 025 0.10

conscientiousness measures for predicting this unit-weighted composite
would be approximately 0.45 and 0.19, respectively.!

Murphy and Shiarella (1997) noted that the validity of different selec-
tion test batteries would depend on the relative weight of task perfor-
mance and contextual performance in defining the meaning of overall
performance in an organization. Table 5.2 shows the estimated univariate
validities and the estimated battery validity for a unit-weighted selection
test battery in four different organizations that define performance in
different ways. This table suggests several interesting conclusions. First,
the validity of the same tests or of the same test battery is not likely to be
the same across organizations. It is important that this variation in valid-
ities is not the same thing as “situational specificity” as defined in the
validity generalization literature. That is, variation in the validity of this
test battery is not the result of random error. Rather, Table 5.2 suggests
that the organization’s definition of performance is a systematic modera-
tor of the validity of these tests and of this test battery. Organizations
that define performance in different ways will and should reach different
conclusions about the validity of particular selection tests and test bat-
teries. As a result, the conclusions an organization reaches about which
test is most useful might depend on exactly how performance is defined.
Organizations that define performance in context-heavy terms might
find a measure of conscientiousness more useful than a measure of cog-
nitive ability.

TABLE 5.2
Estimated Validities as a Function of the Definition o