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Exploring Macroeconomics, 5th Edition, was written to not only be a 
student-friendly textbook, but one that was relevant, one that focused 

on those few principles and applications that demonstrate the enormous 
breadth of economics to everyday life. This text is lively, motivating, and 
exciting, and it helps students relate economics to their world.

The Section-by-Section Approach

Many students are not lacking in ability, but rather are lacking a strategy. Information 
needs to be moved from short-term memory to long-term memory and then retrieved. 

Learning theory provides several methods for helping students do this.
Exploring Macroeconomics uses a section-by-section approach in its presentation of 

economic ideas. Information is presented in small, self-contained sections rather than in 
large blocks of text. Learning theorists call this chunking. That is, more information can be 
stored in the working memory as a result of learning in smaller blocks of information. Also, 
by using shorter bite-sized pieces, students are not only more likely to read the material 
but also more likely to reread it, leading to better comprehension and test results. Learning 
theorists call this rehearsal.

Unlike standard textbook construction, this approach is distinctly more compatible 
with the modern communication style with which most students are familiar and comfort-
able: short, intense, and exciting bursts of information. Rather than being distracted and 
discouraged by the seeming enormity of the task before them, students are more likely 
to work through a short, self-contained section before getting up from their desks. More 
importantly, instructors benefit from having a student population that has actually read 
the textbook and prepared for class!

In executing the section-by-section approach in Exploring Macroeconomics, every 
effort has been made to take the intimidation out of economics. The idea of sticking to the 
basics and reinforcing student mastery, concept by concept, has been done with the student 
in mind. But students aren’t the only ones to benefit from this approach. The section-by-
section presentation allows instructors greater flexibility in planning their courses.

Exploring Macroeconomics was created with flexibility in mind in order to accommo-
date a variety of teaching styles. Many of the chapters are self-contained, allowing instruc-
tors to customize their course. For example, in Part 3, the theory of the firm chapters can 
be presented in any order. The theory of the firm chapters are introduced in the textbook 
from the most competitive market structure (perfect competition) to the least competitive 
market structure (monopoly). After all, almost all firms face a downward-sloping demand 
curve, not just monopolists. However, instructors who prefer can teach monopoly imme-
diately following perfect competition because each chapter is self-contained. And for those 
who do not have sufficient time to cover the Aggregate expenditure model, the Fiscal Policy 
chapter has an extensive section on the multiplier.
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Each chapter is comprised of approximately six to ten short sections. These sections 
are self-contained learning units, typically presented in three to six pages that include these 
helpful learning features:

M Key Questions. Each section begins with a list of questions that highlight the primary 
ideas that students should learn from the material. These questions are intended to 
serve as a preview and to pique interest in the material to come. They also serve as 
landmarks: if students can answer these questions after reading the material, they 
have prepared well.

Economics—A Word 
with Many Different Meanings

Some individuals think economics involves the 
study of the stock market and corporate finance, 

and it does—in part. Others think that economics is 
concerned with the wise use of money and other mat-
ters of personal finance, and it is—in part. Still others 
think that economics involves forecasting or predict-
ing what business conditions will be in the future, 
and again, it does—in part. The word economics is, 
after all, derived from the Greek Oeconomicus, which 
referred to the management of household affairs.

Precisely defined, economics is the study of the choic-
es we make among our many wants and desires given 
our limited  resources. What are resources? Resources 
are inputs—land, human effort and skills, and machines 
and factories, for instance—used to produce goods 
and services. The problem is that our unlimited wants 
exceed our limited resources, a fact that we call scarcity. 
Scarcity forces us to decide how best to use our limited 
resources. This is the economic problem: Scarcity forces 

Economics: A Brief Introduction
S E C T I O N

1.1
n What is economics?

n What is scarcity?

The front pages of our daily newspapers are filled 
with articles related to economics—either directly 
or indirectly. News headlines may cover topics such 
as unemployment, deficits, financial markets, health 
care, social security, energy issues, war, global 
 warming, and so on.
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Chapter 1  The Role and Method of Economics 3

M Section Checks. It is also important that students learn to self-manage: They should 
ask themselves: How well am I doing? How does this relate to what I already know? 
The section-by-section approach provides continual self-testing along every step of 
the way. Each section ends with four to six short sentences emphasizing the impor-
tant points in each section. It also includes four to six questions designed to test com-
prehension of the basic points of the section just covered. Answers are provided at 
the end of each chapter so students can check their responses. If students can answer 
these Section Check questions correctly, they can feel confident about proceeding to 
the next topic.

S E C T I O N    C H E C K

1. Economics is a problem-solving science.

2. Economics is the study of the choices we make among our many wants and desires given our limited 
resources.

3. Resources are inputs used to produce goods and services.

4. Our unlimited wants exceed our limited resources, so we must make choices.

5. Economics is concerned with reaching generalizations about human behavior.

6. Economics provides tools to intelligently evaluate and make choices.

1. What is the definition of economics?

2. Why does scarcity force us to make choices?

3. Why are choices costly?

4. Why do even “non-economic” issues have an economic dimension?

5. Why is economics worth studying?
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M Integrated Study Guide pages! These pages, 
found at the end of each chapter, guide 
students through various exercises designed 
to test their comprehension and mastery, 
including true-false, multiple-choice, and 
 application-type questions. Organized in 
chronological order to follow the chapter, 
 students can easily refer back to the  chapter 
content for review and support as they 
 proceed through the exercises.

CHAPTER 1  STUDY GUIDE

24

True or False:

 1. When our limited wants exceed our unlimited resources, we face scarcity.

 2. Choices are costly because we must give up other opportunities that we value.

 3. Living in a world of scarcity involves trade-offs.

 4. Self-interest cannot include benevolence.

 5. To say that people are rational is to assume that they never make mistakes.

 6. Adam Smith described how self-interest can be a force for the common good.

 7. According to the National Council of Economic Education, most adults tested in the United States performed well on eco-
nomic literacy.

 8. Rationality could not apply to criminals.

 9. Economic theories do not abstract from the particular details of situations so they can better focus on every aspect of the 
behavior to be explained.

 10. Determining whether an economic hypothesis is acceptable is more difficult than in the natural or physical sciences 
because, unlike a chemist in a chemistry lab, an economist cannot control all the other variables that might influence 
human behavior.

 11. Microeconomics would deal with the analysis of a small individual firm, while macroeconomics would deal with large 
global firms.

 12. A positive statement must be both testable and true.

 13. A normative statement is nontestable.

 14. The majority of disagreements in economics stem from normative issues.

 15. A hypothesis is a normative statement.

Multiple Choice:

 1. If a good is scarce,
 a. it only needs to be limited.
 b. it is not possible to produce any more of the good.
 c. our unlimited wants exceed our limited resources.
 d. our limited wants exceed our unlimited resources.

 2. Which of the following is true of resources?
 a. Their availability is unlimited.
 b. They are the inputs used to produce goods and services.
 c. Increasing the amount of resources available could eliminate scarcity.
 d. Both b and c.

 3. If scarcity were not a fact,
 a. people could have all the goods and services they wanted for free.
 b. it would no longer be necessary to make choices.
 c. poverty, defined as the lack of a minimum level of consumption, would also be eliminated.
 d. all of the above would be true.

 4. Economics is concerned with
 a. the choices people must make because resources are scarce.
 b. human decision makers and the factors that influence their choices.
 c. the allocation of limited resources to satisfy unlimited wants.
 d. all of the above.

Other End-of-Chapter 
Material Includes:
M Interactive Chapter Summary. Each chapter 

ends with an interactive summary of the 
main ideas in the chapter. Students can fill in 
the blanks and check their answers against 
those provided at the end of the summary. 
It is a useful refresher before class or tests 
and a good starting point for studying.

M Key Terms and Concepts. A list of key terms 
concludes each chapter. If students can 
define all these terms, they have a good head 
start on studying.

111Chapter 4  Supply and Demand 111Chapter 4  Supply and Demand

I n te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. A(n) _____________ is the process of buyers and sellers 
_____________ goods and services.

 2. The important point about a market is what it does—it 
facilitates _____________.

 3. _____________, as a group, determine the demand side 
of the market. _____________, as a group, determine 
the supply side of the market.

 4. A(n) _____________ market consists of many buyers 
and sellers, no single one of whom can influence the 
market price.

 5. According to the law of demand, other things being 
equal, when the price of a good or service falls, the 
_____________ increases.

 6. An individual _____________ curve reveals the different 
amounts of a particular good a person would be willing 
and able to buy at various possible prices in a particular 
time interval, other things being equal.

 7. The _____________ curve for a product is the horizontal 
summing of the demand curves of the individuals in the 
market.

 8. A change in _____________ leads to a change in 
 quantity demanded, illustrated by a(n) _____________ 
demand curve.

 9. A change in demand is caused by changes in any of 
the other factors (besides the good’s own price) that 
would affect how much of the good is purchased: the 
_____________, _____________, the _____________ 
of buyers, _____________, and _____________.

 10. An increase in demand is represented by a 
_____________ shift in the demand curve; a decrease in 
demand is represented by a _____________ shift in the 
demand curve.

 11. Two goods are called _____________ if an increase in 
the price of one causes the demand curve for another 
good to shift to the _____________.

 12. For normal goods an increase in income leads to a(n) 
_____________ in demand, and a decrease in income 
leads to a(n) _____________ in demand, other things 
being equal.

 13. An increase in the expected future price of a good or an 
increase in expected future income may _____________ 
current demand.

 14. According to the law of supply, the higher the price of 
the good, the greater the ____________, and the lower 
the price of the good, the smaller the ____________.

 15. The quantity supplied is positively related to the price 
because firms supplying goods and services want to 
increase their _____________ and because  increasing 
_____________ costs mean that the suppliers will 
require _____________ prices to induce them to increase 
their output.

 16. An individual supply curve is a graphical representation 
that shows the _____________ relationship between the 
price and the quantity supplied.

 17. The market supply curve is a graphical representation 
of the amount of goods and services that suppliers are 
_____________ and _____________ to supply at 
various prices.

 18. Possible supply determinants (factors that determine 
the position of the supply curve) are _____________ 
prices; _____________; _____________ of suppliers; and 
_____________, _____________, _____________, and 
_____________.

 19. A fall in input prices will _____________ the costs of 
production, causing the supply curve to shift to the 
_____________.

 20. The supply of a good _____________ if the price of one 
of its substitutes in production falls.

 21. The supply of a good _____________ if the price of one 
of its substitutes in production rises.

Answers: 1. market; exchanging 2. trade 3. Buyers; Sellers 4. competitive 5. quantity demanded 6. demand 7. market demand 8. a good’s 
price; movement along 9. prices of related goods; income; number; tastes; expectations 10. rightward; leftward 11. substitutes; right 
12. increase; decrease 13. increase 14. quantity supplied; quantity supplied 15. profits; production; higher 16. positive 17. willing; able 
18. input; expectations; number; technology; regulation; taxes and subsidies; weather 19. lower; right 20. increases 21. decreases

Key Terms and Concepts

market 93
competitive market 94
law of demand 94
individual demand schedule 95
individual demand curve 95

market demand curve 95
change in quantity demanded 97
change in demand 98
substitutes 99
complements 99

normal good 100
inferior good 100
law of supply 104
individual supply curve 105
market supply curve 105
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Imagery is also important for learning. Visual stimulus helps the learning process. This 
text uses pictures and visual aids to reinforce valuable concepts and ideas. Information is 

often stored in visual form; thus, pictures are important in helping students retain impor-
tant ideas and retrieve them from their long-term memory. Students want a welcoming, 
magazine-looking text; a brain-friendly environment. The most consistent remark we 
have received from Exploring Macroeconomics adopters is that their students are reading 

their book, and reading the text leads to bet-
ter test performance.

At every turn this text has been designed 
with interesting graphics so that visual cues 
help students learn and remember:

M  Photos. The text contains a number 
of colorful pictures. They are not, 
 however, mere decoration; rather, these 
photos are an integral part of the book, 
for both learning and motivation pur-
poses. The photos are carefully placed 
where they reinforce important con-
cepts, and they are accompanied with 
captions designed to encourage students 
to extend their understanding of par-
ticular ideas.

M Exhibits. Graphs, tables, and charts are important economic tools. These tools are 
used throughout  Exploring Macroeconomics to illustrate, clarify, and reinforce 
economic principles. Text exhibits are designed to be as clear and simple as possible, 
and they are carefully coordinated with the text material.

Visual Learning Features

Creating a Market Demand Curve
section 4.2
exhibit 3
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a. Creating a Market Demand Schedule for Coffee

Quantity of Coffee Demanded (pounds per year)

Price Rest of Market
(per pound) Homer � Marge � Springfield � Demand

$4 20 � 10 � 2,970 � 3,000

$3 25 � 15 � 4,960 � 5,000

b. Creating a Market Demand Curve for Coffee

lead to  diminishing marginal product. Specifically, as 
the amount of a variable input is increased, with 
the amount of other (fixed) inputs held constant, a 
point will ultimately be reached beyond which mar-
ginal product will decline. Beyond this point, output 
increases but at a decreasing rate. It is the crowding 
of the fixed input with more and more workers that 
causes the decline in the marginal product.

The point of this discussion is that production 
functions conform to the same general pattern as that 
shown by Moe’s Bagel Shop in the third column of 
Exhibit 1 and illustrated in Exhibit 2(b). In the third 
column of Exhibit 1, we see that as the number of 
workers in Moe’s Bagel Shop increases, Moe is able 
to produce more bagels. The first worker is able to 
produce 10 bagels per hour. When Moe adds a second 
worker, total bagel output climbs to 24, an increase of 
14 bagels per hour. When Moe hires a third worker, 
bagel output still increases. However, a third worker’s 
marginal production (12 bagels per hour) is less than 
that of the second worker. In fact, the marginal prod-
uct continues to drop as more and more workers are 
added to the bagel shop. This example shows dimin-

How many workers 
could be added to this 
jackhammer and still 
be productive (not 
to mention safe)? If 
more workers were 
added, how much out-
put would be derived 
from each additional 
worker? Slightly more 
total output might be 
realized from the sec-
ond worker, because 
the second worker 
would be using the 
jackhammer while 

the first worker was taking a break from “the shakes.” 
However, the fifth or sixth worker would clearly not 
create any additional output, as workers would just 
be standing around for their turn. That is, the mar-
ginal product (additional output) would eventually fall 
because of diminishing marginal product.
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There are numerous applications to everyday life situations scattered throughout the 
text. These applications were chosen specifically with students in mind, and they are 

designed to help them find the connection between economics and their life. With that, 
economic principles are applied to everyday problems and issues, such as teen smoking, 
property rights and song swapping, crime, online betting, the NCAA, gift giving, and many 
others. There are also five special types of boxed applications scattered throughout each 
chapter:

M  In the News. These applications focus primar-
ily on current news stories that are relevant and 
thought-provoking. These articles are placed stra-
tegically throughout the text to solidify particular 
concepts. In an effort to emphasize the breadth 
and diversity of the situations to which economic 
principles can be applied, these articles have been 
chosen from a wide range of sources.

Applications

212 PART 3  Market Efficiency, Market Failure, and the Public System

The mayor of London [recently set a fee of over 
$8.00 for driving in the city center] on week-
days between 7 A.M. and 6:30 P.M. The aim of 

the plan . . . is to ease congestion, not drive all the 
cars from the road.

Consider the following:

n  Vehicles in central London move no faster today 
than horse-drawn vehicles did 100 years ago. . . .

n  Estimates of the economic costs—in lost time, 
wasted fuel, and increased vehicle operating 
costs—tend to be in the range of 2 to 4 percent 
of the gross domestic product.

No city has attempted a scheme with anything 
like the size, scale, and complexity of the London 
congestion charge:

n  About 50 million vehicle miles are traveled in 
London every day.

n  Motorists will have to pay to drive into or inside 
an area roughly 10 square miles around the City 
(the financial district) and the West End.

n  The zone will be policed by hundreds of fixed 
mobile cameras, which will automatically pick up 
vehicles’ license plates.

n  Computers will match the registrations with a data-
base of drivers who have paid in advance. . . .

[Hopefully,] the scheme will cut traffic in the 
zone by 10–15 percent, reduce delays by 20–30 per-
cent, and raise about $210,700,000 a year to invest 
in public transport and road schemes.

SOURCE: National Center for Policy Analysis, “London Tolls Are a Taxing Problem for 

Drivers,” synopsis of “Economists Agree That the Best Way to Tackle the Growing 

Problem of Overcrowded Roads Is to Introduce Tolls at Peak Times,” by Chris Giles 

and Juliette Joweit (Financial Times, 13 February 2003). 14 February 2003; http://

ncpa.org/iss/pri/2003/pd021403d.html

LONDON TOLLS ARE A TAXING PROBLEM 
FOR DRIVERS

 consider this:
If a road is crowded, it creates a negative externality. That is, 
when one person enters a road, all other people must drive 
a little more slowly. Highway space is overused because we 
pay so little for it. At least at some particular times—at rush 
hours, for example—if we charge a zero money price, a short-
age of highway space will result. A toll raises the price and 
brings the market closer to equilibrium as seen in Exhibit 2.

A Shortage of Freeway Space 
During Peak Hours

section 8.1
exhibit 2

The supply of highway space is fixed in the short run, 
so the supply curve is perfectly inelastic. The demand 
varies during the day considerably. For example, the 
demand at peak hours (7 A.M.–8:30 A.M. and 
4:00 P.M.–6:30 P.M.) is much higher than at nonpeak 
hours. At some price, the shortage during peak hours 
will disappear. In this example, it is at $2.
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M  Global Watch. Whether we are concerned with 
understanding yesterday, today, or tomorrow, 
and whether we are looking at a small, far-away 
country or a large next door neighbor, economic 
principles can strengthen our grasp of many 
global issues. “Global Watch” articles were cho-
sen to help students understand the magnitude 
and character of the changes occurring around the 
world today and to introduce them to some of the 
economic causes and implications of these chang-
es. To gain a greater perspective on a particular 
economy or the planet as a whole, it is helpful to 
compare important economic indicators around 
the world. For this reason, “Global Watch” 
 applications are sometimes also used to present 
relevant comparative statistics.

— B Y  N .  G R E G O R Y  M A N K I W

When the Obama administration finally unveils 
its proposal to get the economy on the road 
to recovery, the centerpiece is likely to be a 

huge increase in government spending. But there 
are ample reasons to doubt whether this is what the 
economy needs.

Arguably, the seeds of the spending proposal 
can be found in the classic textbook by Paul A. 
Samuelson, “Economics.” First published in 1948, 
the book and others like it dominated college 
courses in introductory economics for the next half-
century. It is a fair bet that much of the Obama team 
started learning how the economy works through 
Mr. Samuelson’s eyes. Most notably, Lawrence H. 
Summers, the new head of the National Economic 
Council, is Mr. Samuelson’s nephew.

Written in the shadow of the Great Depression 
and World War II, Mr. Samuelson’s text brought the 
insights of John Maynard Keynes to the masses. A 
main focus was how to avoid, or at least mitigate, 
the recurring slumps in economic activity.

in the news Is Government Spending Too Easy an Answer?

to  stimulate the economy, here are a few of the hard 
questions Congress should consider:

How Much Bang for Each Buck?

Economics textbooks, including Mr. Samuelson’s 
and my own more recent contribution, teach that 
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M  Interactive Summary. Picking up the 
termi nology of economics is not enough; 
students have to learn when and how to use 
their new tools. It is this philosophy that 
serves as the focus for the problem-solving 
approach in Exploring Macroeconomics, 
which is designed to serve two key 
purposes: (1) to facilitate student mastery 
of concepts both theoretically and in 
application, and (2) to communicate a sense 
of relevancy to students.

M  Using What You’ve Learned. Economic principles 
aren’t just definitions to memorize; they are valu-
able tools that can help students analyze a whole 
host of issues and problems in the world around 
them. Part of learning economics is learning when 
and how to use new tools. These special boxes 
are scattered throughout the text as a way of 
reinforcing and checking students’ true compre-
hension of important or more difficult concepts 
by assessing their ability to apply what they have 
learned to a real-world situation. Students can 
check their work against the answer given in the 
self-contained box, providing them with immedi-
ate feedback and encouragement in the learning 
process.

QIf a baseball team signs a superstar free 
agent, they will have to increase their ticket prices 
to cover the costs.

AFalse. Whether the team sells 1,000 tickets or 
1,000,000 tickets during the season, their fixed cost 
(which includes the superstar and other player’s 
 salary) remains the same. However, they might be 
able to charge more because people want to see this 
superstar play. But in that case demand is affecting 
the price, not costs.

TRUE OR FALSE

Marginal Costs

Up to this point, six different short-run cost concepts 
have been introduced: total cost, total 

fixed cost, total variable cost, average total 
cost, average fixed cost, and average vari-
able cost. All these concepts are relevant to 
a discussion of firm behavior and profit-
ability. However, the most important single 

cost concept has yet to be mentioned: marginal (or addi-
tional) cost. You may recall this concept from Chapter 2, 
where we highlighted the importance of using marginal 

analysis—that is, analysis that focuses 
on additional or marginal choices. 
Specifically, marginal cost (MC) shows 
the change in total cost (TC) associated 
with a change in output (Q) by one 
unit (ΔTC/ΔQ). Put a bit  differently, 

marginal cost (MC) 
the change in total costs 
resulting from a one-unit 
change in output
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M Policy Application. These features focus 
primarily on news stories that involve a 
government policy decision based upon 
economic concepts. These applications are 
scattered throughout the text as a way of 
reinforcing important or more difficult 
concepts.

Fill in the blanks:

 1. Economics is the study of the choices we make among 
our many wants and desires given our _____________ 
resources.

 2. _____________ occurs because our unlimited wants 
exceed our limited resources.

 3. Resources are _____________ used to produce goods 
and services.

 4. The economic problem is that _____________ forces us 
to choose, and choices are costly because we must give 
up other opportunities that we _____________.

 5. Living in a world of scarcity means _____________.

 6. Economics provided the tools to intelligently evaluate 
_____________ and make _____________.

 7. _____________ deals with the aggregate (the forest), 
or total economy, while _____________ deals with the 
smaller units (the trees) within the economy.

 8. Economists assume that individuals act as if they 
are motivated by _____________ and respond in 
_____________ ways to changing circumstances.

 9. Economists believe that it is _____________ for people 
to anticipate the likely future consequences of their 
behavior.

 10. Actions have _____________.

 11. Rational self-interest implies that people do not make 
_____________ mistakes.

 12. Economic _____________ are statements or propositions 
used to _____________ and _____________ patterns of 
human economic behavior.

In te rac t i ve  Chapter  Summary

Most economists agree that these statements 
are correct:

 1. A ceiling on rents (rent control) reduces the 
quantity and quality of rental housing available 
(93 percent agree).

 2. Tariffs and import quotas usually reduce gen-
eral economic welfare (93 percent agree).

 3. The United States should not restrict employ-
ers from outsourcing work to foreign countries 
(90.1 percent agree).

 4. Fiscal policy (e.g., tax cuts and/or increases in 
government expenditure) has significant stimu-
lative impact on an economy that is less than 
fully employed (90 percent agree).

 5. Flexible and floating exchange rates offer an 
effective international monetary arrangement 
(90 percent).

 6. The gap between Social Security funds and 
expenditures will become unsustainably large 
within the next 50 years if the current policies 
remain unchanged (85 percent agree).

 7. The United States should eliminate agricultural 
subsidies (85 percent agree).

 8. Local and state governments in the United 
States should eliminate subsidies to profes-
sional sport franchises (85 percent agree).

 9. A large budget deficit has an adverse effect on 
the economy (83 percent agree).

 10. A minimum wage increases unemployment 
among young and unskilled (79 percent agree).

 11. Effluent taxes and marketable pollution permits 
represent a better approach to pollution control 
than imposition of pollution ceilings (78 percent 
agree).

12. Economist favor expanding competition and 
market forces in education (67.1 percent 
agree).

SOURCE: From Jessica E. Vascellaro, “Career Journal: The Hot Major For Undergrads 

Is Economics”, ‘The Wall Street Journal’, July 5, 2005, p. A7. Reprinted by permission 

of The Wall Street Journal, copyright © 2005 Dow Jones & Company, Inc. All Rights 

Reserved Worldwide.

ECONOMISTS DO AGREE

20 PART 1  Introduction
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The 5th Edition offers an array of instructor resources designed to enhance 
teaching.

Instructor’s Resource CD-ROM
The Instructor’s Resource CD-ROM will include electronic versions of the Instructor’s 
Manual, Test Bank, and PowerPoint® slides, as well as ExamView® testing software.

Instructor’s Manual
Prepared by Gary Galles (Pepperdine University), the Instructor’s Manual, available online 
and on the Instructor’s Resource CD-ROM, follows the textbook’s concept-by-concept 
approach in two parts: chapter outlines and teaching tips. The Teaching Tips section 
provides analogies, illustrations, and examples to help instructors reinforce each section 
of the text. Answers to all of the end-of-chapter text questions can also be found in the 
Instructor’s Manual.

Test Bank
Test bank questions, available online and on the Instructor’s CD-ROM, have been thor-
oughly updated. The test bank includes approximately 150 test questions per chapter, 
consisting of multiple-choice, true-false, and short-answer questions.

ExamView® Testing Software
ExamView®—Computerized Testing Software contains all of the questions in the printed 
test banks. ExamView is an easy-to-use test creation software compatible with Microsoft 
Windows. Instructors can add or edit questions, instructions, and answers, and select 
questions by previewing them on the screen, selecting them randomly, or selecting them by 
number. Instructors can also create and administer quizzes online over the Internet.

Microsoft PowerPoint® Presentation Slides
M Lecture Presentation in PowerPoint. This PowerPoint presentation covers all the essen-

tial sections presented in each chapter of the book. Graphs, tables, lists, and concepts 
are animated sequentially to visually engage students. Additional examples and appli-
cations are used to reinforce major lessons. The slides are crisp, clear, and colorful. 
Instructors may adapt or add slides to customize their lectures.

M Exhibits from the Text in PowerPoint. Every graph and table within the text has 
been recreated in PowerPoint. These exhibits are available within the lecture presen-
tation, but we have also made them available as a separate batch of slides for those 
instructors who don’t want the lecture slides.

Both the Lecture and Exhibit PowerPoint presentations are available for downloading at 
the Sexton Companion Web site: http://www.cengage.com/economics/sexton.

Instructor’s Resources
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The 5th Edition offers an array of resources to help students test their understanding of 
chapter concepts and enhance their overall learning. Found at the student Companion 

Web site, these interactive resources provide exam preparation and help students get the 
most from their Principles of Economics course.

Interactive Quizzes
Students can test their understanding of the chapter’s concepts with the interactive quiz. 
Each quiz contains multiple-choice questions, like those found on a typical exam. Questions 
include detailed feedback for each answer, so that students may know instantly whether 
they have answered correctly or incorrectly. In addition, they may email the results of the 
quiz to themselves or their instructor, with a listing of correct and incorrect answers. An 
Internet connection is required to take the quizzes.

Key Term Glossary and Flashcards
As a study aid, students may use the glossary terms as flashcards to test their knowledge. 
Students can state the definition of a term, then click on the term to check the correctness 
of their statement.

Internet Review Quizzes
These exercises are designed to spark students’ excitement about researching on the 
Internet by asking them to access economic data and then answer questions related to the 
content of the chapter. All Internet exercises are on the Sexton Web site with direct links 
to the addresses so that students will not have the tedious and error-prone task of entering 
long Web site addresses.

Student Resources
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Cengage South-Western is excited to announce its continuous agreement 
with Tomlinson Economics Videos, featuring award-winning teacher 

and professional communicator, Steven Tomlinson (PhD, Stanford). These 
Web-based lecture videos—Economics with Steven Tomlinson, Economic 
JumpStart®, and Economic LearningPath®—are sure to engage your stu-
dents, while reinforcing the economic concepts they need to know.

Complete Online Economics Course
Whether using these videos to deliver online lectures for a distance learning class or as 
the required text for your Principles course, Economics with Steven Tomlinson presents 
and develops the fundamentals of economics. While this video text offers comprehensive 
coverage of economic principles, with more than 40 hours of video lecture, you can offer 
your students an exceptional value package and a richer learning experience by pairing the 
video text with Sexton’s 5th Edition. The videos are also available in Microeconomics and 
Macroeconomics split versions.

Economic JumpStart® Videos
Great resources to accompany any Economics text, these segments are designed to make 
sure that your students are on a firm foundation before moving on to more advanced top-
ics in the course.

Economic LearningPath® Videos
These segments provide a full resource for students to review what you have covered, rein-
force what they have learned, or expand their knowledge of topics that you may not have 
time to cover in your course.

Visit www.cengage.com/economics to learn more.

Global Economic Watch
The global economic downturn, the most important economic event in generations, unfolds 
day-to-day and hour-to hour. Cengage Learning’s Global Economic Watch is a powerful 
online portal for bringing current events into the classroom.

The Watch includes:

M A content-rich blog of breaking news, expert analysis, and commentary
M A real-time database of hundreds of relevant and vetted journal, newspaper, and 

periodical articles, videos, and podcasts—updated four times daily
M A thorough overview and timeline of events leading up to the global economic crisis
M Discussion and testing content and other teaching/study resources

Visit www.cengage.com/thewatch

Technology Solutions
with Sexton’s 5th Edition

Economics with 
Steven Tomlinson 
Videos
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EconCentral

Multiple resources for learning and reinforcing principles and concepts are now avail-
able in one place!

EconCentral is your one-stop shop for the learning tools and activities to help you suc-
ceed. Available for an additional price, EconCentral equips you with a portal to a wealth 
of resources that help you both study and apply economic concepts. As you read and study 
the chapters, you can access video tutorials with Ask the Instructor videos. You can also 
review with Flashcards and the Graphic Workshop, as well as check your understating of 
the chapter with interactive quizzing.

Ready to apply chapter concepts to the real world? EconCentral gives you 
ABC News videos, EconNews articles, Economic debates, Links to economic 
data, and more. All the study and application resources in EconCentral are 
organized by chapter to help you get the most from Exploring Economics, 5e, 
and from your lectures.

Visit www.cengage.com/economics/econcentral to see the study options 
available!

APLIA™

Created by Paul Romer, one of the nation’s leading economists, Aplia enhances teaching 
and learning by providing online interactive tools and experiments that help economics stu-
dents become “active learners.” This application allows a tight content correlation between 
Sexton’s 5th Edition and Aplia’s online tools.

Students Come to Class Prepared
It is a proven fact that students do better in their course work if they come to class pre-
pared. Aplia’s activities are engaging and based on discovery learning, requiring students 
to take an active role in 
the learning process. When 
assigned online homework, 
students are more apt to 
read the text, come to class 
better prepared to partici-
pate in discussions, and are 
more able to relate to the 
economic concepts and theories presented. Learning by doing helps students feel involved, 
gain confidence in the materials, and see important concepts come to life.

New to This Edition

Engage. Prepare. Educate.
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Assign Homework in an Effective 
and Efficient Way
Now you can assign homework without increasing your workload! Together, Sexton and 
Aplia provide the best text and technology resources to give you multiple teaching and 
learning solutions. Through Aplia, you can assign problem sets and online activities that 
automatically give feedback and are tracked and graded, all without requiring additional 
effort. Since Aplia’s assignments are closely integrated with Sexton’s 5th Edition, your stu-
dents are applying what they have learned from the text to their homework.

Contact your local Cengage South-Western representative to find out how you can 
incorporate this exciting technology into your course. For more information, please visit: 
www.aplia.com.

JoinIn™ on TurningPoint®

Made on demand, JoinIn™ on TurningPoint is the only classroom response software tool 
that gives you true PowerPoint integration. With JoinIn, you are no longer tied to your 
computer. You can walk about your classroom as you lecture, showing slides while col-
lecting and displaying responses with ease. There is simply no easier or more effective way 
to turn your lecture 
hall into a person-
al, fully interactive 
experience for your 
students. If you can 
use PowerPoint, you 
can use JoinIn on 
TurningPoint with 
Sexton’s 5th Edition.

xxx New to This Edition
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Although we can list many good reasons to study 
economics, perhaps the best reason is that many 
issues in our lives are at least partly economic 
in character. A good understanding of econom-
ics would allow you to answer such questions 
as, Why do 10 a.m. classes fill up more quickly 
than 8 a.m. classes during registration? Why is 
it so hard to find an apartment in cities such as 
San Francisco, Berkeley, and New York? Why is 
teenage unemployment higher than adult unem-
ployment? Why is the price of your prescription 
drugs so high? How does inflation impact you 
and your family? Will higher taxes on cigarettes 
reduce the number of teenagers smoking? If so, 
by how much? Why do female models make more 
than male models? Why is it easier for college 
graduates to find jobs in some years rather than 
 others? Why do U.S. auto producers like tariffs 
(taxes) on imported cars? Is outsourcing jobs to 
India a good idea? Is globalization good for the 
economy? The study of economics improves your 
understanding of these and many other concerns.

Economics is a unique way of analyzing 
many areas of human behavior. Indeed, the 
range of topics to which economic analysis can 
be applied is broad. Many researchers discover 
that the economic approach to human behavior 
sheds light on social problems that have been 
with us for a long time: discrimination, educa-
tion, crime, divorce, political favoritism, and 
more. In fact, your daily newspaper is filled 
with economics. You can find economics on the 
domestic page, the international page, the busi-
ness page, the sports page, the entertainment 
page, and even the weather page—economics is 
all around us.

However, before we delve into the details 
and models of economics, it is important that we 
present an overview of how economists approach 
problems—their methodology. How does an 
economist apply the logic of science to approach 
a problem? And what are the pitfalls that 
 economists should avoid in economic thinking? 
We also discuss why economists disagree. ■

As you begin your first course in economics, you may be asking 
yourself why you’re here. What does economics have to do with 
your life? 

The Role and Method 
of Economics1

2
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Economics—A Word 
with Many Different Meanings

Some individuals think economics involves the 
study of the stock market and corporate finance, 

and it does—in part. Others think that economics is 
concerned with the wise use of money and other mat-
ters of personal finance, and it is—in part. Still others 
think that economics involves forecasting or predict-
ing what business conditions will be in the future, 
and again, it does—in part. The word economics is, 
after all, derived from the Greek Oeconomicus, which 
referred to the management of household affairs.

Precisely defined, economics is the study of the choic-
es we make among our many wants and desires given 
our limited  resources. What are resources? Resources 
are inputs—land, human effort and skills, and machines 
and factories, for instance—used to produce goods 
and services. The problem is that our unlimited wants 
exceed our limited resources, a fact that we call scarcity. 
Scarcity forces us to decide how best to use our limited 
resources. This is the economic problem: Scarcity forces 
us to choose, and choices are costly because we must 
give up other opportunities that we value. Consumers 
must make choices on what to buy, how much to 
save, and how much to invest of their 
limited incomes. Workers must decide 
what types of jobs they want, when to 
enter the workforce, where they will 
work, and number of hours they wish to 
work. Firms must decide what kinds of 
products to produce, how much to pro-
duce, and how to produce those goods 
and services at the lowest cost. That is, 
consumers, workers, and firms all face 
choices because of scarity.

The economic problem is evident in 
every aspect of our lives. You may find 
that the choice between  shopping for 
groceries and browsing at the mall, or 
between finishing a research paper and 
going to a movie, is easier to understand 
when you have a good handle on the 
“economic way of thinking.”

Economics Is All 
Around Us

The tools of economics are far reach-
ing. In fact, other social scien-

tists have accused economists of being 
imperialistic because their tools have 
been used in so many fields outside the 
formal area of economics, like crime, 
education, marriage, divorce, addiction, 
finance, health, law, politics, and reli-
gion.

So while you might think that 
much of what you desire in life is 
“non-economic,” economics concerns 
everything an individual might con-
sider worthwhile, including things 
that you might consider “priceless.” 
For instance, although we may long 
for love, sexual fulfillment, or spiri-
tual enlightenment, few of us would 

Economics: A Brief Introduction
S E C T I O N

1.1
n What is economics?

n What is scarcity?

economics 
the study of choices we 
make among our many 
wants and desires given our 
limited resources

resources 
inputs used to produce 
goods and services

scarcity 
exists when human wants 
(material and nonmaterial) 
exceed available resources

the economic problem 
scarcity forces us to choose, 
and choices are costly because 
we must give up other 
opportunities that we value

The front pages of our daily newspapers are filled 
with articles related to economics—either directly 
or indirectly. News headlines may cover topics such 
as unemployment, deficits, financial markets, health 
care, social security, energy issues, war, global 
 warming, and so on.
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Business News

be able to set a price for them. But even these matters 
have an economic dimension. Consider spirituality, 
for example. Concern for spiritual matters has led 
to the development of institutions such as churches, 
 synagogues, and temples that conduct religious and 
spiritual services. In economic terms, these services 
are goods that many people desire. Love and sex like-
wise have received economists’ scrutiny. One product 
of love, the institution of the family, is an important 
economic decision-making unit. 

Even time has an economic dimension. In fact, in 
modern culture, time has become perhaps the single 
most precious resource we have. Everyone has the 
same limited amount of time per day, and how we 
divide our time between work and leisure (including 
study, sleep, exercise, and so on) is a distinctly eco-
nomic matter. If we choose more work, we must sac-
rifice leisure. If we choose to study, we must sacrifice 
time with friends or time spent sleeping or watching 
TV. Virtually everything we decide to do, then, has an 
economic dimension.

Living in a world of scarcity involves trade-
offs. As you are reading this text, you are giving 
up other things you value: shopping, spending time 

on Facebook or My Space, going to the movies, 
sleeping, or working out. When we know what the 
trade-offs are, we can make better choices from the 
options all around us, every day. George Bernard 
Shaw stated, “Economy is the art of making the most 
of life.”

Why Study Economics?

Among the many good reasons to study econom-
ics, perhaps the best reason is that so many of the 

things of concern in the world around us are at least 
partly economic in character. A quick look at news-
paper headlines reveals the vast range of problems that 
are related to economics—global warming, health care, 
education, and Social Security. The study of econom-
ics improves your understanding of these concerns. 
A student of economics becomes aware that, at a basic 
level, much of economic life involves choosing among 
alternative possible courses of action—making choices 
between our conflicting wants and desires in a world 
of scarcity. Economics provides some clues as to how 
to intelligently evaluate these options and determine 

Average American Grade: F

In 1999, the National Council of Economic Education 
tested 1,010 adults and 1,085 high school students 
on their knowledge of basic economic principles. 

On average, adults got a grade of 57 percent on a 
test on the basics of economics. Among high school 
students, the average grade was 48 percent.

M  Almost two-thirds of those tested did not know 
that in times of inflation, money does not hold its 
value.

M  Only 58 percent of the students understood that 
when the demand for a product goes up but the 
supply doesn’t, its price is likely to increase.

M  Half of the adults and about two-thirds of the stu-
dents didn’t know that the stock market brings 
people who want to buy stocks together with 
those who want to sell them.

in the news

M  Just over one in three Americans realize that 
society must make choices about how to use 
resources.

In 2005, the survey was repeated. As in 1999, virtu-
ally all adults (97 percent) and high school students 
(93 percent) believe it is important for Americans to 
have a good understanding of economics. Almost all 
adults (97 percent) believe that economics should 
be included in high school education. It also showed 
some good news—students’ understanding of eco-
nomic knowledge increased from a mean score of 
51 in 1999 to 62, and the number of students scoring 
an “A” or “B” nearly doubled.

SOURCE: “What American Teens and Adults Know About Economics,” National Council 

of Economic Education, 1999 and 2005.

Americans Score Poorly on Economic Literacy
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the most appropriate choices in given situations. But 
economists learn quickly that there are seldom easy, 
clear-cut solutions to the problems we face—the easy 
problems were solved long ago!

Many students take introductory college-level 
economics courses because they are required to as part 
of a general education curriculum or breadth require-
ments. But why do the committees that  establish these 

requirements include economics? In part, econom-
ics helps develop a disciplined method of thinking 
about problems. The problem-solving tools you will 
develop by studying economics will prove valuable 
to you both in your personal and professional life, 
regardless of your career choice. In short, the study 
of economics provides a systematic, disciplined way 
of thinking.

Another reason you might want to study econom-
ics is that starting salaries are high compared to 
 many other majors. According to a recent poll 

(2008), economics majors can expect an average 
starting salary of $50,100. Compare this with other 
majors in terms of starting salaries and mid-career 
median salaries.

Undergraduate 
Major

Starting Median 
Salary

Mid-Career 
Median Salary

Accounting $46,000,00 $77,100,00
Agriculture $42,600,00 $71,900,00
Anthropology $36,800,00 $61,500,00
Architecture $41,600,00 $76,800,00
Art History $35,800,00 $64,900,00
Biology $38,800,00 $64,800,00
Business 
 Management

$43,000,00 $72,100,00

Chemical 
 Engineering

$63,200,00 $107,000,00

Chemistry $42,600,00 $79,900,00
Civil Engineering $53,900,00 $90,500,00
Communications $38,100,00 $70,000,00
Computer 
 Engineering

$61,400,00 $105,000,00

Computer Science $55,900,00 $95,500,00
Criminal Justice $35,000,00 $56,300,00
Drama $35,900,00 $56,900,00
Economics $50,100,00 $98,600,00
Education $34,900,00 $52,000,00
Electrical 
 Engineering

$60,900,00 $103,000,00

in the news How Much Is Your Major Worth?

Undergraduate 
Major

Starting Median 
Salary

Mid-Career 
Median Salary

English $38,000,00 $64,700,00
Film $37,900,00 $68,500,00
Finance $47,900,00 $88,300,00
Geography $41,200,00 $65,500,00
Geology $43,500,00 $79,500,00
History $39,200,00 $71,000,00
Information 
 Technology (IT)

$49,100,00 $74,800,00

International 
 Relations

$40,900,00 $80,900,00

Journalism $35,600,00 $66,700,00
Management 
 Information 
 Systems (MIS)

$49,200,00 $82,300,00

Marketing $40,800,00 $79,600,00
Math $45,400,00 $92,400,00
Mechanical 
 Engineering

$57,900,00 $93,600,00

Music $35,900,00 $55,000,00
Nursing $54,200,00 $67,000,00
Nutrition $39,900,00 $55,300,00
Philosophy $39,900,00 $81,200,00
Physics $50,300,00 $97,300,00
Political Science $40,800,00 $78,200,00
Psychology $35,900,00 $60,400,00
Religion $34,100,00 $52,000,00
Sociology $36,500,00 $58,200,00
Spanish $34,000,00 $53,100,00

SOURCE: Pay Scale Inc.
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Will You Ever Really Use This Stuff?
The basic tools of economics are valuable to people 
in all walks of life and in all career paths. Newspaper 
reporters benefit from economics, because the problem-
solving perspective it teaches trains them to ask intel-
ligent questions whose answers will better inform their 
readers. Engineers, architects, and contractors usu-
ally have alternative ways to build. Architects learn 
to combine technical expertise and artistry with the 
limitations imposed by finite resources. That is, they 
learn how to evaluate their options from an economic 
perspective. Clothing designers face similar problems, 
because costs are a constraint in both creating and 
marketing new apparel. Will the added cost of a more 
expensive fabric be outweighed by the added sales 
revenues that are expected to result? Economists can-
not answer such questions in a general sense because 
the answers depend on the circumstances. Economists 
can, however, pose these questions and provide criteria 
that clothing designers can use in evaluating the appro-
priateness of one fabric as compared to another. The 
point is that the economic way of thinking causes those 
in many types of fields to ask the right kind of ques-
tions. As John Maynard Keynes once remarked:

The object of our analysis is not to provide a 
machine or method of blind manipulation, which 
will furnish an infallible answer, but to provide 
ourselves with an organized and orderly method 
of thinking out particular problems; and, after 
we have reached a provisional conclusion by 

1 See J. M. Keynes, General Theory of Employment Interest and Money (New York: Harcourt Brace, 1936), p. 297.

 isolating the complicating factors one by one, we 
then have to go back on ourselves and allow, as 
well as we can, for the probable interactions of 
the factors amongst themselves. This is the nature 
of economic thinking.1

Will an Understanding of Economics 
Make You a Financial Wizard?
Some people think that economics may be a useful 
course of study, hoping that it will tell them how to 
become successful in a financial sense. If becoming 
wealthy is your goal in studying economics, you may be 
disappointed. Although most economists make a good 
living, few have become rich from their knowledge of 
economics. In fact, if economists had some secret for 
making money in, for example, the stock market, they 
would likely be using those secrets to their own finan-
cial advantage rather than making less money doing 
things such as teaching. Moreover, if economists did 
have some secret for making money, they would not be 
likely to let non-economists in on it, because economic 
theory suggests (as will be clear later) that disclosure 
of the secret would reduce or eliminate the possibility 
of the economists’ earning further income from this 
knowledge. Still, having some knowledge of the work-
ings of market forces is likely to help individuals make 
more informed and appropriate decisions, including 
financial decisions. In short, economics won’t necessar-
ily make you richer, but it may keep you from making 
some decisions that would make you poorer.

S E C T I O N    C H E C K

1. Economics is a problem-solving science.

2. Economics is the study of the choices we make among our many wants and desires given our limited 
resources.

3. Resources are inputs used to produce goods and services.

4. Our unlimited wants exceed our limited resources, so we must make choices.

5. Economics is concerned with reaching generalizations about human behavior.

6. Economics provides tools to intelligently evaluate and make choices.

1. What is the definition of economics?

2. Why does scarcity force us to make choices?

3. Why are choices costly?

4. Why do even “non-economic” issues have an economic dimension?

5. Why is economics worth studying?

6 PART 1  Introduction



Self-Interest

Economists assume that individuals act as if they 
are motivated by self-interest and respond in 

predictable ways to changing circumstances. In other 
words, self-interest is a good predictor of human 
behavior in most situations. For example, to a worker, 
self-interest means pursuing a higher-paying job and/
or better working conditions. To a consumer, it means 
gaining a higher level of satisfaction 
from limited income and time.

We seldom observe employees ask-
ing employers to cut their wages and 
increase their workload to increase a 
company’s profits. Or how often do you 
think  customers walk into a supermar-
ket demanding to pay more for their 

n What is self-interest?

n Why is self-interest not the same as selfishness?

n What is rational behavior?

Economic Behavior
S E C T I O N

1.2

groceries? In short, a great deal of human behavior can 
be explained and predicted by assuming people act as if 
they are motivated by their own self-interest.

There is no question that self-interest is a powerful 
force that motivates people to produce goods and  services. 
But self-interest can include benevolence. Think of the 
late Mother Teresa, who spent her life caring for  others. 
One could say that her work was in her  self-interest, 
but who would consider her actions  selfish? Similarly, 

workers may be  pursuing self-interest 
when they choose to work harder and 
longer to increase their charitable giving 
or saving for their  children’s education. 
That is, self-interest to an economist is 
not a narrow monetary self-interest. The 
enormous amount of money and time 
donated to victims of Hurricane Katrina 
is an example of self-interest too—the 

self-interest was to help others in need. So don’t confuse 
self-interest with selfishness.

In the United States, people typically give more 
than $250 billion annually to charities. They also 
pay more money for environmentally friendly goods. 
Consumers can derive utility or satisfaction from these 
choices. It is clearly not selfish—it is in their best inter-
est to care about the environment and those who are 
less fortunate than themselves.

What Is Rational Behavior?

Economists assume that people, for the most part, 
engage in rational behavior. And you might think 

that could not possibly apply to your brother, sister, 
or roommates. But the key is in the definition. To an 
economist, rational behavior merely means that people 
do the best they can, based on their values and infor-
mation, under current and anticipated future circum-
stances. It is even rational when people make choices 
they later regret, because they have limited information. 
Rational  behavior applies to the actions people take 
to pursue their own goals—whatever those goals may 
be—and they need not be materialistic or widely shared. 
Therefore, rational behavior applies to criminals and 
people who dedicate their lives to caring for others. In 

rational behavior 
people do the best they can, 
based on their values and 
information, under current 
and anticipated future 
circumstances
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There was an enormous amount of money and 
time donated to the victims of Hurricane Katrina. 
Economists believe that individuals act to promote 
those items which interest them. Is this self-
interested act selfish? Acting in one’s own self-
interest is only selfish if one’s interests are selfish.
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Q How can economists expect to be taken 
seriously, non-economists are given to complain, 
when their model of man is so patently inadequate? 
Mainstream economics assumes that people are 
driven by the rational pursuit of self-interest. But, as 
everybody knows, people are not rational and they 
often act selflessly. Where in this view of man as 
desiccated calculating-machine is there recognition 
of the centrality of love, duty, and self-sacrifice in 
human conduct? What use is a purported science of 
social behavior that is blind to the necessary condi-
tions for social behavior?

A These questions would be telling if “ratio-
nal” and “self-interest” meant what these critics 
take them to mean. But they do not. In mainstream 
economics, to say that people are rational is not 
to assume that they never make mistakes, as crit-
ics usually suppose. It is merely to say that they do 
not make systematic mistakes; that is, they do not 
keep making the same mistake over and over again. 
And when economists talk of self-interest, they are 
referring not just to satisfaction of material wants, 
but to a broader idea of “preferences” that can eas-
ily encompass, among other things, the welfare of 
others.

Even when the terms are properly understood, 
“rational pursuit of self-interest” is a simplifying 
assumption. But the right question is whether this 
simplification is fruitful, or so gross that it hides 
what needs to be examined. Human behavior is far 
too complicated to be analyzed—to yield patterns 
and suggest generalizations—without employing 
some such simplification. And in nearly every 
branch of economics, rationality has proved a use-
ful one. . . .

Turning from means to ends, what about self-
interest? Here the issues are subtler. If economics 
supposed, at one extreme, that people seek only 
to maximize their material consumption, then it 

would be plain wrong, and that would be that. If, 
at the other extreme, it assumed that people seek 
to satisfy their preferences (or some such for-
mula), then it would be true merely by virtue of the 
meaning of the words—and it would not tell you 
anything. The assumption built into mainstream 
economics is much closer to the second of these 
than the first. . . .

However, the assumption of self-interest is not 
entirely tautological. Many kinds of apparently self-
less behavior may in fact be self-interested in the 
way economics proposes. . . .

People show consideration for others in the 
hope or expectation that the favor will be returned. 
Behavior that establishes a reputation for honesty, or 
that signals a willingness to enter into commitments, 
is also, as a rule, self-interested in this sense. That 
makes it no less conducive to a flourishing society, 
no less to be praised and encouraged . . . it is self-
interest, not love, that holds society together. . . .

When Adam Smith, one of the greatest eco-
nomic thinkers and author of The Wealth of Nations 
published in 1776, pointed out that if people want 
dinner, they look not to the benevolence of the 
butcher, brewer, or baker, but to their regard for 
their own interest, his aim was not to portray 
social interaction as mean and narrow. Rather it 
was to draw attention to the extraordinary and 
improbable power of self-interest: this stunted, 
inward-looking trait is transformed, through spon-
taneous social cooperation, into a force for the 
common good.

Smith regarded this as almost miraculous. So it 
is. The main task of economics has been to under-
stand this astonishing process. And by and large, 
thanks to its simplifying assumptions, it has suc-
ceeded. That’s not so dismal, is it?

SOURCE: From “The Benevolence of Self-Interest”, ‘The Economist’ (online edition), 

March 30, 2000. © The Economist Newspaper Limited, London 2000. Reprinted 

with permission. 

THE BENEVOLENCE OF SELF-INTEREST
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A
dam Smith was born in a small fishing 
village just outside of Edinburgh, Scotland, 
in 1723. At age 4, gypsies (called tinkers 

in Scotland) kidnapped Smith, but he was rescued 
through the efforts of his uncle. He began study-
ing at Glasgow College when he was just 14 and 
later continued his studies at Oxford University. 
He returned to Glasgow at age 28 as a profes-
sor of philosophy and logic. (Until the nineteenth 
century, economics was considered a branch of 
philosophy, thus Smith never took nor taught a 
class in economics.) He later resigned that posi-
tion to become the private tutor to the stepson of 
Charles Townshend.

Although known for his intelligence, warm hospi-
tality, and charitable spirit, Smith was not without his 
eccentricities. Notorious for his absent-mindedness, 
there is a story about Smith taking a trip to a tan-
ning factory and, while engaged in conversation with 
a friend, walking straight into a large tanning vat. 
Another tale features Smith walking 15 miles in his 
sleep, awakening from his sleepwalk to the ringing of 
church bells, and scurrying back home in his night-
gown. Most astonishing and unfortunate, Smith, with-
out explanation, had the majority of his unpublished 
writings destroyed before his death in 1790.

Adam Smith is considered the founder of eco-
nomics. He addressed problems of both economic 
theory and policy in his famous book, An Inquiry into 
the Nature and Causes of the Wealth of Nations, 
published in 1776. The book was a success from the 
beginning, with its first edition selling out in just six 
months, and people have continued to read it for well 
over two centuries.

Smith believed that the wealth of a nation did 
not come from the accumulation of gold and silver—
the prevailing thought of the day. Smith observed 
that people tend to pursue their own personal inter-
ests and that an “invisible hand” (the market) guides 
their self-interest, increasing social welfare and gen-
eral economic well-being. Smith’s most powerful and 
enduring contribution was this idea of an invisible 

hand of market incentives channeling individuals’ 
efforts and promoting social welfare.

Smith also showed that through division of labor 
and specialization of tasks, producers could increase 
their output markedly. While Smith did not invent the 
market, he demonstrated that free markets, unfet-
tered by monopoly and government regulation, and 
free trade were at the very foundation of the wealth 
of a nation. Many of Smith’s insights are still central 
to economics today.

ADAM SMITH (1723–1790)

Smith is buried in a small cemetery in Edinburgh, 
Scotland. The money left on the grave site is usu-
ally gone by morning; the homeless prey on the 
donations to use for food and spirits. Adam Smith 
is probably smiling somewhere. He had a reputa-
tion as a charitable man—”a scale much beyond 
what might have been expected from his fortunes.”
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S E C T I O N    C H E C K

1. Economists assume that people act as if they are motivated by self-interest and respond predictably 
to changing circumstances.

2. Do not confuse self-interest with selfishness.

3. Rational behavior means that people do the best they can based on their values and information, under 
current and future anticipated consequences.

1. What do economists mean by self-interest?

2. What does rational self-interest involve?

3. How are self-interest and selfishness different?

4. What is rational behavior?

addition, rational behavior does not mean that people 
do not make mistakes, but it does mean that people 
learn from past mistakes and that their decisions in 
the future reflect that information. That is, they do not 
keep making the same mistake.

In short, rational individuals weigh the benefits 
and costs of their actions and they only pursue actions 
if they perceive the benefits to be greater than the costs. 
We will discuss this concept more thoroughly in the 
next chapter.

n What are economic theories?

n What can we expect from theories?

n Why do we need to abstract?

n What is a hypothesis?

n What is empirical analysis?

n What is the ceteris paribus assumption?

n What are microeconomics and macro-
economics?

Economic Theory
S E C T I O N

1.3

Economic Theories

A theory is an established explanation that accounts 
for known facts or phenomena. Specifically, eco-

nomic theories are statements or propositions about 
patterns of human behavior that occur expectedly 
under certain circumstances. These theories help us 
sort out and understand the complexities of economic 
behavior and guide our analysis. We 
expect a good theory to explain and 
predict well. A good economic theory, 
then, should help us better understand 
and, ideally, predict human economic 
behavior.

Abstraction Is Important

Economic theories cannot realistically include 
every event that has ever occurred. A theory 

weeds out the irrelevant facts from the relevant 
ones. We must abstract. A road map of the United 
States may not include every creek, ridge, and gully 
between Los Angeles and Chicago; indeed, such an 

all-inclusive map would be too large 
and too detailed to be of value. A road 
map designating major interstate high-
ways will provide enough information 
to travel by car from Los Angeles 
to Chicago. Likewise, an economic 

theory 
statement or proposition 
used to explain and predict 
behavior in the real world
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How is economic theory like a map? Because of the 
complexity of human behavior, economists must 
abstract to focus on the most important compo-
nents of a particular problem. It is similar to the way 
that maps highlight the important information (and 
assume away many minor details) to help people get 
from here to there.
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theory provides a broad view, not a detailed exami-
nation, of human economic behavior.

Without abstraction or simplification, the world 
is too complex to  analyze. For the same reason, 
economists make a number of simplifying assump-
tions in their models. Sometimes economists make very 
strong assumptions, such as that all people seek self-
betterment or all firms attempt to maximize profits. 
Of course, this may not hold for every 
single person or firm. Only when we test 
our models using these assumptions do 
we find out if they were too simplified 
or too limiting.

Developing a Testable 
Proposition

The beginning of any theory is a hypothesis, a 
testable proposition that makes some type of pre-

diction about behavior in response to certain changes 
in conditions based on our assumptions. In economic 
theory, a hypothesis is a testable prediction about how 
people will behave or react to a change in economic 
circumstances. For example, if we notice an increase 
in the price of digital video discs (DVDs), we might 
hypothesize that sales of DVDs will drop, or if the 
price of DVDs decreases, our hypothesis might be that 

DVDs sales will rise. Once we state our hypothesis, we 
test it by comparing what it predicts will happen to 
what actually happens.

Using Empirical Analysis
To determine whether our hypothesis is valid, we must 
engage in empirical analysis. That is, we must examine 
the data to see whether our hypothesis fits well with 
the facts. If the hypothesis is consistent with real-
world observations, we can accept it; if it does not fit 
well with the facts, we must “go back to the drawing 
board.”

Determining whether a hypothesis is acceptable is 
more difficult in  economics than it is in the natural or 
physical sciences. Chemists, for example, can observe 
chemical reactions under laboratory conditions. They 
can alter the environment to meet the assumptions of 
the hypothesis and can readily manipulate the variables 
(chemicals, temperatures, and so on) crucial to the pro-
posed relationship. Such controlled experimentation is 
seldom possible in economics. The laboratory of econo-
mists is usually the real world. Unlike chemists in their 
labs, economists cannot easily control all the variables 
that might influence human behavior.

From Hypothesis to Theory
After gathering their data, economic researchers 
must evaluate the results to determine whether their 
hypothesis is supported or refuted. If supported, the 
hypothesis can be tentatively accepted as an economic 
theory.

Every economic theory is on life-
long probation; the hypothesis underly-
ing an economic theory is constantly 
being tested against empirical findings. 
Do the observed findings support the 
prediction? When a hypothesis survives 
a number of tests, it is accepted until it 
no longer predicts well.

Science and Stories

Much of scientific discovery is expressed in terms 
of stories, not unlike the stories told by writ-

ers of novels. This similarity is not accidental. The 
novelist tries to persuade us that a story could almost 
be true; the scientist tries to persuade us that certain 
events fall into a certain meaningful pattern. The 
scientist does not (or is not supposed to) invent the 
underlying “facts” of the story, whereas the novel-
ist is not so constrained. However, a scientist does 

hypothesis 

a testable proposition

empirical analysis 
the use of data to test a 
hypothesis

Chapter 1  The Role and Method of Economics 11



select certain facts from among many facts that 
could have been chosen, just as the novelist chooses 
from an infinite number of possible characters and 
situations to make the story most persuasive. In both 
cases, the author “invents” the story. Therefore, we 
should not be surprised to find order in economic 
theory any more than we are surprised to find order 
in a good novel. Scientists would not bother to write 
about “life” if they were not convinced that they had 
stories worth telling.

What makes a story “worth telling?” When we look 
for order in nature, we cannot suppose that the “facts” 
are a sufficient basis for understanding observed events. 
The basic problem is that the facts of a complex world 
simply do not organize themselves. Understanding 
requires that a  conceptual order be imposed on these 
“facts” to counteract the confusion that would other-
wise result. For example, objects of different weights 
falling freely in the air do not travel at precisely the 
same rate (largely because of the different effects of air 
resistance). Yet this piece of information is generally 
much less significant than the fact that 
falling bodies do travel at almost the 
same rate (which presumably would be 
identical in a vacuum). By focusing on 
the most significant fact—the similarity, 
not the difference— Galileo was able to 
impose order on the story of gravity.

In the same way, to interpret the impact of ris-
ing housing prices on the amount of housing desired, 
economists must separate out the impact of increasing 
wealth, population, and other contributing factors. 
Failing to do so would obscure the central insight 
that people tend to buy less housing at higher prices. 
Without a story—a theory of causation—scientists 
could not sort out and understand the complex reality 
that surrounds us.

The Ceteris Paribus 
Assumption

Virtually all economic theories share a condition 
usually expressed by the Latin phrase ceteris 

paribus. A rough translation of the phrase is “letting 
everything else be equal” or “holding everything else 
constant.” When economists try to assess the effect of 
one variable on another, they must keep the relation-
ship between the two variables isolated from other 
events that might also influence the situation that the 
theory tries to explain or predict. A couple of examples 
will make this concept clearer.

Suppose you develop your own theory describing 
the relationship between studying and exam perfor-
mance: If I study harder, I will perform better on the 
test. That sounds logical, right? Holding other things 
constant (ceteris paribus), your theory is likely to be 
true. However, what if you studied harder but inad-
vertently overslept the day of the exam? What if you 
were so sleepy during the test that you could not think 
clearly? Or what if you studied the wrong material? 
Although it might look like additional studying did 
not improve your performance, the real problem could 
lie in the impact of other variables, such as sleep defi-
ciency or how you studied.

Why Are Observation 
and Prediction Harder 
in the Social Sciences?

Working from observations, sci-
entists try to make generaliza-

tions that will enable them to predict 
certain events. However, observation 
and prediction are more difficult in the 
social sciences than in physical sciences 

such as physics, chemistry, and astronomy. Why? The 
major reason for the difference is that the social scien-
tists, including economists, are concerned with human 
behavior. And human behavior is more variable and 
often less readily predictable than the behavior of 
experiments observed in a laboratory. However, by 
looking at the actions of a large group of people, econ-
omists can still make many reliable predictions about 
human behavior.

Why Do Economists Predict 
on a Group Level?

Economists’ predictions usually refer to the collec-
tive behavior of large groups rather than to that 

of specific individuals. Why is this? Looking at the 
behaviors of a large group allows economists to dis-
cern general patterns of actions. For example, consider 
what would happen if the price of air travel from the 
United States to Europe was reduced drastically, say 
from $1,000 to $400, because of the invention of a 
more fuel-efficient jet. What type of predictions could 
we make about the effect of this price reduction on the 
buying habits of typical consumers?

ceteris paribus 
holding all other things 
constant
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What Does Individual Behavior Tell Us?
Let’s look first at the responses of individuals. As 
a result of the price drop, some people will greatly 
increase their intercontinental travel, taking theater 
weekends in London or week-long trips to France to 
indulge in French food. Some people, however, are 
terribly afraid to fly, and the price reduction will not 
influence their behavior in the slightest. Others might 
detest Europe and, despite the lowered airfares, prefer 
to spend a few days in Aspen, Colorado, instead. A 
few people might respond to the airfare reduction in 
precisely the opposite way from ours: At the lower fare, 
they might make fewer trips to Europe, because they 
might believe (rightly or wrongly) that the price drop 
would be accompanied by a reduction in the quality of 
service, greater crowding, or reduced safety. In short, 
we cannot predict with any level of certainty how a 
given individual will respond to this airfare reduction.

What Does Group Behavior Tell Us?
Group behavior is often more predictable than indi-
vidual behavior. When the weather gets colder, more 
firewood will be sold. Some individu-
als may not buy firewood, but we can 
predict with great accuracy that a group 
of individuals will establish a pattern of 
buying more firewood. Similarly, while 
we cannot say what each individual 
will do, within a group of persons, we 
can predict with great accuracy that 
more flights to Europe from Los Angeles 
will be sold at lower prices than at 
higher prices, holding other things such 
as income and preferences constant. We 
cannot predict exactly how many more 
airline tickets will be sold at $400 than 

at $1,000, but we can predict the direction of the impact 
and approximate the extent of the impact. By observing 
the relationship between the price of goods and services 
and the quantities people purchase in different places 
and during different time periods, it is possible to make 
some reliable generalizations about how much people 
will react to changes in the prices of goods and services. 
Economists use this larger picture of the group for most 
of their theoretical analysis.

The Two Branches of 
Economics: Microeconomics 
and Macroeconomics

Conventionally, we distinguish two main branches 
of economics, microeconomics and macroeco-

nomics. Microeconomics, deals with the  smaller units 
within the economy, attempting to understand the 
decision-making behavior of firms and households and 
their interaction in markets for particular goods or 
services. Microeconomic topics include discussions of 

health care, agricultural subsidies, the 
price of everyday items such as running 
shoes, the distribution of income, and 
the impact of labor unions on wages. 
Macroeconomics, in contrast, deals with 
the aggregate, or total economy; it looks 
at economic problems as they influence 
the whole of society. Topics covered 
in macroeconomics include discussions 
of inflation, unemployment, business 
cycles, and economic growth. To put 
it simply, microeconomics looks at the 
trees while macroeconomics looks at 
the forest.

microeconomics 
the study of household and 
firm behavior and how they 
interact in the marketplace

macroeconomics 
the study of the whole 
economy, including the topics 
of inflation, unemployment, 
and economic growth

aggregate 
the total amount—such as 
the aggregate level of output

S E C T I O N    C H E C K

1. Economic theories are statements used to explain and predict patterns of human behavior.

2. We must abstract and focus on the most important components of a particular problem.

3. A hypothesis makes a prediction about human behavior and is then tested.

4. We use empirical analysis to examine the data and see whether our hypothesis fits well with the facts.

5. In order to isolate the effects of one variable on another, we use the ceteris paribus assumption.

6. It is rational for people to act in their own self-interest and try to improve their situation.

7. Microeconomics focuses on smaller units within the economy—firms and households—and how they interact 
in the marketplace.

8. Macroeconomics deals with the aggregate, or total, economy.
continued
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In our discussion of economic theory we have not yet 
mentioned that there are certain pitfalls to avoid that 

may hinder scientific and logical thinking: confusing cor-
relation and causation, and the fallacy of composition.

Confusing Correlation 
and Causation

Without a theory of causation, no 
scientist could sort out and under-

stand the enormous complexity of the 
real world. But one must always be care-
ful not to confuse correlation with cau-
sation. In other words, the fact that two 
events usually occur together  (correlation) 
does not necessarily mean that one 
caused the other to occur  (causation). 
For example, say a groundhog awakes 
after a long winter of hibernation, climbs 
out of his hole, and sees his shadow—then six weeks of 
bad weather ensue. Did the groundhog cause the bad 
weather? In Europe, the stork population has fallen and 
so have birth rates. Does this mean that the one event 
caused the other to occur? It is highly unlikely.

Perhaps the causality runs in the opposite direc-
tion. A rooster may always crow before the sun rises, 
but it does not cause the sunrise; rather, the early light 
from the sunrise causes the rooster to crow.

Why Is The Correlation Between 
Ice Cream Sales and Property 
Crime Positive?
Did you know that when ice cream sales rise, so do 
property crime rates? What do you think causes the two 
events to occur together? The explanation is that prop-

erty crime peaks in the summer because 
of  warmer weather, more people on 
vacations (leaving their homes vacant), 
teenagers out of school, and so on. It 
just happens that ice cream sales also 
peak in those months because of the 
weather. It is the case of a third variable 
causing both to occur. Or what if there 
were a positive correlation between sales 
of cigarette lighters and the incidence of 
cancer? The suspect might well turn out 
to be the omitted variable (the so-called 
“smoking gun”): the cigarette.

The Fallacy of Composition

Economic thinking requires us to be aware of the 
problems associated with aggregation (adding up 

all the parts). One of the biggest problems is the fallacy 

of composition. This fallacy states that even if some-
thing is true for an individual, it is not necessarily true 
for many individuals as a group. For example, say you 

n If two events usually occur together, does it mean one event caused the other 
to happen?

n What is the fallacy of composition?

Pitfalls to Avoid 
in Scientific Thinking

S E C T I O N

1.4

correlation 
when two events occur 
together

causation 
when one event brings about 
another event

fallacy of composition 
the incorrect view that what 
is true for the individual is 
always true for the group

1. What are economic theories?

2. What is the purpose of a theory?

3. Why must economic theories be abstract?

4. What is a hypothesis? How do we determine whether it is tentatively accepted?

5. Why do economists hold other things constant (ceteris paribus)?

6. Why are observation and prediction more difficult in the social sciences?

7. Why do economic predictions refer to the behavior of groups of people rather than individuals?

8. Why is the market for running shoes considered a microeconomic topic?

9. Why is inflation considered a macroeconomic topic?
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Business News
W hen it comes to television programming, 

sex sells—maybe too well. According to 
a Rand Corporation study authored by 

Anita Chandra, there is a link between teenagers’ 
exposure to sexual content on TV and teen pregnan-
cies. Specifically, the study found that teens exposed 
to high levels of sexual content on television were 
twice as likely to be involved in a pregnancy in the 
following three years as teens with limited expo-
sure. The results were published in the November, 
2008, edition of the journal Pediatrics.

The study’s author is quick to point out that the 
factors leading to teen pregnancies are varied and 
complex—but warns it is important for parents, 
teachers, and pediatricians to understand that TV 
can be one of them.

in the news Sex on Television and Teenage Pregnancy

 consider this:
While sex on television may lead to increases in teen preg-
nancy, isn’t it possible the causality runs in the opposite 
direction—teenagers that are more susceptible to teen preg-
nancy watch shows with more sexual content? In addition, 
there are a host of other variables that could be much more 
statistically significant such as low self-esteem, single-
parent households, household income, years of schooling, 
heavy drug and alcohol use, GPA, child abuse, peer pressure, 
and so on.

In fact, more women of all ages, not just teenagers, 
are having children out of wedlock. Actually, the teen birth 
rate was much higher in 1957 than it is today. The growing 
concern is over the rise in unwed teenage mothers. However, 

births to single teens actually account for a smaller percentage 
of all non-marital births than 20 years ago—so is television to 
blame? Heed the–author’s warning: “the reasons for the rise 
in teen pregnancies are varied and complex.”

are at a football game and you decide to stand up to get 
a better view of the playing field. This works as long as 
the people seated around you don’t stand up. But what 
happens if everyone stands up at the same time? Then 
your standing up does nothing to improve your view. 
Thus, what is true for an individual does not always 

hold true in the  aggregate. The same can be said of get-
ting to school early to get a better parking place—what 
if everyone arrived early? Or studying harder to get a 
better grade in a class that is graded on a curve—what 
if everyone studied harder? These are all examples of 
the fallacy of composition.
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Normally, people expect more accidents at 
higher speeds. This expectation seems rea-
sonable; yet, as shown in the picture, slower 
driving can be correlated with more accidents. 
Why the positive correlation? It is a third 
variable—icy roads—that leads to both lower 
speeds and increased accidents.
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S E C T I O N    C H E C K

1. The fact that two events are related does not 
mean that one caused the other to occur.

2. What is true for the individual is not necessarily 
true for the group.

1. What is the relationship between correlation 
and causation?

2. What types of misinterpretation result from 
confusing correlation and causation?

3. What is the fallacy of composition?

4. If you can sometimes get a high grade on an 
exam without studying, does it mean that addi-
tional studying does not lead to higher grades? 
Explain your answer.

Positive Statement

Most economists view themselves as scientists seek-
ing the truth about the way people behave. They 

make speculations about economic behavior, and then, 
ideally, they assess the validity of those predictions 
based on human experience. Their work 
emphasizes how people do behave, rath-
er than how people should behave. In 
the role of scientist, an economist tries 
to observe patterns of behavior objec-
tively, without  reference to the appro-
priateness or inappropriateness of that 

behavior. This objective, value-free approach, based 
on the scientific method, is called positive analysis. 
In positive analysis, we want to know the impact of 
variable A on variable B. We want to be able to test 
a hypothesis. For example, the following is a positive 

statement: If rent controls are imposed, vacancy rates 
will fall. This statement is testable. A 
positive statement does not have to be a
true statement, but it does have to be 
a testable statement.

Keep in mind, however, that it is 
doubtful that even the most objective 
scientist can be totally value free in 

n What is a positive statement?

n What is a normative statement?

n Why do economists disagree?

Positive Statements 
and Normative Statements

S E C T I O N

1.5

positive statement  
an objective, testable 
statement that describes 
what happens and why it 
happens
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his or her analysis. An economist may well emphasize 
data or evidence that supports a hypothesis, putting 
less weight on other evidence that might be contradic-
tory. This tendency, alas, is human nature. But a good 
economist/scientist strives to be as fair and objective as 
possible in evaluating evidence and in stating conclu-
sions based on the evidence. In some sense, economists 
are like engineers; they try to figure out how things 
work and then describe what would happen if you 
changed something.

Normative Statement

Economists, like anyone else, have opinions and 
make value judgments. And when economists, 

or anyone else for that matter, express 
opinions about an economic policy or 
statement, they are indicating in part 
how they believe things should be, not 
stating facts about the way things are. In 
other words, they are performing nor-
mative analysis. Normative statements 
involve judgments about what should 
be or what ought to happen. For example, normative 
questions might include: Should the government raise 
the minimum wage? Should the government increase 
spending in the space program? Should the government 
give “free” prescription drugs to senior citizens?

Positive Versus 
Normative Analysis

The distinction between positive and normative anal-
ysis is important. It is one thing to say that everyone 

should have universal health care, an untestable norma-
tive statement, and quite another to say that universal 
health care would lead to greater worker productivity, 
a testable positive statement. It is important to distin-
guish between positive and normative analysis because 
many controversies in economics revolve around policy 
considerations that contain both. For example, what 
impact would a 3 percent reduction in income taxes 
across the board have on the economy? This question 
requires positive analysis. Whether we should have a 3 
percent reduction in income taxes requires normative 
analysis as well. When economists are trying to explain 
the way the world works, they are scientists. When 
economists start talking about how the economy should 
work rather than how it does work, they have entered 
the normative world of the policymaker. In short, posi-
tive statements are attempts to describe what happens 
and why it happens, while normative statements are 
attempts to prescribe what should be done.

Disagreement Is Common 
in Most Disciplines

Although economists do frequently have opposing 
views on economic policy questions, they prob-

ably disagree less than the media would have you 
believe. Disagreement is common in most disciplines: 
Seismologists differ over predictions of earthquakes or 
volcanic eruption; historians can be at odds over the 
interpretation of historical events; psychologists dis-
agree on proper ways to rear children; and nutritionists 
debate the merits of large doses of vitamin C. 

The majority of disagreements in economics stem 
from normative issues; differences in values or policy 

beliefs result in conflict. For example, a 
policy might increase efficiency at the 
expense of a sense of fairness or equity, or 
it might help a current generation at the 
expense of a future generation. Because 
policy decisions involve trade-offs, they 
will always involve the potential for 
conflict.

Freedom Versus Fairness
Some economists are concerned about individual free-
dom and liberty, thinking that any encroachment on 
individual decision making is bad, other things being 
equal. People with this philosophic bent are inclined to 
be skeptical of any increased government involvement 
in the economy.

On the other hand, some economists are concerned 
with what they consider an unequal, “unfair,” or unfor-
tunate distribution of income, wealth, or power, and 
view governmental intervention as desirable in righting 
injustices that they believe exist in a market economy. 
To these persons, the threat to individual liberty alone 
is not sufficiently great to reject governmental interven-
tion in the face of perceived economic injustice.

The Validity of an Economic Theory
Aside from philosophic differences, a second reason 
helps explain why economists may differ on any 
given policy question. Specifically, they may disagree 
about the validity of a given economic theory for 
the policy in question—that is, they disagree over 
the positive  analysis. Why would they disagree over 
positive analysis? For at least two reasons. One, 
a particular model may yield mixed results: some 
empirical evidence supporting it and some not. Two, 
the information available may be insufficient to make 
a compelling theory.

normative statements 
a subjective, contestable 
statement that attempts 
to describe what should 
be done
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Business News
— B Y  J E S S I C A  E .  V A S C E L L A R O

W hat’s your major? Around the world, col-
lege undergraduates’ time-honored question 
is increasingly drawing the same answer: 

Economics.
U.S. colleges and universities awarded 16,141 

degrees to economics majors in the 2003–2004 
academic year, up nearly 40 percent from five 
years earlier. This is according to John. J. Siegfried, 
an economics professor at Vanderbilt University in 
Nashville, Tennessee, who tracks 272 colleges and 
universities around the country for the Journal of 
Economic Education.

Since the mid-1990s, the number of students 
majoring in economics has been rising, while the 
number majoring in political science and government 
has declined and the number majoring in history and 
sociology has barely grown, according to the U.S. gov-
ernment’s National Center for Education Statistics.

“There has been a clear explosion of economics as 
as major,” says Mark Gertler, a professor and chairman 
of New York University’s economics department.

The number of students majoring in economics 
has been rising even faster at the United States’ 
top colleges. At New York University, for example, 
the number of economics majors has more than 
doubled to nearly 800 in the past 10 years. It is now 
the most popular major.

Economics also is the most popular major 
at Harvard University, Cambridge, Massachusetts, 
where 964 students majored in the subject this 
year. The number of economics majors at Columbia 
University, New York, has risen 67 percent since 
1995. The University of Chicago said that last year 
24 percent of its graduating class, or 240 students, 
departed with economics degrees.

The trend marks a big switch for the so-called 
dismal science, which experienced large declines in 
undergraduate enrollments in the early 1990s, as inter-
est in other areas, like sociology, was growing. Behind 

in the news A Brighter Day for the Dismal Science—
Economics Becomes the Hot Major 
for Undergrads World-Wide

the turnaround is a clear-eyed reading of supply and 
demand: In a global economy filled with uncertainty, 
many students see economics as the best vehicle for 
landing a job promising good pay and security.

And as its focus broadens, there are even some 
signs that economics is becoming cool.

In addition to probing the mechanics of inflation 
and exchange rates, academics now use statistics 
and an economist’s view of how people respond to 
incentives to study issues such as AIDS research, 
obesity, and even terrorism. The surprise best seller 
of the spring, for instance, was Freakonomics, co-
authored by University of Chicago economist Steven 
Levitt, that examines issues ranging from corruption 
among real-estate agents to sumo wrestling.

Pooja Jotwani, a recent graduate of Georgetown 
University, Washington, says she is certain her 
economics degree helped her land a job in Lehman 
Brothers Holdings Inc.’s sales and trading division, 
where she will earn the industry’s standard starting 
salary of $55,000, or about 45,000 euros, not includ-
ing bonus. She says the major strengthened her 
business skills and provided her with something very 
simple: “financial security.”

“People are fascinated with applying the econom-
ic mode of reasoning to a wide variety of issues, and 
these forces are causing them to study economics 
more and more,” says Lawrence Summers, [former] 
president of Harvard, former U.S. Treasury Secretary, 
[and head of the Council of Economic Advisors].

Economics and business majors ranked among 
the five most desirable majors in a 2004 survey of 
employers by the National Association of Colleges 
and Employers, along with accounting, electrical 
engineering, and mechanical engineering. It wasn’t 
just banks and insurance companies that expressed 
interest in hiring economics majors: Companies in 
industries such as utilities and retailing did, too . . . .

Roberto Angulo, chief executive of AfterCollege 
Inc., a San Francisco online recruiting service with 
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267,000 registered users, says an economics major 
has practical value on the job. “Students are more 
employable if they study economics,” he says. He 
graduated from Stanford University in California with 
an economics degree five years ago.

It isn’t just the job calculus that is drawing 
students to the major: It also is the rapid spread of 
economic globalization. Many students around the 
world are wondering what effect global economic 
trends will have on them.

Foreign students studying in the United States 
are flocking to the major. Sabrina De Abreu, a stu-
dent from Argentina about to start her senior year 
at Harvard, says her country’s experiences made 
her choice easy. “When I grew up in Argentina, 
my country plunged into a recession,” she says. 
“Understanding economics has become a funda-
mental part of my life.”

Indeed, the rising popularity of the economics 
major appears to be a global phenomenon. A recent 
McKinsey Global Institute study found that the share 
of degrees in economics and business awarded in 
Poland from 1996 to 2002 more than doubled, to 
36 percent from 16 percent; in Russia, the share 
jumped to 31 percent from 18 percent . . . .

John Sutton, chairman of the economics depart-
ment at the London School of Economics, says the 
school’s popularity is at an all-time high, in part 
the result of interest among students from Eastern 
Europe, where there is a “huge pent-up demand for 
well-trained professional economists.” Dr. Sutton 
says that as these countries become increasingly 
open to capitalism, “bright young students are 
beginning to see economic issues highlighted.”

SOURCE: From Jessica E. Vascellaro, “Career Journal: The Hot Major For Undergrads Is 

Economics”, ‘The Wall Street Journal’, July 5, 2005, p. A7. Reprinted by permission of The Wall 

Street Journal, copyright © 2005 Dow Jones & Company, Inc. All Rights Reserved Worldwide. 

Most economists agree that these statements 
are correct:

 1. A ceiling on rents (rent control) reduces the 
quantity and quality of rental housing available 
(93 percent agree).

 2. Tariffs and import quotas usually reduce gen-
eral economic welfare (93 percent agree).

 3. The United States should not restrict employ-
ers from outsourcing work to foreign countries 
(90.1 percent agree).

 4. Fiscal policy (e.g., tax cuts and/or increases in 
government expenditure) has significant stimu-
lative impact on an economy that is less than 
fully employed (90 percent agree).

 5. Flexible and floating exchange rates offer an 
effective international monetary arrangement 
(90 percent).

 6. The gap between Social Security funds and 
expenditures will become unsustainably large 
within the next 50 years if the current policies 
remain unchanged (85 percent agree).

 7. The United States should eliminate agricultural 
subsidies (85 percent agree).

 8. Local and state governments in the United 
States should eliminate subsidies to profes-
sional sport franchises (85 percent agree).

 9. A large budget deficit has an adverse effect on 
the economy (83 percent agree).

 10. A minimum wage increases unemployment 
among young and unskilled (79 percent agree).

 11. Effluent taxes and marketable pollution permits 
represent a better approach to pollution control 
than imposition of pollution ceilings (78 percent 
agree).

12. Economist favor expanding competition and 
market forces in education (67.1 percent 
agree).

SOURCE: From Jessica E. Vascellaro, “Career Journal: The Hot Major For Undergrads 

Is Economics”, ‘The Wall Street Journal’, July 5, 2005, p. A7. Reprinted by permission 

of The Wall Street Journal, copyright © 2005 Dow Jones & Company, Inc. All Rights 

Reserved Worldwide.

ECONOMISTS DO AGREE
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Fill in the blanks:

 1. Economics is the study of the choices we make among 
our many wants and desires given our _____________ 
resources.

 2. _____________ occurs because our unlimited wants 
exceed our limited resources.

 3. Resources are _____________ used to produce goods 
and services.

 4. The economic problem is that _____________ forces us 
to choose, and choices are costly because we must give 
up other opportunities that we _____________.

 5. Living in a world of scarcity means _____________.

 6. Economics provided the tools to intelligently evaluate 
_____________ and make _____________.

 7. _____________ deals with the aggregate (the forest), 
or total economy, while _____________ deals with the 
smaller units (the trees) within the economy.

 8. Economists assume that individuals act as if they 
are motivated by _____________ and respond in 
_____________ ways to changing circumstances.

 9. Economists believe that it is _____________ for people 
to anticipate the likely future consequences of their 
behavior.

 10. Actions have _____________.

 11. Rational self-interest implies that people do not make 
_____________ mistakes.

 12. Economic _____________ are statements or propositions 
used to _____________ and _____________ patterns of 
human economic behavior.

In te rac t i ve  Chapter  Summary

Often Economists Do Agree

Although you may not believe it after reading the 
previous discussion, economists don’t always 

disagree. In fact, according to a survey among mem-
bers of the American Economic Association, most 

economists agree on a wide range of issues, including 
rent control, import tariffs, export restrictions, the use 
of wage and price controls to curb inflation, and the 
minimum wage (see Policy Application: Economists Do 
Agree, in this section).

S E C T I O N    C H E C K

1. Positive analysis is objective and value-free.

2. Normative analysis involves value judgments and opinions about the desirability of various actions.

3. Disagreement is common in most disciplines.

4. Most disagreement among economists stems from normative issues.

1. What is a positive statement? Must positive statements be testable?

2. What is a normative statement? Is a normative statement testable?

3. Why is the positive/normative distinction important?

4. Why do policy disagreements arise among economists?

5. Is the statement “UFOs land in my backyard at least twice a week” a positive statement? Why or why not?
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economics 3
resources 3
scarcity 3
the economic problem 3
rational behavior 7
theory 10

hypothesis 11
empirical analysis 11
ceteris paribus 12
microeconomics 13
macroeconomics 13
aggregate 13

correlation 14
causation 14
fallacy of composition 14
positive statement 16
normative statement 17

Key Terms and Concepts

Answers: 1. limited; unlimited 2. Scarcity 3. inputs 4. scarcity; value 5. trade-offs 6. options; choices 7. Macroeconomics; microeconomics 
8. self-interest; predictable 9. rational 10. consequences 11. systematic 12. theories; explain; predict 13. abstract 14. hypothesis 15. Empirical 
16. ceteris paribus 17. correlation 18. causation 19. fallacy of composition 20. positive 21. Normative 22. Positive; prescriptive 23. positive

 13. Because of the complexity of human behavior, econo-
mists must _____________ to focus on the most impor-
tant components of a particular problem.

 14. A(n) _____________ in economic theory is a testable 
prediction about how people will behave or react to a 
change in economic circumstances.

 15. _____________ analysis is the use of data to test a 
hypothesis.

 16. In order to isolate the effects of one variable on another, 
we use the _____________ assumption.

 17. When two events usually occur together, it is called 
_____________.

 18. When one event brings on another event, it is called 
_____________.

 19. The _____________ is the incorrect view that 
what is true for an individual is always true for the 
group.

 20. The objective, value-free approach to economics, based 
on the scientific method, is called _____________ 
analysis.

 21. _____________ analysis involves judgments about what 
should be or what ought to happen.

 22. _____________ analysis is descriptive; normative analy-
sis is _____________.

 23. “A tax increase will lead to a lower rate of inflation” is 
a(n) _____________ economic statement.

1.1 Economics: A Brief Introduction
 1. What is the definition of economics?

Economics is the study of the choices we make among 
our many wants and desires given our limited resources.

 2. Why does scarcity force us to make choices?
Scarcity—the fact that our wants exceed what our 
resources can produce—means that we are forced to 
make choices on how best to use these limited resources.

 3. Why are choices costly?
In a world of scarcity, whenever we choose one option, 
we also choose to do without something else that we 
also desire. The want that we choose not to satisfy is 
the opportunity cost of that choice.

 4. Why do even “non-economic” issues have an 
economic dimension?
Even apparently non-economic issues have an economic 
dimension because economics concerns anything worth-
while to some human being (including love, friendship, 

charity, etc.) and the choices we make among those 
things we value.

 5. Why is economics worth studying?
Perhaps the best reason to study economics is that so 
many of the things that concern us are at least partly 
economic in character. Economics helps us to  intelligently 
evaluate our options and determine the most appropriate 
choices in many given situations. It helps develop a disci-
plined method of thinking about problems.

1.2 Economic Behavior
 1. What do economists mean by self-interest?

By self-interest, economists simply mean that people try 
to improve their own situation (as they see it, not nec-
essarily as others see it). Self-interest can also include 
benevolence.

 2. What does rational self-interest involve?
Economists consider individuals to be acting in their 
rational self-interest if they are striving to do their best 

Sect ion Check Answers
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to achieve their goals with their limited income, time, 
and knowledge, and given their expectations of the 
likely future consequences (both benefits and costs) of 
their behavior.

 3. How are self-interest and selfishness different?
Self-interest means people are striving to do their best 
to achieve their goals, which may or may not be self-
ish. Parents working more hours to give more to their 
children or a favorite charity can be self-interested but 
are not selfish.

 4. What is rational behavior?
Rational behavior is when people do the best they can 
based on their values and information, under current 
and anticipated future consequences. Rational individu-
als weigh the benefits and costs of their actions and 
they only pursue actions if they perceive their benefits 
to be greater than the costs.

1.3 Economic Theory
 1. What are economic theories?

A theory is an established explanation that accounts 
for known facts or phenomena. Economic theories are 
statements or propositions about patterns of human 
behavior that are expected to take place under certain 
circumstances.

 2. What is the purpose of a theory?
The purpose of a theory is primarily to explain and 
predict well. Theories are necessary because the facts of 
a complex world do not organize themselves.

 3. Why must economic theories be abstract?
Economic theories must be abstract because they could 
not possibly include every possible event, circumstance, 
or factor that might affect behavior. Like a road map, 
an economic theory abstracts from some issues to focus 
more clearly and precisely on the central questions it is 
designed to understand.

 4. What is a hypothesis? How do we determine 
whether it is tentatively accepted?
A hypothesis is a testable proposal that makes some 
type of prediction about behavior in response to certain 
changed conditions. An economic hypothesis is a test-
able proposal about how people will behave or react 
to a change in economic circumstances. It is tentatively 
accepted if its predictions are consistent with what 
actually happens. In economics, testing involves empiri-
cal analysis to see whether the hypothesis is supported 
by the facts.

 5. Why do economists hold other things constant 
(ceteris paribus)?
The hold other things constant, or ceteris paribus, 
assumption is used in economics because in trying to 
assess the effect of one variable on another, we must 

isolate their relationship from other important events 
or variables that might also influence the situation the 
theory tries to explain or predict.

 6. Why are observation and prediction more 
difficult in the social sciences?
Observation and prediction are more difficult in the 
social sciences than in physical sciences because social 
sciences are concerned with human behavior, which is 
more variable and often less readily predictable than 
the behavior of experiments observed in a laboratory. 
Social scientists can seldom run truly “controlled” 
experiments like those of the biological scientists.

 7. Why do economic predictions refer to the 
behavior of groups of people rather than 
individuals?
Economists’ predictions usually refer to the collective 
behavior of large groups rather than individuals because 
looking at the behaviors of a large group of individuals 
allows economists to discern general patterns of actions 
and therefore make more reliable generalizations.

 8. Why is the market for running shoes considered 
a microeconomic topic?
Because a single industry is “small” relative to the 
economy as a whole, the market for running shoes (or 
the running-shoe industry) is a microeconomic topic.

 9. Why is inflation considered a macroeconomic 
topic?
Inflation—a change in the overall price level—has 
effects throughout the entire economy, rather than just 
in certain small areas of the economy, which makes it a 
macroeconomic topic.

1.4 Pitfalls to Avoid in Scientific 
Thinking
 1. What is the relationship between correlation and 

causation?
Correlation means that two things are related; causa-
tion means that one thing caused the other to occur. 
Even though causation implies correlation, correlation 
does not necessarily imply causation.

 2. What types of misinterpretation result from 
confusing correlation and causation?
Confusing correlation between variables with causation 
can lead to misinterpretation where a person “sees” 
causation between two variables or events where none 
exists or where a third variable or event is responsible 
for causing both of them.

 3. What is the fallacy of composition?
The fallacy of composition is the incorrect idea that if 
something is true for an individual, it must also be true 
for many individuals as a group.
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 4. If you can sometimes get a high grade on 
an exam without studying, does it mean that 
additional studying does not lead to higher 
grades? Explain your answer.
In some instances a student can get a high grade on an 
exam without studying. However, because additional 
studying increases mastery of the material, additional 
studying would typically increase test performance and 
grades. That is, even though added studying would not 
raise grades in some unusual situations, as a generaliza-
tion, additional studying does lead to higher grades.

1.5 Positive Statements 
and Normative Statements
 1. What is a positive statements? Must positive 

statements be testable?
Positive statements focus on how people actually 
behave, rather than on how people should behave. 
They deal with how variable A impacts variable B. 
Positive statements must be testable to determine 
whether their predictions are borne out by the evidence.

 2. What is a normative statement? Is a normative 
statement testable?
Normative statements focus on what should be or 
what ought to happen; They involve opinions about 
the desirability of various actions or results. Normative 

statements are not testable, because it is not scientifi-
cally possible to establish whether one value judgment 
is better than another value judgment.

 3. Why is the positive/normative distinction 
important?
It is important to distinguish between positive and 
normative statements because many controversies 
in economics revolve around policy considerations 
that contain both. Deciding whether a policy is good 
requires both positive analysis (what will happen) and 
normative analysis (is what happens good or bad).

 4. Why do policy disagreements arise among 
economists?
As with most disciplines, economists do disagree. 
However, the majority of those disagreements stem 
from differences in normative analysis, because the evi-
dence cannot establish whether one set of value judg-
ments is better or more appropriate than other sets of 
value judgments.

 5. Is the statement “UFOs land in my backyard at 
least twice a week” a positive statement? Why 
or why not?
A positive statement need not be true; it simply needs 
to be testable to determine whether it is borne out by 
the evidence.
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True or False:

 1. When our limited wants exceed our unlimited resources, we face scarcity.

 2. Choices are costly because we must give up other opportunities that we value.

 3. Living in a world of scarcity involves trade-offs.

 4. Self-interest cannot include benevolence.

 5. To say that people are rational is to assume that they never make mistakes.

 6. Adam Smith described how self-interest can be a force for the common good.

 7. According to the National Council of Economic Education, most adults tested in the United States performed well on eco-
nomic literacy.

 8. Rationality could not apply to criminals.

 9. Economic theories do not abstract from the particular details of situations so they can better focus on every aspect of the 
behavior to be explained.

 10. Determining whether an economic hypothesis is acceptable is more difficult than in the natural or physical sciences 
because, unlike a chemist in a chemistry lab, an economist cannot control all the other variables that might influence 
human behavior.

 11. Microeconomics would deal with the analysis of a small individual firm, while macroeconomics would deal with large 
global firms.

 12. A positive statement must be both testable and true.

 13. A normative statement is nontestable.

 14. The majority of disagreements in economics stem from normative issues.

 15. A hypothesis is a normative statement.

Multiple Choice:

 1. If a good is scarce,
 a. it only needs to be limited.
 b. it is not possible to produce any more of the good.
 c. our unlimited wants exceed our limited resources.
 d. our limited wants exceed our unlimited resources.

 2. Which of the following is true of resources?
 a. Their availability is unlimited.
 b. They are the inputs used to produce goods and services.
 c. Increasing the amount of resources available could eliminate scarcity.
 d. Both b and c.

 3. If scarcity were not a fact,
 a. people could have all the goods and services they wanted for free.
 b. it would no longer be necessary to make choices.
 c. poverty, defined as the lack of a minimum level of consumption, would also be eliminated.
 d. all of the above would be true.

 4. Economics is concerned with
 a. the choices people must make because resources are scarce.
 b. human decision makers and the factors that influence their choices.
 c. the allocation of limited resources to satisfy unlimited wants.
 d. all of the above.



 5. Which of the following would reflect self-interested behavior to an economist?
 a. worker pursuing a higher-paying job and better working conditions
 b. consumer seeking a higher level of satisfaction with her current income
 c. Mother Teresa using her Nobel Prize money to care for the poor
 d. all of the above

 6. When economists assume that people act rationally, it means they
 a. always make decisions based on complete and accurate information.
 b. make decisions that will not be regretted later.
 c. do the best they can based on their values and information under current and future circumstances.
 d. make decisions based solely on what is best for society.
 e. commit no errors in judgment.

 7. When we look at a particular segment of the economy, such as a given industry, we are studying
 a. macroeconomics.
 b. microeconomics.
 c. normative economics.
 d. positive economics.

 8. Which of the following is most likely a topic of discussion in macroeconomics?
 a. an increase in the price of a pizza
 b. a decrease in the production of VCRs by a consumer electronics company
 c. an increase in the wage rate paid to automobile workers
 d. a decrease in the unemployment rate
 e. the entry of new firms into the software industry

 9. Economists use theories to
 a. abstract from the complexities of the world.
 b. understand economic behavior.
 c. explain and help predict human behavior.
 d. do all of the above.
 e. do none of the above.

 10. The importance of the ceteris paribus assumption is that it
 a. allows one to separate normative economic issues from positive economic ones.
 b. allows one to generalize from the whole to the individual.
 c. allows one to analyze the relationship between two variables apart from the influence of other variables.
 d. allows one to hold all variables constant so the economy can be carefully observed in a suspended state.

 11. Which of the following statements can explain why correlation between Event A and Event B may not imply causality 
from A to B?

 a. The observed correlation may be coincidental.
 b. A third variable may be responsible for causing both events.
 c. Causality may run from Event B to Event A instead of in the opposite direction.
 d. All of the above can explain why the correlation may not imply causality.

 12. Ten-year-old Tommy observes that people who play football are larger than average and tells his mom that he’s going to 
play football because it will make him big and strong. Tommy is

 a. committing the fallacy of composition.
 b. violating the ceteris paribus assumption.
 c. mistaking correlation for causation.
 d. committing the fallacy of decomposition.

 13. Which of the following correlations is likely to involve primarily one variable causing the other, rather than a third variable 
causing them both?

 a. The amount of time a team’s third string plays in the game tends to be greater, the larger the team’s margin of victory.
 b. Ice cream sales and crime rates both tend to increase at the same time.
 c. A lower price of a particular good and a higher quantity purchased tend to occur at the same time.
 d. The likelihood of rain tends to be greater after you have washed your car.
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 14. Which of the following is a positive statement?
 a. New tax laws are needed to help the poor.
 b. Teenage unemployment should be reduced.
 c. We should increase Social Security payments to the elderly.
 d. An increase in tax rates will reduce unemployment.
 e. It is only fair that firms protected from competition by government-granted monopolies pay higher corporate taxes.

Problems:

 1. In most countries the birth rate has fallen as incomes and the economic opportunities for women have increased. Use 
economics to explain this pattern.

 2. Write your own definition of economics. What are the main elements of the definition?

 3. Are the following topics ones that would be covered in microeconomics or macroeconomics?
 a. the effects of an increase in the supply of lumber on the home-building industry
 b. changes in the national unemployment rate
 c. changes in the inflation rate
 d. changes in the country’s economic growth rate
 e. the price of concert tickets

 4. Identify which of the following headlines represents a microeconomic topic and which represents a macroeconomic topic.
 a. “U.S. Unemployment Rate Reaches Historic Laws”
 b. “General Motors Closes Auto Plant in St. Louis”
 c. “OPEC Action Results in a General Increase in Prices”
 d. “Companies Cut the Cost of Health Care for Employees”
 e. “Lawmakers Worry About the Possibility of a U.S. Recession”
 f. “Colorado Rockies Make Outfielder Highest Paid Ballplayer”

 5. The Environmental Protection Agency asks you to help them understand the causes of urban pollution. Air pollution 
problems are worse the higher the Air Quality Index. You develop the following two hypotheses. Hypothesis I: Air pollu-
tion will be a greater problem as the average temperature increases in the urban area. Hypothesis II: Air pollution will be 
a greater problem as the population increases in the urban area.

  Test each hypothesis with the facts given in the following table. Which hypothesis fits the facts better? Have you 
 developed a theory?

Metropolitan Statistical Area Days with Polluted Air* Average Maximum Temperature Population (thousands)

Cincinnati, OH 30 64.0 1,979
EI Paso, TX 13 77.1 680
Milwaukee, WI 12 55.9 1,690
Atlanta, GA 24 72.0 4,112
Philadelphia, PA 33 63.2 5,101
Albany, NY  8 57.6 876
San Diego, CA 20 70.8 2,814
Los Angeles, CA 80 70.6 9,519

  *Air Quality Index greater than 100 (2002) Source: U.S. Dept. of Commerce, Bureau of Census, 2002 Statistical Abstract of the United States, Tables Nos. 
30 and 363; U.S. EPA, Air Trends Report, 2002, EPA.Gov/airtrends/factbook.

 6. Do any of the following statements involve fallacies? If so, which ones do they involve?
 a. Because sitting in the back of classrooms is correlated with getting lower grades in the class, students should always 

sit closer to the front of the classroom.
 b. Historically, the stock market rises in years the NFC team wins the Super Bowl and falls when the AFC wins the 

Super Bowl; I am rooting for the NFC team to win for the sake of my investment portfolio.
 c. When a basketball team spends more to get better players, it is more successful, which proves that all the teams 

should spend more to get better players.
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 d. Gasoline prices were higher last year than in 1970, yet people purchased more gas, which contradicts the law 
of demand.

 e. An increase in the amount of money I have will make me better off, but an increase in the supply of money in the 
economy will not make Americans as a group better off.

 7. In the 1940s, Dr. Melvin Page conducted a national campaign to stop people other than infants from drinking milk. 
According to Page, milk was a dangerous food and a leading cause of cancer. He pointed to the fact that more people 
died of cancer in Wisconsin, the nation’s leading milk producer, than any other state as proof of his claim. How would 
you evaluate Dr. Page’s claim?

 8. Are the following statements normative or positive, or do they contain elements of both normative and positive 
statements?

 a. A higher income-tax rate would generate increased tax revenues. Those extra revenues should be used to give more 
government aid to the poor.

 b. The study of physics is more valuable than the study of sociology, but both should be studied by all college students.
 c. An increase in the price of corn will decrease the amount of corn purchased. However, it will increase the amount of 

wheat purchased.
 d. A decrease in the price of butter will increase the amount of butter purchased, but that would be bad because it 

would increase Americans’ cholesterol levels.
 e. The birth rate is reduced as economies urbanize, but it also leads to a decreased average age of developing countries’ 

populations.

 9. In the debate about clean air standards we have often heard the statement, “A nation as rich as the United States should 
have no pollution.” Why is this a normative statement? Would it help you make a decision on national air quality stan-
dards? Describe two positive statements that might be useful in determining the air quality standards.

 10. Answer the following questions:
 a. What is the difference between self-interest and selfishness?
 b. Why does inaction have consequences?
 c. Why are observation and prediction more difficult in economics than in chemistry?
 d. Why do economists look at group behavior rather than individual behavior?

 11. Using the map analogy from the chapter, talk about the importance of abstraction. How do you abstract when taking 
notes in class?
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APPENDIX
Working with Graphs

Graphs Are an Important 
Economic Tool

Sometimes the use of visual aids, such as graphs, 
greatly enhances our understanding of a theory. 

It is much the same as finding your way to a friend’s 
house with the aid of a map rather than with detailed 
verbal or written instructions. Graphs are important 
tools for economists. They allow us to understand 
better the workings of the economy. To economists, a 
graph can be worth a thousand words. This textbook 
will use graphs throughout to enhance the understand-
ing of important economic relationships. This appen-
dix provides a guide on how to read and create your 
own graphs.

The most useful graph for our purposes is one 
that merely connects a vertical line (the Y-axis) with 
a horizontal line (the X-axis), as seen in Exhibit 1. 

The intersection of the 
two lines occurs at the 
origin, which is where 
the value of both vari-
ables is equal to zero. In 
Exhibit 1, the graph has 

four  quadrants, or boxes. In this textbook, we will be 
primarily concerned with the shaded box in the upper-
right corner. This portion of the graph deals exclusively 
with positive numbers. Always keep in mind that mov-
ing to the right on the horizontal axis and moving up 
along the vertical axis both lead to higher values.

Using Graphs and Charts
Exhibit 2 presents four common types of graphs. The pie 

chart in Exhibit 2(a) shows the revenues received from 
various taxes levied on households and corporations. 
Each slice in the pie chart represents the percentage of 
finances that are derived from different sources—for 
example, personal income taxes account for 43 percent 
of the federal government’s tax revenues. Therefore, pie 
charts are used to show the relative size of various quan-
tities that add up to 100 percent.

Exhibit 2(b) is a bar graph that shows the unem-
ployment rate by age and sex in the United States. 
The height of the line represents the unemployment 
rate. Bar graphs are used to show a comparison of 
quantities.

Exhibit 2(c) is a time-series graph. This type of 
graph shows changes in the value of a variable over 
time. This visual tool allows us to observe important 
trends over a certain time period. In Exhibit 2(c) we 
see a graph that shows trends in the inflation rate 
over time. The horizontal axis shows us the passage 
of time, and the vertical axis shows us the infla-
tion rate (annual per-
cent change). From 
the graph, we can see 
the trends in the infla-
tion rate from 1961 to 
2005.

Exhibit 2(d) is a 
scatter diagram. Each 
point on this graph rep-
resents a point that cor-
responds to an actual 
observation along the 
X-axis and Y-axis. It 
shows the relation-
ship of one variable to 
another. A linear curve 
is usually fitted to the 
scatter of points—it 

pie chart
visual display showing the 
relative size of various 
quantities that add up to 
100 percent

bar graph 
visual display showing the 
comparison of quantities

time-series graph 
visual tool to show changes 
in a variable’s value over 
time

scatter diagram 
a graph showing the 
relationship of one variable 
to another

Y-axis
the vertical axis on a graph

X-axis
the horizontal axis on a graph

Plotting a Graph
appendix
exhibit 1

In the upper-right corner, we see that the graph 
includes a positive figure for the Y-axis and the X-axis. 
As we move to the right along the horizontal axis, the 
numerical values increase. As we move up along the 
vertical axis, the numerical values increase.
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Pie Chart, Bar Graph, Time-Series Graph, and Scatter Diagram
appendix
exhibit 2

a. Pie Chart—Tax Revenues—Federal Government

d. Scatter Diagram—Saving Rates and GDP Growth

SOURCE: Bureau of Labor Statistics, August 2009.

b. Bar Graph—U.S. Unemployment, by Sex and Age
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c. Time-Series Graph—Inflation Rate
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represents the best fit for the observations. In this 
case, the graph shows that rates of economic growth 
are positively associated with saving rates. Higher sav-
ing rates lead to greater economic growth rates, and 
lower saving rates are associated with lower economic 
growth rates.

Using Graphs to Show 
the Relationship Between 
Two Variables

Even though the graphs and chart in Exhibit 2 
are important, they do not allow us to show 

the relationship between two variables (a variable is 
something that is measured by a number, such as your 
height). To more closely examine the structures and 
functions of graphs, let’s consider the story of Josh, 
an avid skateboarder who has aspirations of win-
ning the Z Games next year. He knows that to get 
there, he’ll need to put in many hours of practice. But 
how many hours? In search of information about the 
practice habits of other skateboarders, he logs onto 
the Internet, where he pulls up the results of a study 
that looked at the score of each Z Games competitor 
in relation to the amount of practice time per week spent 
by each skateboarder. As Exhibit 3 shows, the results 
of the study indicate that skateboarders had to practice 
10 hours per week to receive a score of 4, 20 hours per 
week to receive a score of 6, 30 hours per week to get a 
score of 8, and 40 hours per week to get a perfect score 
of 10. How does this information help Josh? By using 
a graph, he can more clearly understand 
the relationship between practice time 
and overall score.

A Positive Relationship
The study on scores and practice times 
reveals what is called a direct relation-
ship, also called a positive relationship. 
A positive relationship means that the 
variables change in the same direction. 
That is, an increase in one variable (prac-
tice time) is accompanied by an increase 
in the other variable (overall score), or a decrease in one 
variable (practice time) is accompanied by a decrease in 
the other variable (overall score). In short, the variables 
change in the same direction.

A Negative Relationship
When two variables change in opposite directions, 
they have an inverse relationship, also called a negative 

relationship. That is, when one variable rises, the other 
variable falls, or when one variable decreases, the other 
variable increases.

The Graph of a 
Demand Curve

Let’s now examine one of the most 
important graphs in economics—

the demand curve. In Exhibit 4, we 
see Emily’s individual demand curve 
for DVDs. It shows the price of DVDs 
on the vertical axis and the quantity 
of DVDs purchased per month on the 
horizontal axis. Every point in the 

space shown represents a price and quantity combina-
tion. The downward-sloping line, labeled “Demand 
curve,” shows the different combinations of price and 
quantity purchased. Note that the higher the price of 
the DVDs, as shown on the vertical axis, the smaller 
the quantity purchased, as shown on the horizontal 
axis, and the lower the price shown on the vertical 
axis, the greater the quantity purchased shown on the 
horizontal axis.

A Positive Relationship
appendix
exhibit 3

The skateboarders’ practice times and scores in the 
competition are plotted on the graph. Each participant 
is represented by a point. The graph shows that those 
skateboarders who practiced the most scored the 
highest, which indicates a positive, or direct, 
relationship.
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In Exhibit 4, we see that moving up the vertical 
price axis from the origin, the price of DVDs increases 
from $5 to $25 in increments of $5. Moving out along 
the horizontal quantity axis, the quantity purchased 
increases from zero to five DVDs per month. Point A 
represents a price of $25 and a quantity 
of one DVD, point B represents a price of 
$20 and a quantity of two DVDs, point 
C a price of $15 and a quantity of three 
DVDs, and so on. When we connect all 
the points, we have what economists call 
a curve. As you can see, curves are some-
times drawn as straight lines for ease of illustration. 
Moving down along the curve, we see that as the price 
falls, a greater quantity is demanded; moving up the 
curve to higher prices, a smaller quantity is demanded. 
That is, when DVDs become less expensive, Emily buys 
more DVDs. When DVDs become more expensive, 
Emily buys fewer DVDs, perhaps choosing to go to the 
movies or buy a pizza instead.

Using Graphs to Show 
the Relationship Among 
Three Variables

Although only two variables are shown on the axes, 
 graphs can be used to show the relationship 

among three variables. For example, say we add a 
third variable—income—to our earlier example. Our 
three variables are now income, price, and quantity 
purchased. If Emily’s income rises—say she gets a raise 
at work—she is now able and willing to buy more 
DVDs than before at each possible price. As a result, 
the whole demand curve shifts outward (to the right) 
compared with the old curve. That is, the new income 
gives her more money to use buying more DVDs. This 
shift is seen in the graph in Exhibit 5(a). On the other 
hand, if her income falls—say she quits her job to go 
back to school—she would have less income to buy 
DVDs. A decrease in this variable causes the whole 
demand curve to shift inward (to the left) compared 
with the old curve. This shift is seen in the graph in 
Exhibit 5(b).

The Difference Between a Movement 
Along and a Shift in the Curve
It is important to remember the difference between 
a movement between one point and another along a 
curve and a shift in the whole curve. A change in one 
of the variables on the graph, like price or quantity 
purchased, will cause a movement along the curve, 
say from point A to point B, as shown in Exhibit 6. A 
change in one of the variables not shown (held constant 
in order to show only the relationship between price 
and quantity), such as income in our example, will 
cause the whole curve to shift. The change from D1 to 
D2 in Exhibit 6 shows such a shift.

Slope

In economics, we sometimes refer to the 
steepness of a line or curve on a graph 

as the slope. A slope can be either posi-
tive (upward sloping) or negative (downward sloping). 
A curve that is downward sloping represents an inverse, 
or negative, relationship between the two variables 
and slants downward from left to right, as seen in 
Exhibit 7(a). A curve that is upward sloping represents 
a direct, or positive, relationship between the two vari-
ables and slants upward from left to right, as seen in 
Exhibit 7(b). The numeric value of the slope shows the 
number of units of change of the Y-axis variable for each 
unit of change in the X-axis variable. Slope provides the 
direction (positive or negative) as well as the magnitude 
of the relationship between the two variables.

Measuring the Slope of a Linear Curve
A straight-line curve is called a linear curve. The slope 
of a linear curve between two points measures the 

A Negative Relationship
appendix
exhibit 4

The downward slope of the curve means that price 
and quantity purchased are inversely, or negatively, 
related: When one increases, the other decreases. 
That is, moving down along the demand curve from 
point A to point E, we see that as the price falls, the 
quantity purchased increases. Moving up along the 
demand curve from point E to point A, we see that as 
the price increases, the quantity purchased falls.
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Shifting a Curve
appendix
exhibit 5

b. Demand Curve with Lower Income
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appendix
exhibit 7

b. Upward-Sloping Linear Curve
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of the rise over the run, where the rise is the vertical 
change and the run is the horizontal change.

Exhibit 8 shows two linear curves, one with a 
positive slope and one with a negative slope. In Exhibit 
8(a), the slope of the positively sloped linear curve from 
point A to B is 1/2, because the rise is 1 (from 2 to 3) 
and the run is 2 (from 1 to 3). In Exhibit 8(b), the nega-
tively sloped linear curve has a slope of –4: A rise of –8 
(a fall of 8, from 10 to 2) and a run of 2 (from 2 to 4) 
gives us a slope of –8/2, or –4. Notice the appropriate 
signs on the slopes: The negatively sloped line carries a 
minus sign and the positively sloped line, a plus sign.

Finding the Slope of a Nonlinear Curve
In Exhibit 9, we show the slope of a nonlinear curve. 
A nonlinear curve is a line that actually curves. Here 
the slope varies from point to point along the curve. 

relative rates of change of two variables. Specifically, 
the slope of a linear curve can be defined as the ratio 
of the change in the Y value to the change in the 
X value. The slope can also be expressed as the ratio 
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However, we can find the slope of this curve at any 
given point by drawing a straight line tangent to that 
point on the curve. A tangency is when a straight line 
just touches the curve without actually crossing it. At 
point A, we see that the positively sloped line that is 
tangent to the curve has a slope of 1: the line rises 
1 and runs 1. At point B, the line is horizontal, so it has 

zero slope. At point C, we see a slope of –2, because 
the negatively sloped line has a rise of –2 (a fall of 2) 
for every run of 1.

Remember, many students have problems with 
economics simply because they fail to understand 
graphs, so make sure that you understand this material 
before going on to Chapter 2.

Slopes of Positive 
and Negative Curves

appendix
exhibit 8
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appendix
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Key Terms and Concepts

Problems:

 1. The following table gives the prices and quantity demanded of oranges (pounds) for the week of December 10–16.

  Price ($/lb.) Quantity Demanded (lbs.)

  $0.80 0
  0.70 3
  0.60 4
  0.50 5
  0.40 7
  0

 a. Plot the data from the table into a graph.
 b. Is it a positive or negative relationship? Explain.

  Answer

  We have created a negatively sloped demand curve. That is, the price and quantity demanded of oranges are inversely related:

 ↑P ⇒ ↓QD and ↓P ⇒ ↑QD
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  Individual demand curve of a customer for oranges of a certain grade, Week of December 10–16.
   The demand curve records the pounds of oranges a consumer desires at various prices in a given week, holding all 
  other factors fixed. Because the individual desires more oranges at lower prices, the demand curve slopes downward.
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 2. Which of the following will lead to a positive relationship? A negative relationship?
 a. Hours studied and grade in a course
 b. The price of ice cream and the amount of ice cream purchased
 c. The amount of seasonal snowfall and the sale of snow shovels

  Answer

 a. positive
 b. negative
 c. positive

 3. Below is Emily’s demand curve for iTunes. How do we add income, a third variable, to price and quantity purchased on 
our graph? Using a graph, explain what would happen if Emily had an increase in income. What would happen if Emily 
has a decrease in income?

   Answer
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  When income increases, Emily can purchase more at each and every price—a rightward shift from D1 to D2. If Emily’s 
income falls, her demand will shift leftward from D1 to D3.

 4. Use the information in the following table to plot a graph. Is it a positive or negative relationship? What is the slope?

  X Y
  1 2
  2 4
  3 6
  4 8
  5 10
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  Answer
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 5. What is a pie chart? Bar graph? Time-series graph? Scatter diagram?

  Answer

  Pie charts are used to show the relative size of various quantities that add up to 100 percent. Bar graphs are used to show 
a comparison of quantities of similar items. Time-series graphs allow us to see important trends over a period of time. 
Scatter diagrams display points of actual observations. Generally, a curve is fitted to the scatter of points to show a trend.
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A student of economics becomes aware that, at a 
basic level, much of economic life involves choos-
ing one course of action rather than another—
making choices among our conflicting wants and 
desires in a world of scarcity. Economics pro-
vides insights about how to intelligently evaluate 
these options and determine the most appropri-
ate choices in given situations. Most of econom-
ics really involves knowing certain principles well 
and knowing when and how to apply them.

This chapter presents some important tools 
that will help you understand the economic 
way of thinking. The economic way of thinking 
 provides a logical framework for organizing and 
analyzing your understanding of a broad set of 
issues, many of which do not even seem directly 
related to economics as you now know it.

The basic ideas that you learn in this chapter 
will occur repeatedly throughout the text. If you 
develop a good understanding of these principles 
and master the problem-solving skills inherent 
in them, they will serve you well for the rest of 
your life. Learning to think like an economist 
takes time. Like most disciplines, economics has 
its own specialized vocabulary, including such 
terms as elasticity, comparative advantage, sup-
ply and demand, deadweight loss, and consumer 
surplus. Learning economics requires more than 
picking up this new terminology; however, it also 
involves using its powerful tools to improve your 
understanding of a whole host of issues in the 
world around you. ■

Studying economics may teach you how to 
“think better,” because economics helps develop 
a disciplined method of thinking about problems. 
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2 The Economic Way 
of Thinking

2.1 Scarcity

2.2 Choices, Costs, and Trade-Offs

2.3 Marginal Thinking

2.4 Incentives Matter

2.5 Specialization and Trade

2.6 Markets and Improved Efficiency
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Scarcity

Economics is concerned primarily with scarcity—
how we satisfy our unlimited wants in a world 

of limited resources. We may want “essential” items 
such as food, clothing, schooling, and health care. We 
may want many other items, such as vacations, cars, 
computers, and concert tickets. We may want more 
friendship, love, knowledge, and so on. We also may 
have many goals—perhaps an A in this class, a college 
education, and a great job. Unfortunately, people are 
not able to fulfill all their wants and desires, material 
and nonmaterial. And as long as human wants exceed 
available resources, scarcity will exist.

Don’t confuse scarcity with rarity. Something may 
be rare, but if it is not desirable, it is not scarce. You 
won’t find many baseball cards of my son (rare)—
about 10—but at the same time, few 
people outside of the immediate family 
want one. Therefore, the card is rare 
but not scarce. However, if he becomes 
a major league star, those cards could 
become scarce—rare and desirable.

Scarcity and Resources

The scarce resources used in the pro-
duction of goods and services can 

be grouped into four categories: labor, 
land, capital, and entrepreneurship.

Labor is the total of both physical 
and mental effort expended by people 
in the production of goods and services. 
The services of a teacher, nurse, cos-
metic surgeon, professional golfer, and 
an electrician all fall under the general 
category of labor.

Land includes the “gifts of nature” 
or the natural resources used in the 
production of goods and services. 
Economists consider land to include 
trees, animals, water, minerals, and so 
on, along with the physical space we 
normally think of as land.

Capital is the equipment and struc-
tures used to produce goods and ser-
vices. Office buildings, tools, machines, 
and factories are all considered capital 
goods. When we invest in factories, 
machines, research and development, 
or education, we increase the potential 
to create more goods and services in 
the future. Capital also includes human 

capital—the productive knowledge and 
skill people receive from education and 
on-the-job training.

Entrepreneurship is the process 
of combining labor, land, and capi-
tal to produce goods and services. 
Entrepreneurs make the tough and risky 
decisions about what and how to pro-
duce goods and services. Entrepreneurs 
are always looking for new ways to 
improve production techniques or to 
create new products. They are lured by 
the chance of making a profit. It is this 
opportunity to make a profit that leads 
entrepreneurs to take risks.

However, not every entrepreneur 
is a Bill Gates (Microsoft) or a Henry 
Ford (Ford Motor Company). In some 

Scarcity
S E C T I O N

2.1
n What are goods and services?

n What are tangible and intangible goods?

n What are economic goods?

scarcity 
exists when human wants 
(material and nonmaterial) 
exceed available resources

labor 
the physical and human 
effort used in the production 
of goods and services

land 
the natural resources used in 
the production of goods and 
services

capital 
the equipment and 
structures used to produce 
goods and services

human capital 
the productive knowledge 
and skill people receive 
from education, on-the-
job training, health, and 
other factors that increase 
productivity

entrepreneurship 
the process of combining 
labor, land, and capital to 
produce goods and services

All the things you see here—grass, trees, rocks, 
animals—are considered land to economists.
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sense, we are all entrepreneurs when 
we try new products or when we find 
better ways to manage our households 
or our study time. Rather than money, 
then, our profits might take the form of 
greater enjoyment, additional time for 
recreation, or better grades.

What Are Goods 
and Services?

Goods are the items that we value or 
desire. Goods tend to be tangible—

objects that can be seen, held, heard, 
tasted, or smelled. But other goods 
that we cannot reach out and touch 
are called intangible goods. Intangible 

goods include fairness for all, friendship, 
leisure, knowledge, security, prestige, 
respect, and health.

Services are intangible acts for which 
people are willing to pay, such as legal 
counsel, medical care, and education. 
Services are intangible because they are less overtly vis-
ible, but they are certainly no less  valuable than goods.

All goods and services, whether tangible or intan-
gible, are produced from scarce resources and can be 
subjected to economic analysis. Scarce goods created 
from scarce resources are called economic goods. These 
goods are desirable but limited in supply. Without 
enough economic goods for all of us, we are forced to 
compete. That is, scarcity ultimately leads to competi-
tion for the available goods and services, a subject we 
will return to often in the text.

What Are Bads?

In contrast to goods, bads are those items that we do 
not desire or want. For most people, garbage, pollu-

tion, weeds, and crime are bads. People tend to elimi-
nate or minimize bads, so they will often pay to have 
bads, like garbage, removed. The elimination of the 
bad—garbage removal, for example—is a good.

Are Those Who Want 
More Greedy?

We all want more tangible and intangible goods 
and services. In economics, we assume that 

more goods lead to greater satisfaction. However, just 

because economics assumes that we 
want more goods does not mean that 
economics also assumes that we are 
selfish and greedy. That is, scarcity does 
not result from people just wanting 
more for themselves. Many people give 
much of their income and time to chari-
table or religious organizations. The 
ways people allocate their income and 
time reveal their preferences. The fact 
that people are willing to give up their 
money and time for causes that they 
believe to be important reveals quite 
conclusively that charitable endeavors 
are a desirable good. Clearly, then, 
many desires, such as the desire to build 
new friendships or help charities, can 
hardly be defined as selfish; yet they are 
desires that many people share. In other 
words, self-interest is not the same as 
selfishness or greed. Indeed, in a world 
without scarcity, we would have no use 
for generosity.

Does Everyone Face Scarcity?

We all face scarcity because we cannot have all 
the goods and services we desire. However, 

because we all have different wants and desires, 

goods 
items we value or desire

tangible goods 
items we value or desire that 
we can reach out and touch

intangible goods 
goods that we cannot reach 
out and touch, such as 
friendship and knowledge

services 
intangible items of value 
provided to consumers, such 
as education

economic goods 
scarce goods created from scarce 
resources—goods that are 
desirable but limited in supply

bads 
items that we do not desire or 
want, where less is preferred 
to more, like terrorism, smog, 
or poison oak.

Not even millionaire lottery winners can escape 
scarcity. The problem is that as we get more 
affluent, we learn of new luxuries to provide 
us with satisfaction. Even lottery winners may 
become less content as the excitement wears 
off and they begin looking for new satisfactions. 
A 78-year-old man from Michigan just won his 
second $1 million scratch-off lottery. He says, 
“I am now going for three.”

©
 S

T
E

V
E

 D
IP

A
O

L
A

/R
E

U
T

E
R

S
/C

O
R

B
IS

38 PART 1  Introduction



 scarcity affects everyone differently. For example, a 
child in a developing country may face a scarcity of 
food and clean drinking water, while a rich man may 
face a scarcity of garage space for his growing antique 
car collection. Likewise, a harried middle-class work-
ing mother may find time for exercise particularly 
scarce, while a pharmaceutical company may be 
concerned with the scarcity of the natural resources 
it uses in its production process. Its effects may vary, 
but no one can escape scarcity.

We often hear it said of rich people that “He has 
everything” or “She can buy anything she wants.” 
Actually, even the richest person must live with scarcity 
and must, at some point, choose one want or desire 
over another. And of course, we all have only 24 hours 
in a day! The problem is that as we get more affluent, 
we learn of new luxuries to provide us with satisfac-
tion. Wealth, then, creates a new set of wants to be 
satisfied. No evidence indicates that people would not 
find a valuable use for additional income, no matter 

how rich they became. Even the wealthy individual 
who decides to donate all her money to charity faces 
the constraints of scarcity. If she had greater resources, 
she could do still more for others.

Will Scarcity Ever 
Be Eradicated?

It is probably clear by now that scarcity never has 
and never will be eradicated. The same creativity that 

develops new methods to produce goods and services in 
greater quantities also reveals new wants. Fashions are 
always changing. Clothes and shoes that are “in” one 
year will likely be “out” the next. New wants quickly 
replace old ones. It is also quite possible that over a 
period of time, a rising quantity of goods and services 
will not increase human happiness. Why? Because our 
wants may grow as fast—if not faster—than our ability 
to meet those wants.

S E C T I O N    C H E C K

1. We all have many wants and goals.

2. Scarcity exists when our wants exceed the available resources.

3. Scarce resources can be categorized as: land (all of our natural resources), labor (the physical and mental 
efforts expended in the production of goods and services), capital (the equipment and structures used to pro-
duce goods and services, and the productive knowledge and skill people receive from education and on-the-
job training), and entrepreneurship (the process of combining land, labor, and capital into production of goods 
and services).

4. Goods and services are things that we value.

5. Goods can be tangible (physical) or intangible (love, compassion, and intelligence).

6. Economic goods are goods created from limited resources.

7. We all face scarcity—rich and poor alike.

8. Our wants grow over time, so scarcity will never be eliminated.

1. What must be true for something to be an economic good?

2. Does wanting more tangible and intangible goods and services make us selfish?

3. Why does scarcity affect everyone?

4. How and why does scarcity affect each of us differently?

5. Why do you think economists often refer to training that increases the quality of workers’ skills as “adding to 
human capital”?

6. What are some of the ways that students act as entrepreneurs as they seek higher grades?

7. Why might sunshine be scarce in Seattle but not in Tucson?

8. Why can’t a country become so technologically advanced that its citizens won’t have to choose?
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Scarcity Forces Us to Choose

Each of us may want a nice home, two luxury 
cars, wholesome and good-tasting food, a per-

sonal trainer, and a therapist, all enjoyed in a pristine 
environment with zero pollution. If we had unlimited 
resources, and thus an ability to produce all the goods 
and services everyone wants, we would not have to 
choose among those desires. However, we all face scar-
city, and as a consequence, we must make choices. If 
we did not have to make meaningful economic choices, 
the study of economics would not be necessary. The 
essence of economics is to understand fully the implica-
tions that scarcity has for wise decision making.

Trade-Offs

In a world of scarcity, we all face trade-
offs. If you spend more time at work 

you might give up an opportunity to 
go shopping at the mall or watch your 
favorite TV show. Or when you decide 
how to spend your income, buying a 
new car may mean you have to forgo a summer vaca-
tion. Businesses have trade-offs too. If a farmer chooses 
to plant his land in cotton this year, he gives up the 
opportunity to plant his land in wheat. If a firm decides 
to produce only cars, it gives up the opportunity to use 
those resources to produce refrigerators or something 
else that people value. Society, too, must make trade-
offs. For example, the federal government faces trade-
offs when it comes to spending tax revenues; additional 
resources used to enhance the environment may come 
at the expense of additional resources to provide health, 
education or national defense.

To Choose Is to Lose

Every choice involves a cost. The highest or best 
forgone opportunity resulting from a decision 

is called the opportunity cost. Another way to put 
it is that “to choose is to lose” or “an opportunity 
cost is an opportunity lost.” To get more of anything 

that is desirable, you must accept less of something else 
that you also value.

For example, time spent exercising costs time that 
could be spent doing something else that is valuable—
perhaps relaxing with friends or studying for an 
upcoming exam. One of the reasons drivers talk so 
much on their cell phones is because they have little else 
to do with their time while driving—a low opportunity 
cost. However, drivers using cell phones should pay 
attention; otherwise, they are giving up safety. Trade-
offs are everywhere. The famous poet, Robert Frost, 
understood that to live is to choose. In his poem, “The 
Road Not Taken,” he writes, “two roads diverged in a 
yellow wood, and sorry I could not travel both.”

Bill Gates, Tiger Woods, and Oprah Winfrey 
all quit college to pursue their dreams. Tiger Woods 
dropped out of Stanford (an economics major) to join 
the PGA golf tour. Bill Gates dropped out of Harvard 

to start a software company. Oprah 
Winfrey dropped out of Tennessee State 
to pursue a career in broadcasting. At 
the early age of 19, she became the co-
anchor of the evening news. Staying in 
school would have cost each of them 
millions of dollars. We cannot say it 

would have been the wrong decision to stay in school; 
but it would have been costly. Their opportunity cost 
of staying in school was high.

Money Prices and Costs
If you go to the store to buy groceries you have to pay 
for the items you bought. This amount is called the 
money price. It is an opportunity cost, because you 
could have used that money to purchase other goods or 
services. However, additional opportunity costs include 
the nonprice costs incurred to acquire the groceries—
time spent getting to the grocery store, finding a park-
ing place, actual shopping, and waiting in the checkout 
line. The nonprice costs are measured by assessing the 
sacrifice involved—the value you place on what you 
would have done with that time if you had not gone 
shopping. So the cost of grocery shopping is the price 
paid for the goods, plus the nonprice costs incurred. Or 
your concert ticket may have only been $50. But what 

n Why do we have to make choices?

n What do we give up when we have to choose?

n Why are “free” lunches not free?

Choices, Costs, and Trade-Offs
S E C T I O N

2.2

opportunity cost 
the value of the best forgone 
alternative that was not 
chosen
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if you had to wait in line for six hours in the freezing 
cold? Waiting and enduring the cold are costs too. 
Seldom are costs just dollars and cents. Shopping at a 
large discount store may save you on the money price, 
but cost you time waiting in long checkout lines. Also, 
buying food in bulk quantities may be less expensive 
per ounce, but cost inventory space in your pantry, or 
the food may spoil before it is eaten.

Remember that many costs do not involve money 
but are still costs. Do I major in economics or engineer-
ing? Do I go to Billy Madison University or Tech State 
University? Should I get an MBA now or work and 
wait a few years to go back to school?

Policy makers are unavoidably faced with oppor-
tunity costs too. Consider airline safety. Both money 
cost and time costs affect airline safety. New airline 
safety devices cost money (luggage inspection devices, 
smoke detectors, fuel tank safeguards, new radar 
equipment, and so on), and time costs are quite evident 
with the new security checks. Time waiting in line 
costs time doing something else that is valuable. New 
airline safety requirements could also actually cost 
lives. If the new safety equipment costs are passed on 
in the form of higher airline ticket prices, people may 
choose to travel by car, which is far more dangerous 
per mile traveled than by air. Opportunity costs are 
everywhere!

The Opportunity Cost of Going 
to College or Having a Child

The average person often does not correctly calcu-
late opportunity costs. For example, the (oppor-

tunity) cost of going to college includes not just the 
direct expenses of tuition and books. Of course, those 
expenses do involve an opportunity cost because the 
money used for books and tuition could be used to 
buy other things that you value. But what about the 
nonmoney costs? That is, going to college also includes 
the opportunity cost of your time. Specifically, the 
time spent going to school is time that could have been 
spent on a job earning, say, $30,000 over the course of 
an academic year. What about room and board? That 
aspect is a little tricky because you would presumably 
have to pay room and board whether you went to col-
lege or not. The relevant question may be how much 
more it costs you to live at school rather than at home 
(and living at home may have substantial nonmoney 
costs). Even if you stayed at home, your parents would 
sacrifice something; they could rent your room out or 
use the room for some other purpose such as storage, 
guest room, home office, a sibling’s room, and so on.

You may think tuition, room and board are expen-
sive! Now add the opportunity cost of your time—
perhaps working during those nine months.

How often do people consider the full opportunity 
of raising a child to age 18? The obvious money costs 
include food, visits to the doctor, clothes, piano lessons, 
time spent at soccer practices, and so on. According to 
the Department of Agriculture, a middle-income family 
with a child born in 2007 can expect to spend about 
$270,000 for food, shelter, and other necessities to raise 
that child through age 17. Other substantial opportunity 
costs are incurred in rearing a child as well. Consider the 
opportunity cost of one parent choosing to give up his 
or her job to stay at home. For a parent who makes that 
choice, the time spent in child rearing is time that could 
have been used earning money and pursuing a career.

Is That Really a Free Lunch, 
a Freeway, or a Free Beach?

The expression “there’s no such thing as a free 
lunch” clarifies the relationship between scarcity 

and opportunity cost. Suppose the school cafeteria is 
offering “free” lunches today. Although the lunch is 
free to you, is it really free from society’s perspective? 
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The answer is no, because some of society’s scarce 
resources will have been used in the preparation of the 
lunch. The issue is whether the resources that went into 
creating that lunch could have been used to produce 
something else of value. Clearly, the scarce resources 
that went into the production of the lunch—the labor 
and materials (food-service workers, lettuce, meat, 
plows, tractors, fertilizer, and so forth)—could have 
been used in other ways. They had an opportunity cost 
and thus were not free.

Do not confuse free with a zero monetary price. 
A number of goods—freeways, free beaches, and free 
libraries, for instance—do not cost consumers money, 
but they are still scarce. Few things are free in the sense 
that they use none of society’s scarce resources. So 
what does a free lunch really mean? It is, technically 
speaking, a “subsidized” lunch—a lunch using soci-
ety’s scarce resources, but one that the person receiving 
it does not have to pay for personally.

S E C T I O N    C H E C K

1. Scarcity means we all have to make choices.

2. When we are forced to choose, we give up the next highest-valued alternative.

3. Opportunity cost is what you give up when you make a choice.

1. Would we have to make choices if we had unlimited resources?

2. What is given up when we make a choice?

3. What do we mean by opportunity cost?

4. Why is there no such thing as a free lunch?

5. Why was the opportunity cost of staying in college higher for Tiger Woods than for most undergraduates?

6. Why is the opportunity cost of time spent getting an MBA typically lower for a 22-year-old straight out of 
 college than for a 45-year-old experienced manager?

n What do we mean by marginal thinking?

n What is the rule of rational choice?

n Why do we use the word expected with 
marginal benefits and costs?

Marginal Thinking
S E C T I O N

2.3

Many Choices We Face Involve 
Marginal Thinking

Some decisions are “all or nothing,” like whether 
to start a new business or go to work for some-

one else, or whether to attend graduate school or take 

a job. But many choices we face involve how much of 
something to do rather than whether to do something. 
It is not whether you eat but how much you eat. Or, 
how many caffe lattes will I buy this week? Or, how 
often do I change the oil in my car? Or how much of 
my check do I spend, and how much do I save? Your 
instructors hope that the question is not whether you 

Is air free? How about clean air? Clean air is desirable 
but limited in cities—that is, it is a scarce good. How 
about air to a scuba diver? Or how about air to a 
climbing expedition on Mount Everest? What if you 
want to fill your tires at this gas station but you 
didn’t buy gas? So in many situations, air is not free; 
it is scarce.
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study this semester but how much you study. You might 
think to yourself, “If I studied a little more, I might be 
able to improve my grade,” or “If I had a little better 
concentration when I was studying, I could improve 
my grade.” That is, spending more time has an addi-
tional expected benefit (a higher grade) and an addi-
tional expected cost (giving up time to do something 
else that is valuable, such as watching TV or sleeping). 
These examples reflect what economists call marginal 

thinking because the focus is on the additional, or mar-
ginal, choices available to you. Or think of marginal 
as the edge—marginal decisions are made around the 
edge of what you are currently doing. Marginal choices 
involve the effects of adding or subtracting from the 
current situation. In short, they are the small (or large) 
incremental changes to a plan of action.

Businesses are constantly engaged in marginal 
thinking. For example, firms have to decide wheth-
er the additional (marginal) revenue received from 
increasing production is greater than the marginal cost 
of that production.

Always watch out for the difference 
between average and marginal costs. 
Suppose an airline had 10 unoccupied 
seats on a flight from Los Angeles to New 
York, and the average cost was $400 per 
seat (the total cost divided by the number 
of seats—$100,000/250). If 10 people 
are waiting on standby, each willing to 
pay $300, should the airline sell them 
the tickets? Yes! The unoccupied seats 
earn nothing for the airline. What are 
the additional (marginal) costs of a few 
more passengers? The marginal costs are 
minimal—slight wear and tear on the 
airplane, handling some extra baggage, 
and 10 extra in-flight meals. In this case, 
thinking at the margin can increase total 
profits, even if it means selling at less 
than the average cost of production.

Another good example of marginal 
thinking is an auction. Prices are bid up marginally as 
the auctioneer calls out one price after another. When 
bidders view the new price (the marginal cost) to be 
greater than the value they place on the good (the mar-
ginal benefit), they withdraw from further bidding.

In trying to make themselves better off, people 
alter their behavior if the expected marginal benefits 
from doing so outweigh the expected marginal costs, 
which is the rule of rational choice. Economic theory 
is often called marginal analysis because it assumes 
that people are always weighing the expected marginal 
benefits against the expected marginal costs. The term 
expected is used with marginal benefits and marginal 
costs because the world is uncertain in many important 

respects, so the actual result of changing behavior may 
not always make people better off—but on average it 
will. However, as a matter of rationality, people are 
assumed to engage only in behavior that they think 
ahead of time will make them better off. That is, indi-
viduals will only pursue an activity if their expected 
marginal benefits are greater than their expected mar-
ginal costs of pursuing that activity one step further, 
E(MB) > E(MC).

This fairly unrestrictive and realistic view of indi-
viduals seeking self-betterment can be used to analyze 
a variety of social phenomena.

Suppose that you have to get up for an 8 a.m. class 
but have been up very late. When the alarm goes off 
at 7 a.m. you are weighing the marginal benefits and 
marginal costs of an extra 15 minutes of sleep. If you 
perceive the marginal benefits of 15 additional min-
utes of sleep to be greater than the marginal costs of 
those extra minutes, you may choose to hit the snooze 
button. Or perhaps you may decide to blow off class 

completely. But it’s unlikely that you 
will choose that action if it’s the day 
of the final exam—because it is now 
likely that the net benefits (the differ-
ence between the expected marginal 
benefits and the expected marginal 
costs) of skipping class have changed. 
When people have opportunities to 
make themselves better off they usually 
take them. And they will continue to 
seek those opportunities as long as they 
expect a net benefit from doing so.

The rule of rational choice is sim-
ply the rule of being sensible, and most 
economists believe that individuals act 
as if they are sensible and apply the rule 
of rational choice to their daily lives. It 
is a rule that can help us understand 
our decisions to study, walk, shop, 
exercise, clean house, cook, and per-
form just about every other action.

It is also a rule that we will continue to use 
throughout the text. Because whether it is consumers, 
producers, or policy makers, they all must compare the 
expected marginal benefits and the expected marginal 
cost to determine the best level to consume, produce, 
or provide public programs.

Zero Pollution Would Be Too Costly
Let’s use the concept of marginal thinking to evaluate 
pollution levels. We all know the benefits of a cleaner 
environment, but what would we have to give up—that 
is, what marginal costs would we have to incur—to 
achieve zero pollution? A lot! You could not drive a 

marginal thinking 
focusing on the additional, or 
marginal, choices; marginal 
choices involve the effects of 
adding or subtracting, from 
the current situation, the 
small (or large) incremental 
changes to a plan of action

rule of rational choice 
individuals will pursue an 
activity if the expected 
marginal benefits are 
greater than the expected 
marginal costs

net benefit 
the difference between the 
expected marginal benefits 
and the expected marginal 
costs
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With just over five minutes to play in yester-
day’s game against the New York Jets, the 
Washington Redskins found themselves on 

their own 23-yard line facing a fourth and one. The 
team, which was ahead by just three points, elected 
to do what teams normally do in such situations: 
They played it safe and punted rather than try to 
keep the drive alive. 

The Jets promptly came back to kick a field 
goal, tying the game and sending it into overtime. 
While this particular story had a happy ending for 
Washington, which won, 23-20, it illustrated the 
value of an analysis by David Romer, an economist at 
the University of California, who has concluded that 
football teams are far too conservative in play calling 
in fourth-down situations. 

You don’t have to be particularly interested in 
sports to find Romer’s conclusion intriguing: His 
hunch about human behavior in general was that 
although people say they have a certain goal and are 
willing to do everything they can to achieve it, their 
actual behavior regularly departs from the optimal 
path to reach that goal. 

In his analysis of football teams, Romer spe-
cifically looked at a single question -- whether teams 
should punt or kick the football on fourth down, or 
take a chance and run or throw the ball. Romer’s cal-
culations don’t necessarily tell teams what to do in 
specific situations such as yesterday’s game. But on 
average, teams that take the risk seem to win more 
often than lose. 

Data from a large number of NFL games show 
that coaches rarely follow what Romer’s calculations 
predict would give them the best chance of victory. 
While fans often suggest more aggressive play call-
ing, even fans usually don’t go as far as the econo-
mist does—his calculations show that teams should 
regularly be going for it on fourth down, even if it is 
early in the game, even if the score is tied, and even 
if the ball is on their own side of the field. 

Romer’s calculations have been backed up by 
independent analyses. Coaches have not raised a 
serious challenge to Romer’s analysis, but they have 
simply ignored his finding. 

New England Patriots coach Bill Belichick is 
among those who has said he agrees with Romer, 
and Belichick happens to be one of the more suc-
cessful coaches in the league. Two Sundays ago, as 
the Patriots were piling up an astronomical score 
against Washington, Belichick took a chance on a 
fourth-down play and got his team seven points 
instead of the three he might have gotten had the 
team tried a field goal. 

When asked by reporters why he took the 
chance, Belichick’s response was the response of 
someone who really means what he says about 
maximizing points: “What do you want us to do, kick 
a field goal?” 

Owners and fans have been receptive to Romer’s 
ideas. However, in informal conversations Romer has 
had with the coaching staffs of various teams, the 
economist said he has been told to mind his own 
business in the ivory tower. 

Indeed, since Romer wrote his paper a couple of 
years ago, NFL coaches seem to have gotten even more 
conservative in their play calling, which the economist 
attributes to their unwillingness to follow the advice 
of an academic, however useful it might be. . . . 

ECONOMICS AND FOOTBALL: 
WEIGHING THE BENEFITS AND COSTS 
OF GOING FOR IT ON FOURTH DOWN
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Even thrill seekers would likely slow down if 
fines were higher and/or law enforcement were 
increased, because such measures would alter the 
driver’s cost-benefit calculation for reckless driving 
(as would bad brakes, bald tires, and poor visibility). 
On the other hand, compulsory seat belts and air-
bags would also alter behavior, because they change 
the driver’s incentives. Seat belts and airbags make 
accidents less costly, by reducing the chance of seri-
ous injury or death; thus they reduce the benefit to 
safe driving, causing some motorists to drive more 
recklessly.
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“It used to be that going for it on fourth down was 
the macho thing to do,” Romer said. But after his find-
ings were widely publicized in sports circles, he said: 
“Now going for it on fourth down is the egghead thing 
to do. Would you rather be macho or an egghead?” 

The interesting question raised by Romer’s 
research applies to a range of settings that have 
nothing to do with sports. Why do coaches persist in 
doing something that is less than optimal, when they 
say their only goal is to win? One theory that Romer 
has heard is that coaches—like generals, stock fund 
directors and managers in general—actually have 
different goals than the people they lead and the 
people they must answer to. Everyone wants to win, 
but managers are held to different standards than 
followers when they lose, especially when they lose 
after trying something that few others are doing. 

SOURCE: From Shankar Vedantam, “Go for It on Fourth Down, Coach? Maybe You 

Should Ask an Egghead”, ‘Washington Post’, November 5, 2007, p. A3. Copyright 

© 2007 The Washington Post. All rights reserved. Used by permission and protected 

by the Copyright Laws of the United States. The printing, copying, redistribution, or 

retransmission of the material without express writtten permission is prohibited.

car, fly in a plane, or even ride a bicycle, especially if 
everybody else were riding bikes, too (because conges-
tion is a form of pollution). How would you get to 
school or work, or go to the movies or the grocery 
store? Everyone would have to grow their own food 
because transporting, storing, and producing food 
uses machinery and equipment that pollute. And even 
 growing your own food would be a problem because 
many plants emit natural pollutants. We could go 
on and on. The point is not that we shouldn’t be 
concerned about the environment; rather, we have 
to weigh the expected marginal benefits of a cleaner 
environment against the expected marginal costs of a 
cleaner environment. This discussion is not meant to 
say the environment should not be cleaner, only that 
zero pollution levels would be far too costly in terms 
of what we would have to give up.

Optimal (Best) Levels of Safety
Like pollution, crime and safety can have optimal (or 
best) levels that are greater than zero. Take crime. 
What would it cost society to have zero crime? It 
would be prohibitively costly to divert a tremendous 
amount of our valuable resources toward the com-
plete elimination of crime. In fact, it would be impos-
sible to eliminate crime totally. Even reducing crime 

 consider this:
Coaches must weigh the expected marginal benefits and 
costs of “going for it” on fourth down. So why don’t coaches 
go for it more often if the data suggests that teams should 
take more risks? Does Coach Belichick take more risks 
because he was an economics major in college and has 
figured it out? Or is it because coaches tend to be more risk 
averse than their fans and owners because coaches are held 
to different standards when they lose? So coaches often do 
what other coaches do and play it safe and punt.
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significantly would be costly. Because lower crime rates 
are costly, society must decide how much it is willing to 
give up. The additional resources for crime prevention 
can only come from limited resources, which could be 
used to produce something else the people may value 
even more.

The same is true for safer products. Nobody 
wants defective tires on their cars, or cars that are 
unsafe and roll over at low speeds. However, opti-
mal amounts of safety that are greater than zero are 
available. The issue is not safe versus unsafe products 
but rather how much safety we want. It is not risk 
versus no-risk but rather how much risk we are will-
ing to take. Additional safety can only come at higher 
costs. To make all products perfectly safe would be 
impossible, so we must weigh the benefits and costs 

of safer  products. In fact, according to one study by 
Sam Peltzman, a University of Chicago economist, 
additional safety regulations in cars (mandatory safety 
belts and  padded dashboards) in the late 1960s may 
have had little impact on highway fatalities. Peltzman 
found that making cars safer led to more reckless driv-
ing and more accidents. The safety regulations did 
result in fewer deaths per automobile accident, but the 
total number of deaths remained unchanged because 
more accidents occurred.

Reckless driving has a benefit in the form of get-
ting somewhere more quickly, but it can also have a 
cost—an accident or even a fatality. Most people will 
compare the marginal benefits and marginal costs of 
safer driving and make the choices that they believe 
will get them to their destination safely.

S E C T I O N    C H E C K

1. Economists are usually interested in the effects of additional, or marginal, changes in a given situation.

2. People try to make themselves better off.

3. People make decisions based on what they expect to happen.

4. The rule of rational choice states that individuals will pursue an activity if they expect the marginal benefits to 
be greater than the marginal costs, or E(MB) > E(MC).

5. The optimal (best) levels of pollution, crime, and safety are greater than zero.

1. What are marginal choices? Why does economics focus on them?

2. What is the rule of rational choice?

3. How could the rule of rational choice be expressed in terms of net benefits?

4. Why does rational choice involve expectations?

5. Why do students often stop taking lecture notes when a professor announces that the next few minutes of 
material will not be on any future test or assignment?

6. If you decide to speed to get to a doctor’s appointment and then get in an accident due to speeding, does 
your decision to speed invalidate the rule of rational choice? Why or why not?

7. If pedestrians felt far safer using crosswalks to cross the street, how could adding crosswalks increase the 
number of pedestrian accidents?

8. Imagine driving a car with daggers sticking out of the steering wheel—pointing directly at your chest. Would 
you drive more safely? Why?
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People Respond to Changes 
in Incentives

Because most people are seeking opportunities 
to make themselves better off, they respond to 

changes in incentives. That is, they are reacting to 
changes in expected marginal benefits and expected 
marginal costs. In fact, much of human behavior can be 
explained and predicted as a response to incentives.

Positive and Negative Incentives

Almost all of economics can be reduced to incen-
tive [E(MB) versus E(MC)] stories, where con-

sumers and producers are driven by incentives that 
affect expected costs or benefits. Prices, wages, 
 profits, taxes, and subsidies are all examples of eco-
nomic incentives. Incentives can be classified into two 
types: positive and negative. Positive incentives are 
those that either increase benefits or reduce costs and 
thus result in an increased level of the related activity 
or behavior. Negative incentives, on the other hand, 
either reduce benefits or increase costs, resulting in a 
decreased level of the related activity or behavior. For 
example, a tax on cars that emit lots of 
pollution (an increase in costs) would 
be a negative incentive that would lead 
to a reduction in emitted pollution. On 
the other hand, a subsidy (the opposite 
of a tax) on hybrid cars—part electric, 
part internal combustion—would be a 
positive incentive that would encour-
age greater production and consump-
tion of hybrid cars. Human behavior is 
influenced in predictable ways by such 
changes in economic incentives, and 
economists use this information to pre-
dict what will happen when the benefits and costs of 
any choice are changed. In short, economists study the 
incentives and consequences of particular actions.

Because most people seek opportunities that make 
them better off, we can predict what will happen when 
incentives are changed. If salaries increase for engineers 

and decrease for MBAs, we would pre-
dict fewer people would go to graduate 
school in business and more would go 
into engineering. A permanent change to 
a much higher price of gasoline would 
lead us to expect fewer gas guzzlers on 
the highway. People who work on com-
mission tend to work harder. If the price 
of downtown parking increased, we 
would predict that commuters would 
look for alternative methods to get to 
work that would save money. If house-
holds were taxed to conserve water 

economists would expect  people to use less water and 
substantially less water than if they were simply asked 
to conserve water. Incentives matter.

n Can we predict how people will respond to changes in incentives?

n What are positive incentives?

n What are negative incentives?

Incentives Matter
S E C T I O N

2.4

positive incentive 
an incentive that either reduces 
costs or increases benefits, 
resulting in an increase in an 
activity or behavior

negative incentive 
an incentive that either 
increases costs or reduces 
benefits, resulting in a 
decrease in the activity or 
behavior

A subsidy on hybrid electric vehicles would be a 
positive incentive that would encourage greater 
production and consumption of these vehicles. 
A wide variety of incentives are offered at the 
federal, state, and local levels to encourage the 
expanded use of alternative-fuel vehicles.
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Business News
Estonia’s Total Fertility Rate Increasing 
in Part Because of Government Program 
Encouraging Women to Give Birth

Estonia’s total fertility rate has increased to an 
average of 1.5 children per woman from an 
average of 1.3 children per woman in the late 

1990s, which could be the result of a government 
initiative aimed at sustaining the nation’s popula-
tion by providing women who have children with 
monthly stipends, the Wall Street Journal reports. 
The initiative, launched in 2004, was pushed after a 
2001 world population report by the United Nations 
showed that Estonia was “one of the fastest-
 shrinking nations on earth,” according to the Journal. 
Under the program, Estonia provides employed 
women who have children with their monthly salary, 
up to $1,560 monthly, over a 15-month period and 
unemployed women with $200 monthly. According 
to the Journal, the average monthly salary in Estonia 
is $650. The program has helped raise the total 
fertility rate because many employed women in the 
country could not afford to take time off from work 
to have children and because taking time off could 
have a negative impact on job security, according 
to the Journal. Some other factors that contributed 
to the lower total fertility rate include advances in 
birth control and ideas about personal freedom and 
happiness, the Journal reports. Estonia’s program 
could serve as a model for other countries with low 
total fertility rates, according to the Journal. The 
Estonian government plans to continue formulating 
strategies—such as expanding preabortion counsel-
ing and subsidizing child-care providers and private 
day care—to help improve the total fertility rate, the 
Journal reports. According to the Journal, Estonia 
needs a total fertility rate of 2.1 children per woman 
to maintain its current population.

in the news Incentives Matter

SOURCE: Reprinted with permission from http://www.kaisernetwork.org. You can 

view the entire Kaiser Daily Health Policy Report, search the archives, or sign up for 

email delivery at http://www.kaisernetwork.org/dailyreports/healthpolicy. The Kaiser 

Daily Health Policy Report is published for kaisernetwork.org, a free service of The 

Henry J. Kaiser Family Foundation. © 2005 Advisory Board Company and Kaiser Family 

Foundation. All rights reserved.

 consider this:
Estonia is using positive incentives. But what would happen 
to birth rates if the tax deduction for dependents is removed? 
Although it would not change everyone’s behavior, overall 
we would expect birth rates to fall if the tax deduction for 
dependents was eliminated, because it would then be more 
expensive for couples to raise children. We would also pre-
dict that couples would choose to have fewer children if the 
government imposed a birth tax on couples. Clearly, both of 
these policy changes would serve as negative incentives to 
having children, because both increase the costs of having 
kids. In essence, what either of these policies would do is 
change the benefit–cost equation, and altering this equation 
typically leads to predictable results.
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S E C T I O N    C H E C K

1. People respond to incentives in predictable ways.

2. A positive incentive decreases costs or increases benefits, thus encouraging consumption or production.

3. A negative incentive increases costs or reduces benefits, thus discouraging consumption or production.

1. What is the difference between positive incentives and negative incentives?

2. According to the rule of rational choice, would you do more or less of something if its expected marginal 
benefits increased? Why?

3. According to the rule of rational choice, would you do more or less of something if its expected marginal 
costs increased? Why?

4. How does the rule of rational choice imply that young children are typically more likely to misbehave at a 
supermarket checkout counter than at home?

5. Why do many parents refuse to let their children have dessert before they eat the rest of their dinner?

Why Do People Specialize?

As you look around, you can see that people spe-
cialize in what they produce. They tend to dedi-

cate their resources to one primary activity, whether it 
be child rearing, driving a cab, or mak-
ing bagels. Why? The answer, short and 
simple, is opportunity costs. By concen-
trating their energies on only one, or a 
few, activities, individuals are special-

izing. This focus allows them to make 
the best use of (and thus gain the most 
benefit from) their limited resources. A 
person, a region, or a country can gain 
by specializing in the production of the 
good in which they have a compara-
tive advantage. That is, if they can produce a good or 
service at a lower opportunity cost than others, we say 
that they have a comparative advantage in the produc-
tion of that good or service.

We All Specialize

We all specialize to some extent and rely on oth-
ers to produce most of the goods and services 

we want. The work that we choose to do reflects our 

 specialization. For example, we may specialize in sell-
ing or fixing automobiles. The wages from that work 
can then be used to buy goods from a farmer who 
has chosen to specialize in the production of food. 
Likewise, the farmer can use the money earned from 

selling his produce to get his tractor 
fixed by someone who specializes in that 
activity.

Specialization is evident not only 
among individuals but among regions 
and countries as well. In fact, the story of 
the economic development of the United 
States and the rest of the world involves 
specialization. Within the United States, 
the Midwest with its wheat, the coastal 
waters of the Northeast with its fish-

ing fleets, and the Northwest with its timber are each 
examples of regional  specialization.

The Advantages of Specialization

In a small business, every employee usually performs 
a wide variety of tasks—from hiring to word process-

ing to marketing. As the size of the company increases, 
each employee can perform a more specialized job, 
with a consequent increase in output per worker. The 

n What is the relationship between opportunity cost and specialization?

n What are the advantages of specialization in production?

Specialization and Trade
S E C T I O N

2.5

specializing 
concentrating in the production 
of one, or a few, goods

comparative advantage 
occurs when a person or 
country can produce a 
good or service at a lower 
opportunity cost than others
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primary advantages of specialization are that employ-
ees acquire greater skill from repetition, they avoid 
wasted time in shifting from one task to another, and 
they do the types of work for which they are best 
 suited—and specialization promotes the use of special-
ized equipment for specialized tasks.

The advantages of specialization are seen throughout 
the workplace. For example, in larger firms, specialists 
conduct personnel relations, and accounting is in the 

hands of full-time accountants instead of someone with 
half a dozen other tasks. Owners of small retail stores 
select the locations for their stores primarily through 
guesswork, placing them where they believe sales will be 
high or where empty low-rent buildings are available. In 
contrast, larger chains have store sites selected by experts 
who have experience in analyzing the factors that make 
different locations relatively more desirable, such as traf-
fic patterns, income levels, demographics, and so on.

S
pecialization and comparative advantage 
are important in sports, as they are in 
other fields. In baseball and softball, teams 

have resources that they must place in alternative 
positions to increase the likelihood of a victory. The 
resource is labor—human effort used to produce 
something. We can be even more specific, and talk 
about the particular characteristics or skills of the 
labor. That is, we have strength of arms, speed, 
fielding, power hitting, and contact hitting. Where 
do we play each of these players in the field or 
place them in the batting line-up to increase our 
chances to win? The teams that specialize with 
their varied talent have a better chance of winning. 
Quicker players are usually positioned in the middle 
of the field—shortstop, second base, and center 
field. Slower (less quick) fielders are usually on the 
corners—third base, first base, left field, and right 
field. Strength of arm—pitchers, catchers, and right 
field (it is a long throw from right field to third base). 
Hitting—speed and contact in the one and two 
spots, power in the three, four, and five spots, and 
the relatively poorer contact hitters at the bottom 
of the line-up.

It is also easy to see the importance of com-
parative advantage in this example. Suppose there 
are two players on your softball team, Jessica and 
Mariah, and you are not sure where they should play 
in the field. Jessica is good at infield and good at out-
field. Mariah is good at infield and bad at outfield, but 
not as good at Jessica at either. Where should they 
play Mariah, since Jessica has an absolute advan-
tage over Mariah in the infield and outfield? It would 
be best to play Mariah in the infield because she is 

just a little worse 
than Jessica in the 
infield and a lot 
worse than Jessica 
in the outfield. 
Remember, com-
parative advan-
tage is a relative 
concept.

Finally, why 
did hitters put 
up higher bat-
ting averages 100 
years ago? Ted 
Williams was the 
last player to hit 
over 400, and that 
was in 1941. Over 
30 hitters exceeded that mark from 1880–1930. 
Were hitters better back in the old days? Or are 
pitchers better today? It is probably that pitchers 
are better today. Part of the reason is training and 
nutrition for pitchers. But the other reason is spe-
cialization. Pitchers rarely throw complete games 
these days. Often they are only asked to throw five 
innings of a nine-inning game. It is then up to the 
middle relievers and the closers to finish up the 
game. There are also specialty pitchers for differ-
ent situations—if you need a ground ball you might 
bring in your sinker ball pitcher. If your computer 
records suggest that the left-handed batter coming 
up struggles against left-handed pitching, you might 
bring in a left-handed reliever. Specialization has 
changed the game.

SPECIALIZATION, COMPARATIVE ADVANTAGE, 
AND BASEBALL
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Specialization and Trade 
Lead to Greater Wealth 
and Prosperity

Trade, or voluntary exchange, directly increases 
wealth by making both parties better off (or they 

wouldn’t trade). It is the prospect of wealth-increasing 
exchange that leads to productive specialization. That is, 
trade increases wealth by allowing a person, a region, or 
a nation to specialize in those products that it produces 
at a lower opportunity cost and to trade them for prod-
ucts that others produce at a lower opportunity cost. 
That is, we trade with others because it frees up time and 
resources to do other things that we do better.

In short, if we divide tasks and produce what we do 
relatively best and trade for the rest, we will be better off 
than if we were self-sufficient—that is, without trade. 
Imagine life without trade, where you were completely 
self-sufficient—growing your own food, making your 
own clothes, working on your own car, building your 
own house—do you think you would be better off? For 
example, say the United States is better at producing 
wheat than is Brazil, and Brazil is better at producing cof-
fee than is the United States. The United States and Brazil 
would each benefit if the United States produces wheat 
and trades some of it to Brazil for coffee. Coffee growers

in the United States could grow coffee in expensive green-
houses, but it would result in higher coffee costs and 
prices, while leaving fewer resources available for employ-
ment in more beneficial jobs, such as wheat production.

This concept is true for individuals as well. Imagine 
Tom had 10 pounds of tea and Katherine had 10 pounds 
of coffee. However, Tom preferred coffee to tea and 
Katherine preferred tea to coffee. So if Tom traded his tea 
to Katherine for her coffee, both parties would be better 
off. Trade simply reallocates existing goods, and volun-
tary exchange increases wealth by making both parties 
better off—otherwise, they would not agree to trade.

In the words of growth theorist, Paul Romer, 
“There are huge potential gains from trade. Poor coun-
tries can supply their natural and human resources. 
Rich countries can supply their know-how. When 
these are combined, everyone can be better off. The 
challenge is for a country to arrange its laws and 
institutions so that both sides can profitably engage in 
trade.” Standards of living can be increased through 
trade and exchange. In fact, the economy as a whole 
can create more wealth when each person specializes 
in a task that he or she does best. And through special-
ization and trade, a country can gain a greater variety
of goods and services at a lower cost. So while counties 
may be competitors inn the global market they are also 
partners.

Q Should an attorney who types 100 words 
per minute hire an administrative assistant to type 
her legal documents, even though he can only type 
50 words per minute? If the attorney does the job, she 
can do it in five hours; if the administrative assistant 
does the job, it takes him 10 hours. The attorney makes 
$100 an hour, and the administrative assistant earns 
$10 an hour. Which one has the comparative advantage 
(the lowest opportunity cost) in typing documents?

A If the attorney types her own documents, it 
will cost $500 ($100 per hour x 5 hours). If she has 
the administrative assistant type her documents, 
it will cost $100 ($10 per hour x 10 hours). Clearly, 
then, the lawyer should hire the administrative assis-
tant to type her documents, because the administra-
tive assistant has the comparative advantage (lowest 
opportunity cost) in this case, despite being half as 
good in absolute terms.

COMPARATIVE ADVANTAGE

S E C T I O N    C H E C K

1. We all specialize.

2. Specialization is important for individuals, businesses, regions, and nations.

3. Specialization and trade increase wealth.

4. The person, region, or country that can produce a good or service at a lower opportunity cost than other 
 producers has a comparative advantage in the production of that good or service.

(continued)
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How Does the Market Work 
to Allocate Resources?

In a world of scarcity, competition is inescapable, and 
one method of allocating resources among competing 

uses is the market economy. The market economy pro-
vides a way for millions of producers and consumers 
to allocate scarce resources. For the most part, markets 
are efficient. To an economist, efficiency is achieved 
when the economy gets the most out of its scarce 
resources. In short, efficiency makes the economic pie 
as large as possible.

Competitive markets are powerful—they can make 
existing products better and/or less expensive, they 
can improve production processes, and they can create 
new products, from video games to life-
saving drugs. Buyers and sellers indi-
cate their wants through their action 
and inaction in the marketplace, and 
it is this collective “voice” that deter-
mines how resources are allocated. But 
how is this information communicated? 
Market prices serve as the language of the market sys-
tem. By understanding what these market prices mean, 
you can get a better understanding of the vital function 
that the market economy performs.

Markets may not always lead to your desired tastes 
and preferences. You may think that markets produce 
too many pet rocks, chia pets, breast enhancements, 
and face lifts. Some markets are illegal—the market for 

cocaine, the market for stolen body parts, the market 
for child pornography, and the market for indecent 
radio announcers. Markets do not come with a moral 
compass; they simply provide what buyers are willing 
and able to pay for and what sellers are willing and 
able to produce.

Market Prices Provide 
Important Information

Market prices communicate important informa-
tion to both buyers and sellers. These prices 

communicate information about the relative avail-
ability of products to buyers, and they provide sell-

ers with critical information about the 
relative value that consumers place on 
those products. In short, buyers look at 
the price and decide how much they are 
willing and able to demand and sellers 
look at the price and decide how much 
they are able and willing to supply. The 

market price reflects the value a buyer places on a 
good and the cost to society of producing that good. 
Thus, market prices provide a way for both buyers 
and sellers to communicate about the relative value of 
resources. To paraphrase Adam Smith, prices adjust 
like an “invisible hand” to direct buyers and sellers to 
an outcome that is socially desirable. We will see how 
this works beginning in Chapter 4.

1. Why do people specialize?

2. What do we mean by comparative advantage?

3. Why does the combination of specialization and trade make us better off?

4. If you can mow your lawn in half the time it takes your spouse or housemate to do it, do you have a com-
parative advantage in mowing the lawn?

5. If you have a current comparative advantage in doing the dishes, and you then become far more productive 
than before in completing yard chores, could that eliminate your comparative advantage? Why or why not?

6. Could a student who gets a C in one class but a D or worse in everything else have a comparative advantage 
over someone who gets a B in that class but an A in everything else? Explain this concept using opportunity cost.

n How does a market economy allocate scarce resources?

n What are the important signals that market prices communicate?

n What are the effects of price controls?

n What is a market failure?

Markets and Improved Efficiency
S E C T I O N

2.6

efficiency 
when an economy gets 
the most out of its scarce 
resources
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The basis of a market economy is voluntary 
exchange and the price system that guides people’s 
choices and produces solutions to the questions of 
what goods to produce and how to produce and dis-
tribute them.

Take something as simple as the production of a 
pencil. Where did the wood come from? Perhaps the 
Northwest or Georgia. The graphite may have come 
from the mines in Michigan and the rub-
ber may be from Malaysia. The paint, 
the glue, the metal piece that holds the 
eraser—who knows? The point is that 
market forces coordinated this produc-
tion activity among literally thousands 
of people, some of whom live in different 
countries and speak different languages. 
The market brought these people together 
to make a pencil that sells for 25 cents 
at your bookstore. It all happened because the market 
economy provided the incentive for people to pursue 
activities that benefit others. This same process produces 
millions of goods and services around the world, from 
automobiles and computers to pencils and paper clips.

The same is true of the IPod and IPhone. The 
entrepreneur of Apple have learned how to combine 
almost 500 generic parts to make something of much 
greater value. The whole is greater than the sum of 
the parts.

What Effect Do Price Controls 
Have on the Market System?

Government policies called price controls some-
times force prices above or below what they 

would be in a market economy. Unfortunately, these 
controls often impose harm on the same people 

they are trying to help, in large part 
by short-circuiting the market’s infor-
mation-transmission function. That is, 
price controls effectively strip the mar-
ket price of its meaning for both buyers 
and sellers (as we will see in Chapter 5). 
A sales tax also distorts price signals, 
leading to a misallocation of resources 
(as we will see in Chapter 6).

Market Failure

The market mechanism is a simple but effective 
and efficient general means of allocating resourc-

es among alternative uses. When the economy fails 
to allocate resources efficiently on its own, however, 
it is known as market failure. For example, a steel 
mill might put soot and other forms of “crud” into 
the air as a by-product of making steel. When it does, 

price controls 
government-mandated 
minimum or maximum prices

market failure 
when the economy fails to 
allocate resources efficiently 
on its own

Countries that do not rely on the market  system 
have no clear communication between buyers 
and sellers. The former Soviet Union, where 

quality was virtually nonexistent, experienced many 
shortages of quality goods and surpluses of low-qual-
ity goods. For example, thousands of tractors had no 
spare parts and millions of pairs of shoes were left on 
shelves because the sizes did not match those of the 
population. Before the breakup of the Soviet Union, 
one of President Reagan’s favorite stories concerned 
a man who goes to the Soviet bureau of transporta-
tion to order an automobile. He is informed that he 
will have to put down his money now, but there is a 
10-year wait. The man fills out all the various forms, 
has them processed through the various agencies, 
and finally he gets to the last agency. He pays them 
his money and they say, “Come back in 10 years and 

get your car.” He asks, “Morning or afternoon?” The 
man from the agency says, “We’re talking 10 years 
from now. What is the difference?” He replies, “The 
plumber is coming in the morning.”

COUNTRIES THAT DO NOT RELY 
ON A MARKET SYSTEM
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it imposes costs on others not connected with using 
or producing steel from the steel mill. The soot may 
require homeowners to paint their homes more often, 
entailing a cost. And studies show that respiratory 
diseases are greater in areas with more severe air pollu-
tion, imposing costs that may even include life itself. In 
addition, the steel mill might discharge chemicals into 
a stream, thus killing wildlife and spoiling recreational 
activities for the local population. In this case, the steel 
factory does not bear the costs of its polluting actions, 
and it continues to emit too much pollution. In other 
words, by transferring the pollution costs onto society, 
the firm lowers its costs of production and so pro-
duces more than the ideal output—which is inefficient 
because it is an overallocation of resources.

Markets sometimes produce too little of a good—
research, for example. Therefore, the government might 
decide to subsidize promising scientific research that 
could benefit many people—such as cancer research. 
When one party prevents other parties from participat-
ing in mutually beneficial exchange, it also causes a 
market failure. This situation occurs in a monopoly, 
with its single seller of goods. Because the monopolist 
can raise its end price above the competitive price, 

some potential consumers are kept from buying the 
goods they would have bought at the lower price, 
and inefficiency occurs. Whether the market economy 
has produced too little (underallocation) or too much 
(overallocation), the government can improve society’s 
well-being by intervening. The case of market failure 
will be taken up in more detail in Chapter 8.

We cannot depend on the market economy to 
always communicate accurately. Some firms may have 
market power to distort prices in their favor. For exam-
ple, the only regional cement company in the area has 
the ability to charge a higher price and provide lower-
quality services than if the company were in a highly 
competitive market. In this case, the lack of competition 
can lead to higher prices and reduced product quality. 
And without adequate information, unscrupulous pro-
ducers may be able to misrepresent their products to the 
disadvantage of unwary consumers.

In sum, government can help promote efficiency 
when there is a market failure—making the economic 
pie larger.

Does the Market Distribute Income Fairly?
Sometimes a painful trade-off exists between how much 
an economy can produce efficiently and how that output 
is distributed—the degree of equality. An efficient mar-
ket rewards those that produce goods and services that 
others are willing and able to buy. But this does not guar-
antee a “fair” or equal distribution of income. That is, 
how the economic pie is divided up. A market economy 
cannot guarantee everyone adequate amounts of food, 
shelter, and health care. That is, not only does the market 
determine what goods are going to be produced and in 
what quantities, but it also determines the distribution of 
output among members of society.

As with other aspects of government intervention, 
the degree-of-equity argument can generate some sharp 
disagreements. What is “fair” for one person may seem 
highly “unfair” to someone else. One person may find 
it terribly unfair for some individuals to earn many 
times the amount earned by other individuals who 
work equally hard, and another person may find it 
highly unfair to ask one group, the relatively rich, to 
pay a much higher proportion of their income in taxes 
than another group pays.

Government Is Not Always the Solution
However, just because the government could improve 
the situation does not mean it will. After all, the politi-
cal process has its own set of problems, such as special 
interests, shortsightedness, and imperfect information. 
For example, government may reduce competition 
through tariffs and quotas, or it may impose inefficient 
regulations that restrict entry. That is, there is govern-
ment failure as well as market failure.

Even though designating these parking spaces for 
disabled drivers may not be an efficient use of 
scarce parking spaces (because they are often not 
used), many believe it is fair to give these drivers 
a convenient spot. The debate between efficiency 
and equity is often heated.
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In te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. As long as human _____________ exceed available 
_____________, scarcity will exist.

 2. Something may be rare, but if it is not ___________it is 
not scarce.

 3. The scarce resources that are used in the production of 
goods and services can be grouped into four categories: 
_____________, _____________, _____________, and 
_____________.

 4. Capital includes human capital, the _____________ 
people receive from _____________.

 5. Entrepreneurs are always looking for new ways to 
improve _____________ or _____________. They are 
lured by the chance of making a _____________.

 6. _____________ goods include fairness, friendship, 
knowledge, security, and health.

 7. _____________ are intangible items of value, such as 
education, provided to consumers.

 8. Scarce goods created from scarce resources are called 
_____________ goods.

 9. Scarcity ultimately leads to _____________ for the 
 available goods and services.

 10. Because we all have different _____________, scarcity 
affects everyone differently.

 11. Economics is the study of the choices we make among 
our many _____________ and _____________.

 12. In a world of scarcity, we all face _____________.

 13. The highest or best forgone alternative resulting from a 
decision is called the _____________.

 14. The cost of grocery shopping is the _______________ 
paid for the goods plus the _______________ costs 
incurred.

 15. Many choices involve _____________ of something to 
do rather than whether to do something.

 16. Economists emphasize _____________ thinking 
because the focus is on additional, or ___________, 
choices, which involve the effects of ___________ or 
_____________ the current situation.

 17. The rule of rational choice is that in trying to make 
themselves better off, people alter their behavior if the 
_____________ to them from doing so outweigh the 
_____________ they will bear.

 18. In acting rationally, people respond to _____________.

 19. If the benefits of some activity _____________ and/
or if the costs _____________, economists expect the 
amount of that activity to rise. Economists call these 
_____________ incentives. Likewise, if the benefits 
of some activity _____________ and/or if the costs 
_____________, economists expect the amount of that 
activity to fall. Economists call these _____________ 
incentives.

 20. Because most people seek opportunities that make them 
better off, we can _____________ what will happen 
when incentives are _____________.

 21. People _____________ by concentrating their energies 
on the activity to which they are best suited because 

S E C T I O N    C H E C K

1. Scarcity forces us to allocate our limited resources.

2. Market prices provide important information to buyers and sellers.

3. Price controls distort market signals.

4. A market failure is said to occur when the economy fails to allocate resources efficiently.

1. Why must every society choose some manner in which to allocate its scarce resources?

2. How does a market system allocate resources?

3. What do market prices communicate to others in society?

4. How do price controls undermine the market as a communication device?

5. Why can markets sometimes fail to allocate resources efficiently?
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individuals incur _____________ opportunity costs as a 
result.

 22. If a person, a region, or a country can produce a good 
or service at a lower opportunity cost than others can, 
we say that they have a(n) _____________ in the pro-
duction of that good or service.

 23. The primary advantages of specialization are that 
employees acquire greater _____________ from repeti-
tion, they avoid _____________ time in shifting from 
one task to another, and they do the types of work for 
which they are _____________ suited.

 24. We trade with others because it frees up time and 
resources to do other things we do _____________.

 25. Produce what we do _____________ best and 
_____________ for the _____________.

 26. Market prices serve as the ____________ of the mar-
ket system. They communicate information about the 
____________ to buyers, and they provide sellers with 

critical information about the ____________ that buyers 
place on those products. This communication results 
in a shifting of resources from those uses that are 
_____________ valued to those that are ____________ 
valued.

 27. The basis of a market economy is _____________ 
exchange and the _____________ system that guides 
people’s choices regarding what goods to produce and 
how to produce those goods and distribute them.

 28. _____________ can lead the economy to fail to allocate 
resources efficiently, as in the cases of pollution and sci-
entific research.

 29. Sometimes a painful trade-off exists between how much 
an economy can produce _____________ and how that 
output is _____________.

 30. In the case of market _____________, appropriate gov-
ernment policies could improve on market outcomes.

Answers: 1. wants; resources 2. desirable 3. land; labor; capital; entrepreneurship 4. knowledge and skill; education and on-the-job training 
5. production techniques; products; profit 6. Intangible 7. Services 8. economic 9. competition 10. wants and desires 11. wants; desires 
12. trade-offs 13. opportunity cost 14. price; nonprice 15. how much 16. marginal; marginal; adding to; subtracting from 17. expected 
marginal benefits; expected marginal costs 18. incentives 19. rise; fall; positive; fall; rise; negative 20. predict; changed 21. specialize; lower 
22. comparative advantage 23. skill; wasted; best 24. better 25. relatively; trade; rest 26. language; relative availability of products; relative 
value; less; more 27. voluntary; price 28. Market failure 29. efficiently; distributed 30. failure

scarcity 37
labor 37
land 37
capital 37
human capital 37
entrepreneurship 37
goods 38
tangible goods 38

intangible goods 38
services 38
economic goods 38
bads 38
opportunity cost 40
marginal thinking 43
rule of rational choice 43
net benefit 43

positive incentive 47
negative incentive 47
specializing 49
comparative advantage 49
efficiency 52
price controls 53
market failure 53

Key Terms and Concepts

2.1 Scarcity
 1. What must be true for something to be an eco-

nomic good?
An economic good, tangible or intangible, is any good 
or service that we value or desire. This definition 
includes the reduction of things we don’t want—bads—
as a good.

Sect ion Check Answers

 2. Does wanting more tangible and intangible 
goods and services make us selfish?
No. Among the goods many of us want more of are 
helping others (charity), so to say we all want more 
goods and services does not imply that we are selfish.

 3. Why does scarcity affect everyone?
Because no one can have all the goods and services that 
he or she desires, we all face scarcity as a fact of life.
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 4. How and why does scarcity affect each of us 
 differently?
Because our desires and the extent of the resources 
we have available to meet those desires vary, scarcity 
affects each of us differently.

 5. Why do you think economists often refer to 
training that increases the quality of workers’ 
skills as “adding to human capital”?
Training increases a worker’s ability to produce 
further goods, just as capital goods increase an 
economy’s ability to produce further goods. Because 
of this similarity in their effects on productive abili-
ties, training is often referred to as adding to workers’ 
human capital.

 6. What are some of the ways that students act as 
entrepreneurs as they seek higher grades?
Students act as entrepreneurs in seeking higher grades 
in a wide variety of ways. They sometimes form study 
groups, often assigning different material to different 
members. They often share notes. They study harder 
for those questions they believe will be more likely to 
be tested. Sometimes they try to get hold of old tests or 
to cheat. All of these activities and more are part of dif-
ferent students’ efforts to discover the lowest-cost way 
for them to get higher grades.

 7. Why might sunshine be scarce in Seattle but not 
in Tucson?
For a good to be scarce means we want more of it than 
we are able to have. Residents of Tucson typically have 
all the sunshine they wish, while rain may be something 
that is scarce relative to residents’ desires. For residents 
of Seattle, where the sun shines much less and it rains 
much more, the opposite might well be true.

 8. Why can’t a country become so technologically 
advanced that its citizens won’t have to choose?
No matter how productive a country becomes, citi-
zens’ desires will continue to outstrip their ability to 
satisfy them. As we get more productive, and incomes 
grow, we discover new wants that we would like to 
satisfy, so our ability to produce never catches up 
with our wants.

2.2 Choices, Costs, and Trade-Offs
 1. Would we have to make choices if we had 

 unlimited resources?
We would not have to make choices if we had unlim-
ited resources, because we would then be able to pro-
duce all the goods and services anyone wanted, and 
having more of one thing would not require having less 
of other goods or services.

 2. What is given up when we make a choice?
What is given up when we make a choice is the oppor-
tunity to pursue other valued alternatives with the same 
time or resources.

 3. What do we mean by opportunity cost?
The opportunity cost of a choice is the highest valued 
forgone opportunity resulting from a decision. It can 
usefully be thought of as the value of the opportunity a 
person would have chosen if his most preferred option 
was taken away from him.

 4. Why is there no such thing as a free lunch?
There is no such thing as a free lunch because the pro-
duction of any good uses up some of society’s resources, 
which are therefore no longer available to produce 
other goods we want.

 5. Why was the opportunity cost of staying in 
college higher for Tiger Woods than for most 
undergraduates?
The forgone alternative to Tiger Woods of staying in 
school—starting a highly paid professional golf career 
sooner than he could otherwise—was far more lucra-
tive than the alternatives facing most undergraduates. 
Because his forgone alternative was more valuable for 
Tiger Woods, his opportunity cost of staying in school 
was higher than for most.

 6. Why is the opportunity cost of time spent 
 getting an MBA typically lower for a 22-year-old 
straight out of college than for a 45-year-old 
experienced manager?
The opportunity cost of time for a 45-year-old expe-
rienced manager—the earnings he would have to give 
up to spend a given period getting an MBA—is higher 
than that of a 22-year-old straight out of college, 
whose income earning alternatives are far less.

2.3 Marginal Thinking
 1. What are marginal choices? Why does  economics 

focus on them?
Marginal choices are choices of how much of some-
thing to do, rather than whether to do something. 
Economics focuses on marginal choices because those 
are the sorts of choices we usually face: Should I do a 
little more of this or a little less of that?

 2. What is the rule of rational choice?
The rule of rational choice is that in trying to make 
themselves better off, people alter their behavior if the 
expected marginal benefits from doing so outweigh the 
expected marginal costs they will bear. If the expected 
marginal benefits of an action exceed the expected 
marginal costs, a person will do more of that action; 
if the expected marginal benefits of an action are less 
than the expected marginal costs, a person will do less 
of that action.

 3. How could the rule of rational choice be 
expressed in terms of net benefits?
Because net benefits are expected to be positive when 
expected marginal benefits exceed expected marginal 
cost to the decision maker, the rule of rational choice 
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could be restated as: People will make choices for 
which net benefits are expected to be positive.

 4. Why does rational choice involve expectations?
Because the world is uncertain in many important 
respects, we can seldom know for certain whether the 
marginal benefits of an action will in fact exceed the 
marginal costs. Therefore, the rule of rational choice 
deals with expectations decision makers hold at the 
time they make their decisions, recognizing that mis-
takes can be made.

 5. Why do students often stop taking lecture notes 
when a professor announces that the next few 
minutes of material will not be on any future 
test or assignment?
The benefit, in terms of grades, from taking notes in 
class falls when the material discussed will not be tested 
or “rewarded,” and when the benefits of lecture note 
taking are smaller in this situation, students do less of it.

 6. If you decide to speed to get to a doctor’s 
appointment and then get in an accident due to 
speeding, does your decision to speed invalidate 
the rule of rational choice? Why or why not?
No. Remember, the rule of rational choice deals with 
expectations at the time decisions were made. If you 
thought you would get in an accident due to speeding 
in this situation, you would not have decided to speed. 
The fact that you got in an accident doesn’t invalidate 
the rule of rational choice; it only means your expecta-
tions at the time you decided to speed were incorrect.

 7. If pedestrians felt far safer using crosswalks to 
cross the street, how could adding crosswalks 
increase the number of pedestrian accidents?
Just like safer cars can lead people to drive less safely, 
if pedestrians felt safer in crosswalks, they might cross 
less safely, such as taking less care to look both ways. 
The result of pedestrians taking less care may well be 
an increase in the number of pedestrian accidents.

 8. Imagine driving a car with daggers sticking out 
of the steering wheel—pointing directly at your 
chest. Would you drive more safely? Why?
Because the cost to you of an accident would be so 
much higher in this case, you would drive far more 
safely as a result.

2.4 Incentives Matter
 1. What is the difference between positive 

 incentives and negative incentives?
Positive incentives are those that either increase benefits 
or decrease costs of an action, encouraging the action; 
negative incentives are those that either decrease ben-
efits or increase costs of an action, discouraging the 
action.

 2. According to the rule of rational choice, would 
you do more or less of something if its expected 
marginal benefits increased? Why?
You would do more of something if its expected mar-
ginal benefits increased, because then the marginal 
expected benefits would exceed the marginal expected 
costs for more “units” of the relevant action.

 3. According to the rule of rational choice, would 
you do more or less of something if its expected 
marginal costs increased? Why?
You would do less of something if its expected margin-
al costs increased, because then the marginal expected 
benefits would exceed the marginal expected costs for 
fewer “units” of the relevant action.

 4. How does the rule of rational choice imply 
that young children are typically more likely to 
misbehave at a supermarket checkout counter 
than at home?
When a young child is at a supermarket checkout coun-
ter, the benefit of misbehaving—the potential payoff 
to pestering Mom or Dad for candy—is greater. Also, 
because his parents are less likely to punish him, or to 
punish him as severely, in public as in private when he 
pesters them, the costs are lower as well. The benefits 
of misbehavior are higher and the costs are lower at a 
supermarket checkout counter, so more child misbehav-
ior is to be expected there.

 5. Why do many parents refuse to let their 
children have dessert before they eat the rest 
of their dinner?
Children often find that the costs of eating many foods 
at dinner exceed the benefits (e.g., “If it’s green, it must 
be disgusting.”), but that is seldom so of dessert. If par-
ents let their children eat dessert first, they would often 
not eat the food that was “good for them.” But by add-
ing the benefit of getting dessert to the choice of eating 
their other food, parents can often get their children to 
eat the rest of their dinner, too.

2.5 Specialization and Trade
 1. Why do people specialize?

People specialize because by concentrating their ener-
gies on the activities to which they are best suited, 
individuals incur lower opportunity costs. That is, they 
specialize in doing those things they can do at lower 
opportunity costs than others, and let others who can 
do other things at lower opportunity costs than they 
can specialize in doing them.

 2. What do we mean by comparative advantage?
A person, region, or country has a comparative advan-
tage in producing a good or service when it can pro-
duce it at a lower opportunity cost than other persons, 
regions, or countries.
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 3. Why does the combination of specialization and 
trade make us better off?
Trade increases wealth by allowing a person, region, or 
a nation to specialize in those products that it produces 
relatively better than others and to trade for those 
products that others produce relatively better than 
they do. Exploiting our comparative advantages, and 
then trading, allows us to produce, and therefore con-
sume, more than we could otherwise from our scarce 
resources.

 4. If you can mow your lawn in half the time it 
takes your spouse or housemate to do it, do 
you have a comparative advantage in mowing 
the lawn?
Your faster speed at mowing the lawn does not estab-
lish that you have a comparative advantage in mowing. 
That can only be established relative to other tasks. 
The person with a comparative advantage in mowing 
lawns is the one with the lowest opportunity cost, and 
that could be your spouse or housemate in this case. 
For instance, if you could earn $12 an hour, mowing 
the lawn in half an hour implies an opportunity cost 
of $6 of forgone output elsewhere. If they could only 
earn $5 per hour (because they were less than half as 
productive doing other things compared to you), the 
opportunity cost of them mowing the lawn in an hour 
is $5. In this case, your spouse or housemate has a 
comparative advantage in mowing the lawn.

 5. If you have a current comparative advantage 
in doing the dishes, and you then become far 
more productive than before in completing yard 
chores, could that eliminate your comparative 
advantage? Why or why not?
The opportunity cost of you doing the dishes is the 
value of other chores you must give up to do the dish-
es. Therefore, an increase in your productivity doing 
yard chores would increase the opportunity cost of 
doing the dishes, and could well eliminate your current 
comparative advantage in doing the dishes compared to 
other members of your family.

 6. Could a student who gets a C in one class 
but a D or worse in everything else have a 
 comparative advantage over someone who gets 
a B in that class but an A in everything else? 
Explain this concept using opportunity cost.
A student who gets a C in a class is less good, in an 
absolute sense, at that class than a student who gets a B 
in it. But if the C student gets Ds in other classes, he is 
relatively, or comparatively, better at the C class, while 

if the B student gets As in other classes, she is relative-
ly, or comparatively, worse at that class.

2.6 Markets and Improved Efficiency
 1. Why must every society choose some manner in 

which to allocate its scarce resources?
Every society must choose some manner in which to 
allocate its scarce resources because the collective wants 
of its members always far outweigh what the scarce 
resources nature has provided can produce.

 2. How does a market system allocate resources?
A market system allows individuals, both as produc-
ers and consumers, to indicate their wants and desires 
through their actions—how much they are willing to 
buy or sell at various prices. The market then acts to 
bring about that level of prices that allows buyers and 
sellers to coordinate their plans.

 3. What do market prices communicate to others in 
society?
The prices charged by suppliers communicate the rela-
tive availability of products to consumers; the prices 
consumers are willing to pay communicate the relative 
value consumers place on products to producers. That 
is, market prices provide a way for both consumers 
and suppliers to communicate about the relative value 
of resources.

 4. How do price controls undermine the market as 
a communication device?
Price controls—both price floors and price ceilings—
prevent the market from communicating relevant 
information between consumers and suppliers. A price 
floor set above the market price prevents suppliers 
from communicating their willingness to sell for less to 
consumers. A price ceiling set below the market price 
prevents consumers from indicating their willingness to 
pay more to suppliers.

 5. Why can markets sometimes fail to allocate 
resources efficiently?
Markets can sometimes fail to allocate resources effi-
ciently. Such situations, called market failures, repre-
sent situations such as externalities, where costs can 
be imposed on some individuals without their consent 
(e.g., from dumping “crud” in their air or water), 
where information in the market may not be com-
municated honestly and accurately, and where firms 
may have market power to distort prices in their favor 
(against consumers’ interests).
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True or False:

 1. In economics, labor includes physical and mental effort, and land includes natural resources.

 2. Entrepreneurship is the process of combining labor, land, and capital together to produce goods and services.

 3. Even intangible goods can be subjected to economic analysis.

 4. Even the wealthy individual who decides to donate all of her money to charity faces the constraints of scarcity.

 5. Increases in production could enable us to eliminate scarcity.

 6. If we had unlimited resources, we would not have to choose among our desires.

 7. Scarcity implies that “there’s no such thing as a free lunch.”

 8. The actual result of changing behavior following the rule of rational choice will always make people better off.

 9. In terms of the rule of rational choice, zero levels of pollution, crime, and safety would be far too costly in terms of what 
we would have to give up to achieve them.

 10. Most choices in economics are all or nothing.

 11. Good economic thinking requires thinking about average amounts rather than marginal amounts.

 12. Positive incentives are those that either increase benefits or reduce costs, resulting in an increase in the level of the related 
activity or behavior; negative incentives either reduce benefits or increase costs, resulting in a decrease in the level of the 
related activity or behavior.

 13. The safety issue is generally not whether a product is safe, but rather how much safety consumers want.

 14. People can gain by specializing in the production of the good in which they have a comparative advantage.

 15. Without the ability to trade, people would not tend to specialize in those areas where they have a comparative advantage.

 16. Voluntary trade directly increases wealth by making both parties better off, and it is the prospect of wealth-increasing 
exchange that leads to productive specialization.

 17. Government price controls can short-circuit the market’s information transmission function.

 18. When the economy produces too little or too much of something, the government can potentially improve society’s well-
being by intervening.

 19. Not only does the market determine what goods are going to be produced and in what quantities, but it also determines 
the distribution of output among members of society.

Multiple Choice:

 1. Which of the following is part of the economic way of thinking?
 a. When an option becomes less costly, individuals will become more likely to choose it.
 b. Costs are incurred whenever scarce resources are used to produce goods or services.
 c. The value of a good is determined by its cost of production.
 d. Both a and b are part of the economic way of thinking.

 2. Ted has decided to buy a burger and fries at a restaurant but is considering whether to buy a drink as well. If the price of 
a burger is $2.00, fries are $1.00, drinks are $1.00, and a value meal with all three costs $3.40, the marginal cost to Ted 
of the drink is

 a. $1.00.
 b. $0.40.
 c. $1.40.
 d. $3.40.
 e. impossible to determine from the information given.
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 3. If a country wants to maximize the value of its output, each job should be carried out by the person who
 a. has the highest opportunity cost.
 b. has a comparative advantage in that activity.
 c. can complete the particular job most rapidly.
 d. enjoys that job the least.

 4. Who would be most likely to drop out of college before graduation?
 a. an economics major who wishes to go to graduate school
 b. a math major with a B+ average
 c. a chemistry major who has just been reading about the terrific jobs available for those with chemistry degrees
 d. a star baseball player who has just received a multimillion-dollar major league contract offer after his junior year

 5. “If I hadn’t been set up on this blind date tonight, I would have saved $50 and spent the evening watching TV.” The 
opportunity cost of the date is

 a. $50.
 b. $50, plus the cost to you of giving up a night of TV.
 c. smaller, the more you enjoy the date.
 d. higher, the more you like that night’s TV shows.
 e. described by both b and d.

 6. Say you had an 8 a.m. economics class, but you would still come to campus at the same time even if you skipped your 
economics class. The cost of coming to the economics class would include

 a. the value of the time it took to drive to campus.
 b. the cost of the gasoline it took to get to campus.
 c. the cost of insuring the car for that day.
 d. both a and b.
 e. none of the above.

 7. Which of the following would be likely to raise your opportunity cost of attending a big basketball game this Sunday 
night?

 a. A friend calls you up and offers you free tickets to a concert by one of your favorite bands on Sunday night.
 b. Your employer offers you double your usual wage to work this Sunday night.
 c. Late Friday afternoon, your physics professor makes a surprise announcement that there will be a major exam on 

Monday morning.
 d. All of the above.

 8. Which of the following demonstrates marginal thinking?
 a. deciding to never eat meat
 b. deciding to spend one more hour studying economics tonight because you think the improvement on your next test 

will be large enough to make it worthwhile to you
 c. working out an extra hour per week
 d. both b and c

 9. If resources and goods are free to move across states, and if Florida producers choose to specialize in growing grapefruit 
and Georgia producers choose to specialize in growing peaches, then we could reasonably conclude that

 a. Georgia has a comparative advantage in producing peaches.
 b. Florida has a comparative advantage in producing peaches.
 c. the opportunity cost of growing peaches is lower in Georgia than in Florida.
 d. the opportunity cost of growing grapefruit is lower in Florida than in Georgia.
 e. all of the above except b are true.

 10. If a driver who had no change and whose cell phone battery was dead got stranded near a pay phone and chose to buy a 
quarter and a dime from a passerby for a dollar bill,

 a. the passerby was made better off and the driver was made worse off by the transaction.
 b. both the passerby and the driver were made better off by the transaction.
 c. the transaction made the driver worse off by 65 cents.
 d. both a and c are true.
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 11. Which of the following is not true?
 a. Voluntary exchange is expected to be advantageous to both parties to the exchange.
 b. What one trader gains from a trade, the other must lose.
 c. If one party to a potential voluntary trade decides it does not advance his interests, he can veto the potential trade.
 d. The expectation of gain motivates people to engage in trade.

 12. Which of the following is true?
 a. Scarcity and poverty are basically the same thing.
 b. The absence of scarcity means that a minimal level of income is provided to all individuals.
 c. Goods are scarce because of greed.
 d. Even in the wealthiest of countries, the desire for material goods is greater than productive capabilities.

 13. An example of a capital resource is
 a. stock in a computer software company.
 b. the funds in a CD account at a bank.
 c. a bond issued by a company selling electric generators.
 d. a dump truck.
 e. an employee of a moving company.

 14. Which of the following statements is true?
 a. The opportunity cost of a decision is always expressed in monetary terms.
 b. The opportunity cost of a decision is the value of the best forgone alternative.
 c. Some economic decisions have zero opportunity cost.
 d. The opportunity cost of attending college is the same for all students at the same university but may differ among 

students at different universities.
 e. None of the above statements is true.

 15. The opportunity cost of attending college is likely to include all except which of the following?
 a. the cost of required textbooks
 b. tuition fees
 c. the income you forgo in order to attend classes
 d. the cost of haircuts received during the school term
 e. the cost of paper and pencils needed to take notes

 16. The opportunity cost of an airplane flight
 a. differs across passengers only to the extent that each traveler pays a different airfare.
 b. is identical for all passengers and equal to the number of hours a particular flight takes.
 c. differs across passengers to the extent that both the airfare paid and the highest valued use of travel time vary.
 d. is equal to the cost of a bus ticket, the next best form of alternative transportation to flying.

 17. Lance’s boss offers him twice his usual wage rate to work tonight instead of taking his girlfriend on a romantic date. This 
offer will likely

 a. not affect the opportunity cost of going on the date.
 b. reduce the opportunity cost of going on the date because giving up the additional work dollars will make his 

 girlfriend feel even more appreciated.
 c. increase the opportunity cost of going on the date.
 d. not be taken into consideration by Lance when deciding what to do tonight.

 18. Which of the following best defines rational behavior?
 a. analyzing the total costs of a decision
 b. analyzing the total benefits of a decision
 c. undertaking an activity as long as the total benefit of all activities exceeds the total cost of all activities
 d. undertaking activities whenever the marginal benefit exceeds the marginal cost
 e. undertaking activities as long as the marginal benefit exceeds zero
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 19. Gallons of milk at a local grocery store are priced at one for $4 or two for $6. The marginal cost of buying a second 
 gallon of milk equals

 a. $6.
 b. $4.
 c. $3.
 d. $2.
 e. $0.

 20. Which of the following statements is most consistent with the rule of rational choice?
 a. The Environmental Protection Agency should strive to eliminate virtually all air and water pollution.
 b. When evaluating new prescription drugs, the Food and Drug Administration should weigh each drug’s potential 

health benefits against the potential health risks posed by known side effects.
 c. Police forces should be enlarged until virtually all crime is eliminated.
 d. Manufacturers of automobiles should seek to make cars safer, no matter the costs involved.

 21. Kelly is an attorney and also an excellent typist. She can type 120 words per minute, but she is pressed for time because 
she has all the legal work she can handle at $75.00 per hour. Kelly’s friend Todd works as a waiter and would like some 
typing work (provided that he can make at least his wage as a waiter, which is $25.00 per hour). Todd can type only 60 
words per minute.

 a. Kelly should do all the typing because she is faster.
 b. Todd should do the typing as long as his earnings are more than $25.00 and less than $37.50 per hour.
 c. Unless Todd can match Kelly’s typing speed, he should remain a waiter.
 d. Todd should do the typing, and Kelly should pay him $20.00 per hour.
 e. Both a and c are correct.

Problems:

 1. Which of the following goods are scarce?
 a. garbage
 b. salt water in the ocean
 c. clothes
 d. clean air in a big city
 e. dirty air in a big city
 f. a public library

 2. Explain the difference between poverty and scarcity.

 3. The automotive revolution after World War II reduced the time involved for travel and shipping goods. This innovation 
allowed the U.S. economy to produce more goods and services since it freed resources involved in transportation for other 
uses. The transportation revolution also increased wants. Identify two ways the car and truck revealed new wants.

 4. The price of a one-way bus trip from Los Angeles to New York City is $150.00. Sarah, a school teacher, pays the same 
price in February (during the school year) as in July (during her vacation), so the cost is the same in February as in July. 
Do you agree?

 5. McDonald’s once ran a promotion that whenever St. Louis Cardinal’s slugger Mark McGwire hit a home run into the 
upper deck at Busch Stadium, McDonald’s gave anyone with a ticket to that day’s game a free Big Mac. If holders of 
ticket stubs have to stand in line for 10 minutes, is the Big Mac really “free”?

 6. List some things that you need. Then ask yourself if you would still want some of those things if the price were five times 
higher. Would you still want them if the price were 10 times higher?

 7. List the opportunity costs of the following:
 a. going to college
 b. missing a lecture
 c. withdrawing and spending $100 from your savings account, which earns 5 percent interest annually
 d. going snowboarding on the weekend before final examinations



64

 8. Which of the following activities require marginal thinking, and why?
 a. studying
 b. eating
 c. driving
 d. shopping
 e. getting ready for a night out

 9. Should you go to the movies this Friday? List the factors that affect the possible benefits and costs of this decision. 
Explain where uncertainty affects the benefits and costs.

 10. Explain why following the rule of rational choice makes a person better off.

 11. Which of the following are positive incentives? Negative incentives? Why?
 a. a fine for not cleaning up after your dog defecates in the park
 b. a trip to Hawaii paid for by your parents or significant other for earning an A in your economics course
 c. a higher tax on cigarettes and alcohol
 d. a subsidy for installing solar panels on your house

 12. Modern medicine has made organ transplants a common occurrence, yet the number of organs that people want far 
exceeds the available supply. According to CNN, 10 people die each day because of a lack of transplantable organs like 
kidneys and livers. Some economists have recommended that an organ market be established through which doctors and 
others could pay people for the right to use their organs when they die. The law currently forbids the sale of organs. What 
do you think of such a proposal? What kind of incentives would an organ market provide for people to allow others to 
use their organs? What would happen to the supply of organs if, instead of relying on donated kidneys, livers, and retinas, 
doctors and hospitals could bid for them? What drawbacks would a free market in organs have? Have you made arrange-
ments to leave your organs to your local organ bank? Would you do so if you could receive $50,000 for them?

 13. Throughout history, many countries have chosen the path of autarky, choosing to not trade with other countries. Explain 
why this path would make a country poorer.

 14. Farmer Fran can grow soybeans and corn. She can grow 50 bushels of soybeans or 100 bushels of corn on an acre of her 
land for the same cost. The price of soybeans is $1.50 per bushel and the price of corn is $0.60 per bushel. Show the ben-
efits to Fran of specialization. What should she specialize in?

 15. Which region has a comparative advantage in the following goods:
 a. wheat: Colombia or the United States?
 b. coffee: Colombia or the United States?
 c. timber: Iowa or Washington?
 d. corn: Iowa or Washington?

 16. Why is it important that the country or region with the lower opportunity cost produce the good? How would you use 
the concept of comparative advantage to argue for reducing restrictions on trade between countries?

 17. People communicate with each other in the market through the effect their decisions to buy or sell have on prices. Indicate 
how each of the following would affect prices by putting a check in the appropriate space.

 a. People who see an energetic and lovable Jack Russell Terrier in a popular TV series want Jack Russell Terriers as 
pets. The price of Jack Russell Terriers ______ Rises _____ Falls

 b. Aging retirees flock to Tampa, Florida, to live. The price of housing in Tampa _____ Rises _____ Falls
 c. Weather-related crop failures in Colombia and Costa Rica reduce coffee supplies. The price of coffee ______ Rises 

______ Falls
 d. Sugar cane fields in Hawaii and Louisiana are replaced with housing. The price of sugar ______ Rises ______ Falls
 e. More and more students graduate from U.S. medical schools. The wages of U.S. doctors ______ Rises ______ Falls
 f. Americans are driving more and they are driving bigger, gas-guzzling cars like sports utility vehicles. The price of 

gasoline ______ Rises ______ Falls
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 18. Prices communicate information about the relative value of resources. Which of the following would cause the relative 
value and, hence, the price of potatoes to rise?

 a. Fungus infestation wipes out half the Idaho potato crop.
 b. The price of potato chips rises.
 c. Scientists find that eating potato chips makes you better looking.
 d. The prices of wheat, rice, and other potato substitutes fall dramatically.

 19. Imagine that you are trying to decide whether to cross a street without using the designated crosswalk at the traffic signal. 
What are the expected marginal benefits of crossing? The expected marginal costs? How would the following conditions 
change your benefit–cost equation?

 a. The street was busy.
 b. The street was empty and it was 3 a.m.
 c. You were in a huge hurry.
 d. A police officer was standing 100 feet away.
 e. The closest crosswalk was a mile away.
 f. The closest crosswalk was 10 feet away.



This chapter builds on the foundations of the preceding chapters. 
We have learned that we have unlimited wants and limited resources—
that is, we all face scarcity. And scarcity forces us to choose. 
To get one thing we like, we usually have to give 
up something else we want—that is, people face 
trade-offs. Recognizing these trade-offs will allow 
us to make better decisions.

Every economy must transform the resources 
that nature provides into goods and services. 
Economics is the study of that process. This 
chapter begins with a discussion of how every 
economy must respond to three fundamental 
questions: What goods and services will be 
 produced? How will the goods and services be 
produced? Who will get the goods and  services?

In this chapter, we introduce our first eco-
nomic models: the circular flow model and the 
production possibilities curve. In the circular flow 
model, we show how decisions made by house-
holds and firms interact with each other. Our 
second model, the production possibilities curve, 
employs many of the most important concepts in 
economics: scarcity, trade-offs, increasing oppor-
tunity costs, efficiency, investment in capital 
goods, and economic growth. ■

Scarcity, Trade-Offs, 
and Production Possibilities3

3.1 The Three Economic Questions Every 
Society Faces

3.2 The Circular Flow Model

3.3 The Production Possibilities Curve

3.4 Economic Growth and the Production 
Possibilities Curve
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The Three Economic Questions 
Every Society Faces

S E C T I O N

3.1

Scarcity and the Allocation 
of Resources

Collectively, our wants far exceed what can be 
produced from nature’s scarce resources. So 

how should we allocate those scarce resources? Some 
methods of resource allocation might seem bad and 
counterproductive—for example, the “survival of the 
fittest” competition that takes place on the floor of 
the jungle. Physical violence has been used since the 
beginning of time, as people, regions, and countries 
attacked one another to gain control over resources. 
We could argue that government should allocate scarce 
resources on the basis of equal shares or according to 
need. However, this approach poses problems because 
of diverse individual preferences, the difficulty of ascer-
taining needs, and the negative work and investment 
incentives involved. In reality, society is made up of 
many approaches to resource allocation. For now, we 
will focus on one form of allocating goods and services 
found in most countries—the market economy.

Because of scarcity, certain economic questions 
must be answered, regardless of the level of affluence of 
the society or its political structure. We 
will consider three fundamental ques-
tions that every society inevitably faces: 
(1) What goods and services will be 
produced? (2) How will the goods and 
services be produced? (3) Who will get 
the goods and services produced? These 
questions are unavoidable in a world of 
scarcity.

What Goods and Services 
Will Be Produced?

How do individuals control production decisions 
in market-oriented economies? Questions arise 

such as should society produce more baseball stadiums 
or more schools? Should Apple produce more iPhones 
or laptops? The government has a limited budget, too, 

and must make choices on how much to 
spend on defense, health care, highways, 
and education. In short, consumers, 
firms, and government must all make 
choices about what goods and services 
will be produced and each one of those 
decisions has an opportunity cost—
the highest valued alternative forgone. 

In the marketplace, the answer to these and other similar 
questions is that people “vote” in economic affairs 
with their dollars (or pounds or yen). This concept is 
called consumer sovereignty. Consumer sovereignty 
explains how individual consumers in market econo-
mies determine what is to be produced.

Televisions, DVD players, cell phones, ipods, cam-
corders, and computers, for example, became part of 
our lives because consumers “voted” hundreds of dol-
lars apiece on these goods. As they bought more color 
TVs, consumers “voted” fewer dollars on regular color 

n What goods and services will be produced?

n How will the goods and services be produced?

n Who will get the goods and services?

consumer sovereignty 
consumers vote with their 
dollars in a market economy; 
this accounts for what is 
produced

How do we decide which colors and options to 
include with these cars?

C
O

U
R

TE
S

Y
 O

F 
R

O
B

E
R

T 
L.

 S
E

X
TO

N

Chapter 3  Scarcity, Trade-Offs, and Production Possibilities 67



TVs and more on high definition TVs. Similarly, vinyl 
record albums gave way to tapes, CDs to downloadable 
music as consumers voted for these items with their dol-
lars. If consumers vote for more fuel efficient cars and 
healthier foods, then firms that wish to remain profit-
able must listen and respond.

How Different Types of Economic 
Systems Answer the Question “What 
Goods and Services Will Be Produced?”
Economies are organized in different ways to answer 
the question of what is to be produced. The dispute 
over the best way to answer this ques-
tion has inflamed passions for centuries. 
Should a central planning board make 
the decisions, as in North Korea and 
Cuba? Sometimes this highly central-
ized economic system is referred to as 
a command economy. Under this type 
of regime, decisions about how many 
tractors or automobiles to produce are 
largely determined by a government 
official or committee associated with 
the central planning organization. That 
same group decides on the number 
and size of school buildings, refrigera-
tors, shoes, and so on. Other countries, 
including the United States, much of 
Europe, and, increasingly, Asia and 
elsewhere have largely adopted a decen-
tralized decision-making process where 
literally millions of individual producers 
and consumers of goods and services 
determine what goods, and how many 
of them, will be produced. A country 
that uses such a decentralized decision-
making process is often said to have a market econo-

my. Actually, no nation has a pure market economy. 
The United States, along with most countries, is said 
to have a mixed economy. In such an economy, the 
government and the private sector together determine 
the allocation of resources.

How Will the Goods 
and Services Be Produced?

All economies, regardless of their political struc-
ture, must decide how to produce the goods and 

services that they want—because of scarcity. Goods 
and services can generally be produced in several 
ways. Firms may face a trade-off between using more 

machines or more workers. For example, a company 
might decide to move their production to a plant in 
another country that uses more workers and fewer 
machines. 

A ditch can be dug by many workers using their 
hands, by a few workers with shovels, or by one person 
with a backhoe. Someone must decide which method 
is most appropriate. From this example, you might be 
tempted to conclude that it is desirable to use the big-
gest, most elaborate form of capital. But would you 
really want to plant your spring flowers with huge 
earthmoving machinery? That is, the most capital-
intensive method of production may not always be the 

best. The best method is the least-cost 
method.

What Is the Best Form 
of Production?
The best or “optimal” form of produc-
tion will usually vary from one economy 
to the next. For example, earthmoving 
machinery is used in digging large 
ditches in the United States and Europe, 
while in developing countries, shovels 
are often used. Why do these optimal 
forms of production vary? Compared 
with capital, labor is relatively cheap 
and plentiful in developing countries 
but relatively scarce and expensive in 
the United States. In contrast, capital 
(machines and tools, mainly) is com-
paratively plentiful and cheap in the 
United States but scarcer and more 
costly in developing countries. That 
is, in developing countries, production 
tends to be more labor intensive, or 

labor driven. In the United States, production tends 
to be more capital intensive, or capital driven. Each 
nation tends to use the production processes that 
conserve its relatively scarce (and thus relatively more 
expensive) resources and use more of its relatively 
abundant resources.

Who Will Get the Goods 
and Services Produced?

In every society, some mechanism must exist to deter-
mine how goods and services are to be distributed 

among the population. Who gets what? Why do some 
people get to consume or use far more goods and ser-
vices than others? This question of distribution is so 

command economy 
economy in which the 
government uses central 
planning to coordinate most 

economic activities

market economy 
an economy that allocates 
goods and services through 
the private decisions of con-
sumers, input suppliers, and 
firms

mixed economy 
an economy where govern-
ment and the private sector 
determine the allocation of 
resources

labor intensive 
production that uses a large 
amount of labor

capital intensive 
production that uses a large 
amount of capital
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important that wars and revolutions have been fought 
over it. Both the French and Russian revolutions were 
concerned fundamentally with the distribution of 
goods and services. Even in societies where political 
questions are usually settled peacefully, the question 
of the distribution of income is an issue that always 
arouses strong emotional responses. As we will see, in 
a market economy with private ownership and control 
of the means of production, the amounts of goods and 
services an individual can obtain depend on her or his 
income. Income, in turn, will depend on the quantity 
and quality of the scarce resources the individual con-
trols. Income is also determined by the price others are 
willing and able to pay for what you have to sell. If 
you are a medical doctor and make $300,000 a year, 
that is income you will have available to buy goods 
and services. If you also own a condominium you rent 
out in Aspen, Colorado, you will have an even greater 
amount of income to spend on goods and services. For 
instance, markets reward education, hard work, and 
training. Education (years of schooling) and earnings 
are highly (positively) correlated. For example, Oprah 
Winfrey makes a lot of money because she has unique 
and marketable skills as a talk show host. This basis 
for distribution may or may not be viewed as “fair,” an 
issue we will look at in detail later in this book.

Castaway and Resource Allocation
In the movie Castaway, Chuck Noland’s (played by 
Tom Hanks) plane crashes and he finds himself on a 

QAdam was a college graduate with a major 
in art. A few years ago, Adam decided that he 
wanted to pursue a vocation that utilized his talent. 
In response, he shut himself up in his studio and 
created a watercolor collection. With high hopes, 
Adam put his collection on display for buyers. After 
several years of displaying his art, however, the only 
one interested in the collection was his 18-year-old 
sister, who wanted the picture frames for her room. 
Recognizing that Adam was having trouble pursuing 
his chosen occupation, Adam’s friend Karl told him 
that the market had failed. In the meantime, Adam 

turned to house painting (interior and exterior) and 
business was booming. Adam hired five workers and 
would often be painting all day and into the evenings 
and weekends. Do you think the market has failed?

ANo. Markets provide important signals, and the 
signal being sent in this situation is that Adam should 
look for some other means of support—something 
that society values. Remember the function of con-
sumer sovereignty in the marketplace. Clearly, con-
sumers were not voting for Adam’s art. The market 
seems to be telling Adam: less painting on canvas 
and more painting on walls, doors, and trim.

MARKET SIGNALS

Actor Kurt Russell gets paid a lot of money because 
he controls scarce resources: his talent and his name 
recognition. As we will see in Chapter 5, people’s tal-
ents and other goods and services in limited supply 
relative to demand will command high prices. He also 
has good taste in his reading material!
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 1. Every economy has to decide what goods and services to produce.

 2. In a decentralized market economy, millions of buyers and sellers determine what and how much to produce.

 3. In a mixed economy, the government and the private sector determine the allocation of resources.

 4. The best form of production is the one that conserves the relatively scarce (more costly) resources and uses 
more of the abundant (less costly) resources.

 5. When capital is relatively scarce and labor plentiful, production tends to be labor intensive.

 6. When capital is relatively abundant and labor relatively scarce, production tends to be capital intensive.

 7. In a market economy, the amount of goods and services one is able to obtain depends on one’s income.

 8. The amount of an individual’s income depends on the quantity and quality of the scarce resources that he or 
she controls.

 1. Why does scarcity force us to decide what to produce?

 2. How is a command economy different from a market economy?

 3. How does consumer sovereignty determine production decisions in a market economy?

 4. Do you think that what and how much an economy produces depends on who will get the goods 
and services produced in that economy? Why or why not?

 5. Why do consumers have to “vote” for a product with their dollars for it to be a success?

 6. Why must we choose among multiple ways of producing the goods and services we want?

 7. Why might production be labor intensive in one economy but be capital intensive in another?

 8. If a tourist from the United States on an overseas trip notices that other countries don’t produce crops “like 
they do back home,” would he be right to conclude that farmers in the other countries produce crops less 
efficiently than U.S. farmers?

 9. In what way does scarcity determine income?

10. What are the most important functions of the market system?

S E C T I O N    C H E C K

deserted island, and he has to find a way to survive. 
On the island, he must find answers to the what, how,
and for whom questions. The for whom question is 
pretty easy: He is the only one on the island—he gets 
what is produced. The what question is pretty easy, 
too: He is trying to survive, so he is looking to produce 
food,  shelter, and clothing. The how question is where 
this scene becomes interesting. Noland salvages several 
boxes from the plane crash. After a failed attempt to 
leave the island, he decides to open the boxes to see 
whether they contain anything useful. He first finds a 
pair of ice skates. He uses the blades of the ice skates 
as a knife to open coconuts, to cut a dress to convert 
into a fishing net, and to sharpen a stick to use as a 
spear for catching fish. He uses the laces from the skate 
and the bubble wrap in the package to dress an injury. 
He uses the raft as a lean-to for his shelter. He builds 
a fire and even “makes” a friend out of a volleyball. In 
short, Noland must use his entrepreneurial talents to 
make the best use of the scarce resources to survive on 
the island.

Chuck Noland (Tom Hanks) had to make the 
best use of his scarce resources to survive on 
the island. 
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How do we explain how the millions of people in an 
economy interact when it comes to buying, selling, 
producing, working, hiring, and so on? A continuous 
flow of goods and services is bought and sold between 
the producers of goods and services (which we call 
firms) and the buyers of goods and services (which we 
call households). A continuous flow of income also 
moves from firms to households as firms buy inputs to 
produce the goods and services they sell. In our simple 
economy, these exchanges take place in product mar-
kets and factor markets.

Product Markets

Product markets are the markets 
for consumer goods and services. 

In the product market, households are 
buyers and firms are sellers. Households 
buy the goods and services that firms 
produce and sell. The payments from 
the households to the firms, for the 
purchases of goods and services, flow to 
the firms at the same time as goods and 
services flow to the households.

Factor Markets

Factor or input markets are where households 
sell the use of their inputs (capital, land, labor, 

and  entrepreneurship) to firms. In the factor market, 
households are the sellers and firms are the buyers. 
Households receive money payments from firms as 
compensation for the labor, land, capital, and entrepre-
neurship needed to produce goods and services. These 

payments take the form of wages (salaries), rent, interest 
payments, and profit.

The Simple Circular 
Flow Model

The simple circular flow model is illustrated in 
Exhibit 1. In the top half of the exhibit, the prod-

uct markets, households purchase goods and services 
that firms have produced. In the lower 
half of the exhibit, the factor (or input) 
markets, households sell the inputs that 
firms use to produce goods and services. 
Households receive income (wages, rent, 
interest, and profit) from firms for the 
inputs used in production (capital, land, 
labor, and entrepreneurship).

Let’s take a simple example to see 
how the circular flow model works. 
Suppose a teacher’s supply of labor gen-
erates personal income in the form of 
wages (the factor market), which she can 
use to buy automobiles, vacations, food, 
and other goods (the product market). 
Suppose she buys an automobile (prod-
uct market); the automobile dealer now 
has revenue to pay for his inputs (factor 

market)—wages to workers, purchase of new cars to 
replenish his inventory, rent for his building, and so on. 
So we see that in the simple circular flow model, income 
flows from firms to households (factor markets), and 
 spending flows from households to firms (product mar-
kets). The simple circular flow model shows how house-
holds and firms interact in product markets and factor 
markets and how the two markets are interrelated.

n What are product markets?

n What are factor markets?

n What is the circular flow model?

The Circular Flow Model
S E C T I O N

3.2

product markets 
markets where households 
are buyers and firms are sell-
ers of goods and services

factor (or input) markets 
markets where households 
sell the use of their inputs 
(capital, land, labor, and 
entrepreneurship) to firms

simple circular flow model 
an illustration of the 
 continuous flow of goods, 
services, inputs, and 
 payments between firms 
and households
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1. In the product market, households are buyers and firms are sellers.

2. In the factor market, households are sellers and firms are buyers.

3. Wages, rent, interest, and profits are the payments for the labor, land, capital, and entrepreneurship needed 
to produce goods and services. These transactions are carried out in factor, or input, markets.

4. The circular flow model illustrates the flow of goods, services, and payments among firms and households.

1. Why does the circular flow of money move in the opposite direction from the flow of goods and services?

2. What is bought and sold in factor markets?

3. What is bought and sold in product markets?

S E C T I O N    C H E C K

The Circular Flow Diagram
section 3.2
exhibit 1

Consumption
Spending

Goods and
Services

Purchased

Goods and
Services

Sold

Revenue

Capital, Land, Labor,
and Entrepreneurship

Inputs for
Production

Money Income Wages, Rent, Interest,
and Profit

Factor Markets
• Households Sell
• Firms Buy

Product Markets
• Households Buy
• Firms Sell

           Households
• Buy Goods and Services
• Sell Inputs

                Firms
• Sell Goods and Services
• Buy Inputs

The circular flow diagram is a visual model of the economy. Households and firms interact with each other in  product 
markets (where households buy and firms sell) and factor markets (where households sell and firms buy). For exam-
ple, households receive income from firms in exchange for working and providing other inputs. Households then 
recycle that income to firms in exchange for goods and services. Dollars flow clockwise, and goods and services flow 
 counterclockwise.
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n What is a production possibilities curve?

n What are unemployed resources?

n What are underemployed resources?

n What is efficiency?

n What is the law of increasing opportunity costs?

The Production Possibilities Curve
S E C T I O N

3.3

Production Possibilities 
Curve: “Producing” Grades 
in Economics and History

section 3.3
exhibit 1
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The production possibilities curve highlights the con-
cept of trade-offs. Assuming you choose to study a 
total of 10 hours a week, moving down the production 
possibilities curve shows that if you use your time to 
study history instead of economics, you can raise your 
expected grade in history but only at the expense of 
lowering your expected grade in economics. That is, 
with a straight-line production possibilities curve, the 
opportunity costs are constant.

The Production 
Possibilities Curve

The economic concepts of scarcity, 
choice, and trade-offs can be illus-

trated visually by means of a simple 
graph called a production possibilities curve. The 
production possibilities curve represents the potential 
total output combinations of any two goods for an 
economy, given the inputs and technology available to 
the economy. That is, it illustrates an economy’s poten-
tial for allocating its limited resources in producing 
various combinations of goods, in a given time period.

The Production Possibilities Curve 
for Grades in Economics and History
What would the production possibilities curve look 
like if you were “producing” grades in two of your 
classes—say, economics and history? Exhibit 1 shows 
a hypothetical production possibilities curve for your 
expected grade in economics (on the vertical axis), and 

your expected grade in history (on the 
horizontal axis). Suppose you have a 
part-time restaurant job, so you choose 
to study 10 hours a week. You like both 
courses and are equally adept at study-
ing for both.

We see in Exhibit 1 that the pro-
duction possibilities curve is a straight line. For exam-
ple, if you spend the full 10 hours studying economics, 
your expected grade in economics is 95 percent (an A), 
and your expected grade in history is 55 percent (an F). 
Of course, this outcome assumes you can study zero 

production possibilities 
curve 
the potential total output 
combinations of any two 
goods for an economy

Because Tia and Tamera only have so many hours a 
week to study, studying more for economics and less 
for history might hurt their grade in  history, ceteris 
paribus. Life is full of trade-offs.

C
O

U
R

T
E

S
Y

 O
F

 R
O

B
E

R
T

 L
. 

S
E

X
T

O
N

Chapter 3  Scarcity, Trade-Offs, and Production Possibilities 73



hours a week and still get a 55 percent average or 
study the full 10 hours a week and get a 95 percent 
average. Moving down the production possibilities 
curve, we see that as you spend more of your time 
studying history and less on economics, you can 
raise your expected grade in history but only at the 
expense of lowering your expected grade in econom-
ics. Specifically, moving down along the straight-line 
production possibilities curve, the trade-off is one 
lower percentage point in economics for one higher 
percentage point in history. That is, with a straight-
line production possibilities curve, the opportunity 
costs are constant.

Of course, if you were to increase your overall 
study time, you would expect higher grades in both 
courses. But that would be on a different production 
possibilities curve. Along the production possibilities 
curve shown in Exhibit 1, we assume that technology 
and the number of study hours are given.

The Production Possibilities 
Curve for Food and Shelter
To illustrate the production possibilities curve more 
clearly, imagine living in an economy that produces 
just two goods, food and shelter. The fact that we have 
many goods in the real world makes actual decision 
making more complicated, but it does not alter the 

basic principles being illustrated. Each point on the 
production possibilities curve shown in Exhibit 2 rep-
resents the potential amounts of food and shelter that 
we can produce in a given period, with a given quantity 
and quality of resources in the economy available for 
production.

Notice in Exhibit 2 that if we devote all our 
resources to making shelters, we can produce 10 units 
of shelter but no food (point A). If, on the other hand, 
we choose to devote all our resources to producing 
food, we end up with 80 units of food but no shelters 
(point E).

In reality, nations rarely opt for production pos-
sibility A or E, preferring instead to produce a mix-
ture of goods. For example, our fictional economy 
might produce 9 units of shelter and 20 units of food 
(point  B) or perhaps 7 units of shelter and 40 units 
of food (point C). Still other combinations along the 
curve, such as point D, are possible.

Off the Production Possibilities Curve
The economy cannot operate at point N (not attainable) 
during the given period because not enough resources 
are currently available to produce that level of output. 
However, it is possible the economy can operate inside 
the production possibilities curve, at point I (ineffi-
cient). If the economy is operating at point I, or any 

Production Possibilities Curve: The Trade-Off Between Food and Shelter
section 3.3
exhibit 2

Each point on the production possibilities curve 
represents the potential amounts of food and 
shelter that can be produced in a given period, 
with a given quantity and quality of resources 
in the economy to use for production. All the 
points on the production possibilities curve are 
efficient. Any point in the shaded area, such as 
point I, is inefficient. Any point outside the pro-
duction possibilities curve, such as point N, is 
not presently attainable.
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other point inside the production possibilities curve, it 
is not at full capacity and is operating inefficiently. In 
short, the economy is not using all its scarce resources 
efficiently; as a result, actual output is less than poten-
tial output.

Using Resources Efficiently

Most modern economies have resources that are 
idle, at least some of the time—during periods 

of high unemployment, for instance. If those resources 

were not idle, people would have more scarce goods 
and services available for their use. Unemployed 
resources create a serious problem. For example, con-
sider an unemployed coal miner who is unable to find 
work at a “reasonable” wage, or those unemployed in 
depressed times when factories are already operating 
below capacity. Clearly, the resources of these indi-
viduals are not being used efficiently.

The fact that factories can operate below capacity 
suggests that it is not just labor resources that should 
be most effectively used. Rather, all resources entering 
into production should be used effectively. However, 

QImagine that you are the overseer on a 
small island that only produces two goods, cattle 
and wheat. About a quarter of the land is not fertile 
enough for growing wheat, so cattle graze on it. 
What would happen if you tried to produce more and 
more wheat, extending your planting even to the less 
fertile soil?

AUnder the law of increasing opportunity cost, 
as you plant more and more of your acreage in 
wheat, you would move into some of the rocky, 
less fertile land, and, consequently, wheat yields on 
the additional acreage would fall. If you try to plant 
the entire island with wheat, you would find that some 
of the rocky, less fertile acreage would yield virtually 
no extra wheat. It would, however, have been great 
for cattle grazing—a large loss. Thus, the opportunity 
cost of using that marginal land for wheat rather than 
cattle grazing would be high. The law of increasing 
opportunity cost occurs because resources are not 

homogeneous (identical) and are not equally adapt-
able for producing cattle and wheat; some acres are 
more suitable for cattle grazing, while others are 
more suitable for wheat growing. This relationship is 
shown in Exhibit 3, where the vertical lines represent 
the opportunity cost of growing 10 more bushels 
of wheat in terms of cattle production sacrificed. 
You can see that as wheat production increases, 
the opportunity cost in terms of lost cattle 
production rises.

THE PRODUCTION POSSIBILIT IES CURVE

Opportunity Costs 
for Cattle and Wheat

section 3.3
exhibit 3

Opportunity cost in 
forgone cattle (25)

A
B

C

D

E

F

Q
u

an
ti

ty
 o

f 
C

at
tl

e

Quantity of Wheat
(bushels)

0

50

45

40

35

30

25

20

15

10

5

10 20 30 40 505 15 25 35 45

To obtain 10 additional 
bushels of wheat

The opportunity cost of each 10 bushels of wheat in 
terms of forgone cattle is measured by the vertical 
distances. Moving from point A to point F, the oppor-
tunity cost of wheat in terms of forgone cattle rises.

Chapter 3  Scarcity, Trade-Offs, and Production Possibilities 75

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



social concern focuses on labor, for several reasons. 
A primary reason is that labor costs are the largest 
share of production costs. Another major reason is 
that unemployed or underemployed laborers (whose 
resources are not being used to their full potential) may 
have mouths to feed at home, while an unemployed 
machine does not (although the owner of the unem-
ployed machine may).

Inefficiency and Efficiency

Suppose for some reason employment is wide-
spread or resources are not being put to their best 

uses. The economy would then be operating at a point 
inside the production possibilities curve, such as I in 
Exhibit 2, where the economy is operating inefficiently. 
At point I, 4 units of shelter and 40 units of food are 
being produced. By putting unemployed resources to 
work or by putting already employed resources to 
better uses, we could expand the output of shelter by 
3 units (moving to point C) without giving up any units 
of food. Alternatively, we could boost food output by 
20 units (moving to point D) without reducing shelter 
output. We could even get more of both food and shel-
ter by moving to a point on the curve between C and D. 

Increasing or improving the utilization of resources, 
then, can lead to greater output of all goods. You may 
recall from Chapter 2, an efficient use of our resources 
means that more of everything we want can be avail-
able for our use. Thus, efficiency requires society to use 
its resources to the fullest extent—getting the most from 
our scarce resources and wasting none. If resources 
are being used efficiently—that is, at some point along 
a production possibilities curve—then more of one 
good or service requires the sacrifice of another good 
or service. Efficiency does not tell us which point along 
the production possibilities curve is best, but it does tell 
us that points inside the curve cannot be best, because 
some resources are wasted.

The Law of Increasing 
Opportunity Cost

As in Exhibit 2, the production possibilities curve in 
Exhibit 4 is not a straight line like that in Exhibit 1. 

It is concave from below (that is, bowed outward from 
the origin). Looking at Exhibit 4, you can see that at 
low food output, an increase in the amount of food 
produced will lead to only a small reduction in the 

Increasing Opportunity Cost and the Production Possibilities Curve
section 3.3
exhibit 4

The production possibilities curve also illustrates the opportunity cost of producing more of a given product. For 
example, if we are to increase food output from 40 units to 60 units (moving from point C to point D), we must  produce 
3 fewer units of shelter. The opportunity cost of those 20 additional units of food is the 3 units of shelter we must 
forgo. We can see that, moving down the curve from A to E, each additional 20 units of food costs society more and 
more shelter—the law of increasing opportunity cost.
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number of units of shelter produced. For example, 
increasing food output from 0 to 20 (moving from 
point A to point B on the curve) requires the use of 
resources capable of producing 1 unit of shelter. In 
other words, for the first 20 units of food, 1 unit of 
shelter must be given up. When food output is higher, 
however, more units of shelter must be given up when 
switching additional resources from the production of 
shelter to food. Moving from point D to point E, for 
example, an increase in food output of 20 (from 60 to 
80) reduces the production of shelters from 4 to 0. At 
this point, then, the cost of those 20 additional units 
of food is 4 units of shelter, considerably more than 
the 1 unit of shelter required in the 
earlier scenario. This difference shows 
us that opportunity costs do not remain 
constant but rise because more units of 
food and fewer units of shelter are pro-
duced. It is this increasing opportunity 

cost, then, that is represented by the 
bowed production possibilities curve.

What Is the Reason for the Law 
of Increasing Opportunity Cost?
The basic reason for the increasing opportunity cost is 
that some resources and skills cannot be easily adapted 

from their current uses to alternative uses. And, the 
more you produce of one good, the more you are forced 
to employ inputs that are relatively more suitable for 
producing other goods. For example, at low levels of 
food output, additional increases in food output can 
be obtained easily by switching relatively low skilled 
carpenters from making shelters to producing food. 
However, to get even more food output, workers who 
are less well suited or appropriate for producing food 
(i.e., they are better adapted to making shelters) must 
be released from shelter making to increase food out-
put. For example, a skilled carpenter may be an expert 
at making shelters but a very bad farmer because he 

lacks the training and skills necessary 
in that occupation. So using the skilled 
carpenter to farm results in a relatively 
greater opportunity cost than using 
the unskilled carpenter to farm. The 
production of additional units of food 
becomes increasingly costly as progres-
sively lower-skilled farmers (but good 
carpenters) convert to farming.

In short, resources tend to be specialized. As a 
result, we lose some of their productivity when we 
transfer those resources from producing what they 
are relatively good at to producing something they are 
relatively bad at.

increasing opportunity 
cost 
the opportunity cost of 
 producing additional units 
of a good rises as society 
produces more of that good

S E C T I O N    C H E C K

1. The production possibilities curve represents the potential total output combinations of two goods available 
to a society given its resources and existing technology.

2. If the economy is operating within the production possibilities curve, the economy is operating inefficiently; 
actual output is less than potential output. A point outside the production possibilities curve is currently 
 unattainable. 

3. Efficiency requires society to use its resources to the fullest extent—no wasted resources.

4. A bowed production possibilities curve means that the opportunity costs of producing additional units of a 
good rise as society produces more of that good (the law of increasing opportunity costs).

1. What does a production possibilities curve illustrate?

2. How are opportunity costs shown by the production possibilities curve?

3. Why do the opportunity costs of added production increase with output?

4. How does the production possibilities curve illustrate increasing opportunity costs?

5. Why are we concerned with widespread amounts of unemployed or underemployed resources in a society?

6. What do we mean by efficiency, and how is it related to underemployment of resources?

7. How are efficiency and inefficiency illustrated by a production possibilities curve?

8. Will a country that makes being unemployed illegal be more productive than one that does not? Why or why not?

9. If a 68-year-old worker in the United States chooses not to work at all, does that mean that the United States 
is functioning inside its production possibilities curve? Why or why not?
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n How much should we sacrifice today to get more in the future?

n How do we show economic growth on the production possibilities curve?

Economic Growth and the 
Production Possibilities Curve

S E C T I O N

3.4

Economic Growth 
and Production Possibilities

section 3.4
exhibit 1

Economic growth shifts the production possibilities 
curve outward, allowing increased output of both 
food and shelter (compare point F with point C).
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Generating Economic Growth

How have some nations been able to rapidly 
expand their outputs of goods and services over 

time, while others have been unable to increase their 
standards of living at all?

The economy can only grow with qualitative or 
quantitative changes in the factors of production—land, 
labor, capital, and entrepreneurship. Advancement in 
technology, improvements in labor productivity, or 
new sources of natural resources (such as previously 
undiscovered oil) could lead to outward shifts of the 
production possibilities curve.

In terms of the production possibilities curve, an 
outward shift in the possible combinations of goods 
and services produced leads to economic growth, as 
seen in Exhibit 1. With growth comes the possibility of 
having more of both goods than was previously avail-
able. Suppose we were producing at point C (7 units 
of shelter, 40 units of food) on our original produc-
tion possibilities curve. Additional resources and/or 
new methods of using them (technological progress) 
can lead to new production possibilities, creating the 
potential for more of all goods (or more of some with 
no less of others). These increases will push the pro-
duction possibilities curve outward. For example, if we 
invest in human capital by training the workers making 
the shelters, it will increase the productivity of those 
workers. As a result, they will produce more units of 
shelter. Ultimately, then, we will use fewer resources 
to make shelters, freeing them to be used for farming, 
which will result in more units of food. Notice that 
at point F (future) on the new curve, we can produce 
9 units of shelter and 70 units of food, more of both 
goods than we previously could produce, at point C.

Growth Does Not 
Eliminate Scarcity

With all of this discussion of growth, it is impor-
tant to remember that growth, or increases in 

a society’s output, does not make scarcity disappear. 

When output grows more rapidly than population, 
people are better off. But they still face trade-offs; at 
any point along the production possibilities curve, to 
get more of one thing, you must give up something 
else. There are no free lunches on the production pos-
sibilities curve.

Capital Goods Versus 
Consumption Goods
Economies that choose to invest more of their resources 
for the future will grow faster than those that don’t. 
To generate economic growth, a society must produce 
fewer consumer goods—video games, DVD players, 
cell phones, cars, vacations, and so on—in the present 
and produce more capital goods—machines, factories, 
tools, education, and the like. The society that devotes 
a larger share of its productive capacity to capital 
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goods than to consumer goods will experience greater 
economic growth. It must sacrifice some present con-
sumption of consumer goods and services to experi-
ence growth in the future. Why? Investing in capital 
goods, such as computers and other new technological 
equipment, as well as upgrading skills and knowl-
edge, expands the ability to produce in the future. It 
shifts the economy’s production possibilities curve 
outward, increasing the future production capacity of 
the economy. That is, the economy that invests more 
now (consumes less now) will be able to produce, and 
therefore consume, more in the future. In Exhibit 2, 
we see that Economy A invests more in capital goods 
than Economy B. Consequently, Economy A’s produc-
tion possibilities curve shifts outward further than does 
Economy B’s over time.

The Effects of a Technological 
Change on the Production 
Possibilities Curve

In Exhibit 3, we see that a technological advance 
does not have to impact all sectors of the economy 

equally. There is a technological advance in food 
production but not in housing production. The tech-
nological advance in agriculture causes the produc-
tion possibilities curve to extend out further on the 
horizontal axis which measures food production. 
We can move to any point on the new production 

 possibilities curve. For example, we could move from 
point A on the original production possibilities curve 
to point B on the new production possibilities curve. 
This would lead to 150 more units of food and the 
same amount of housing—200 units. Or, we could 
move from point A to point C, which would allow us 
to produce more units of both food and housing. How 
do we produce more housing, when the technological 

Economic Growth and Production Possibilities Curve
section 3.4
exhibit 2

Because Economy A invests relatively more in capital goods than does Economy B, Economy A will experience greater 
economic growth.
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advance occurred in agriculture? The answer is that 
the technological advance in agriculture allows us to 
produce more from a given quantity of resources. That 
is, it allows us to shift some of our resources out of 
agriculture into housing. This is actually an ongoing 
story in U.S. economic history. In colonial days, about 
90 percent of the population made a living in agricul-
ture. Today it is less than 3 percent.

Summing Up the Production 
Possibilities Curve

The production possibilities curve shown in Exhibit 4 
illustrates the choices faced by an economy that 

makes military goods and consumer goods. How are 
the economic concepts of scarcity, choice, opportunity 
costs, efficiency, and economic growth illustrated in the 
framework of this production possibilities curve? In 
Exhibit 4, we can show scarcity because resource combi-
nations outside the initial production possibilities curve, 
such as point D, are unattainable without economic 
growth. If the economy is operating efficiently, we 
are somewhere on that production possibilities curve, 
perhaps point B or point C. However, if the economy 
is operating inefficiently, we are operating inside that 
production possibilities curve, at point A, for example. 
We can also see in this graph that to get more military 
goods, you must give up consumer goods, which rep-
resents the opportunity cost. The trade-offs between 
military goods and consumer goods are very real. When 
North Korea’s leaders decided to build up their military, 

it came at the expense of consumer goods. North Korea 
experienced a devastating famine in the 1990s and was 
again on the brink of famine in 2008. The 1990s famine 
was estimated to have killed roughly 4 percent of their 
population. Finally, we see that over time, with eco-
nomic growth, the whole production possibilities curve 
can shift outward, making point D attainable.

D
uring most of the 1930s, the United 
States  economy suffered from high rates 
of unemployment and factories operated 

far below capacity (point A). As the United States 
became engaged in the war effort, the economy 
moved onto its production possibilities curve (point 
B). The graph shows this scenario, using the produc-
tion possibilities curve.
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1. Economies must decide how much current consumption they are willing to sacrifice for greater growth 
in the future.

2. Economic growth is represented by an outward shift of the production possibilities curve.

3. Economic growth increases the possibility of producing more of all goods.

4. Despite economic growth, scarcity inevitably remains a fact of life.

1. What is the essential question behind issues of economic growth?

2. What is the connection between sacrifices and economic growth?

3. How is economic growth shown in terms of production possibilities curves?

4. Why doesn’t economic growth eliminate scarcity?

5. What would happen to the production possibilities curve in an economy where a new innovation greatly 
increased its ability to produce shelter but did not change its ability to produce food?

6. If people reduced their saving (thus reducing the funds available for investment), what would that change do 
to society’s production possibilities curve over time?

S E C T I O N    C H E C K

Fill in the blanks:

 1. Because of scarcity, certain economic questions must 
be answered regardless of the level of affluence of the 
society or its political structure. Three fundamental 
questions that inevitably must be faced in a world of 
scarcity are (1) _____________ will be produced? 
(2) _____________ the goods and services be produced? 
(3) _____________ the goods and services produced?

 2. Market economies largely rely on a(n) _____________ 
decision-making process, where literally millions of indi-
vidual producers and consumers of goods and services 
determine what will be produced.

 3. Most countries, including the United States, have 
_____________ economies, in which the government 
and private sector determine the allocation of resources.

 4. The _____________-cost method is the most appropriate 
method for producing a given product.

 5. Methods of production used where capital is relatively 
scarce will be _____________, and methods of production 
used where labor is relatively scarce will be _____________.

 6. In a market economy, the amount of goods and services 
one is able to obtain depends on one’s _____________, 
which depends on the quality and quantity of the scarce 
_____________ he or she controls.

 7. The markets where households are buyers and firms are sell-
ers of goods and services are called _____________ markets.

 8. The markets where households sell the use of their 
_____________ (capital, land, labor, and entrepreneur-
ship) to _____________ are called _____________ or 
_____________ markets.

 9. The simple _____________ model shows the continuous 
flow of goods, services, inputs, and payments through 
the _____________ and _____________ markets among 
households and _____________.

 10. A(n) _____________ curve represents the potential 
total output combinations of any two goods for an 
economy.

 11. On a production possibilities curve, we assume that the 
economy has a given quantity and quality of _____________ 
and _____________ available to use for production.

 12. On a straight-line production possibilities curve, the 
_____________ are constant.

 13. If an economy is operating _____________ its produc-
tion possibilities curve, it is not at full capacity and is 
operating _____________. Such an economy’s actual 
output is less than _____________ output.

 14. By putting _____________ resources to work or by put-
ting already employed resources to _____________ uses, 
we could expand output.

 15. _____________ requires society to use its resources to 
the fullest extent—getting the _____________ we can 
out of our scarce resources.

In te rac t i ve  Chapter  Summary
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 16. If the production possibilities curve is concave from 
below (that is, bowed outward from the origin), it 
reflects _____________ opportunity costs of producing 
additional amounts of a good.

 17. On a bowed production possibilities curve (concave to 
the origin), the opportunity costs of producing addi-
tional units of a good rises as society produces more 
of that good. This relationship is called the law of 
_____________.

 18. Resources tend to be specialized, so we lose some of 
their productivity when we transfer those resources 
from producing what they are relatively _____________ 
at to producing something they are relatively 
_____________ at.

 19. To generate economic growth, a society must produce 
_____________ consumer goods and _____________ 
capital goods in the present.

 20. Advancements in _____________, improvements in 
_____________, or new _____________ could all lead to 
outward shifts of the production possibilities curve.

 21. Increases in a society’s output do not make 
_____________ disappear. Even when output has grown 
more rapidly than population so that people are made 
better off, they still face _____________.

 22. The production possibilities curve can be used to illus-
trate the economic concepts of _____________ (resource 
combinations outside the production possibilities curve 
are unattainable), _____________ (selecting among the 
alternative bundles available along the production pos-
sibilities curve), _____________ (how much of one good 
you give up to get another unit of the second good as 
you move along the production possibilities curve), 
_____________ (being on the production possibilities 
curve rather than inside it), and _____________ (shifting 
the production possibilities curve outward).
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labor intensive 68
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factor (or input) markets 71
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Key Terms and Concepts

Answers: 1. what goods and services; how will; who will get 2. decentralized 3. mixed 4. least 5. labor intensive; capital intensive 6. income; 
resources 7. product 8. inputs; firms; factor; input 9. circular flow; product; factor; firms 10. production possibilities 11. resources; technol-
ogy 12. opportunity costs 13. inside; inefficiently; potential 14. unemployed; better 15. Efficiency; most 16. increasing 17. increasing oppor-
tunity costs 18. good; bad 19. fewer; more 20. technology; labor productivity; natural resource finds 21. scarcity; trade-offs 22. scarcity; 
choice; opportunity costs; efficiency; economic growth

3.1 The Three Economic Questions 
Every Society Faces
 1. Why does scarcity force us to decide what to 

produce?
Because our wants exceed the amount of goods and ser-
vices that can be produced from our limited  resources, 
it must be decided which wants should have priority 
over others.

 2. How is a command economy different from a 
market economy?
A command economy makes decisions about what and 
how much to produce centrally by members of a plan-
ning board or organization. A market economy makes 
those decisions as the result of decentralized decision 
making by individual producers and consumers, coordi-
nated by their offers to buy and sell on markets.

 3. How does consumer sovereignty determine 
production decisions in a market economy?
Consumer sovereignty determines production decisions 
in a market economy because producers make what 
they believe consumers will “vote” for by being willing 
to pay for them.

 4. Do you think that what and how much an 
 economy produces depends on who will get the 
goods and services produced in that economy? 
Why or why not?
Who will get the goods produced in an economy affects 
the incentives of the producers. The less a producer 
will benefit from increased production, the smaller are 
incentives to increase production, and the smaller will 
be total output in an economy.

Sect ion Check Answers
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  5. Why do consumers have to “vote” for a product 
with their dollars for it to be a success?
In the market sector, products can be profitable only 
if they attract dollar votes from consumers.

 6. Why must we choose among multiple ways of 
producing the goods and services we want?
We must choose among multiple ways of producing the 
goods and services we want because goods can gener-
ally be produced in several ways, using different combi-
nations of resources. 

 7. Why might production be labor intensive in one 
economy but be capital intensive in another?
Production will tend to be labor intensive where labor 
is relatively plentiful, and therefore relatively less 
expensive; it will tend to be capital intensive where 
 capital is relatively plentiful, and therefore relatively 
less expensive. When the manner of production is 
 different in different situations because factors of pro-
duction have different relative prices, each of those 
methods will be more efficient where they are used.

 8. If a tourist from the United States on an 
 overseas trip notices that other countries don’t 
produce crops “like they do back home,” would 
he be right to conclude that farmers in the other 
 countries produce crops less efficiently than 
U.S. farmers?
No. The different ways of farming in different areas 
reflect the different relative scarcities of land, labor, 
and capital they face. Factors of production that are 
relatively scarce in an economy are also relatively costly 
there as a result. Producers there economize on the 
use of those more costly resources by using more of 
relatively less scarce, and less costly, resources instead. 
For example, where land is scarce, it is intensively cul-
tivated with relatively cheaper (less scarce) labor and 
capital, but where capital is scarce, relatively cheaper 
(less scarce) land and labor are substituted for capital.

 9. In what way does scarcity determine income?
Relative scarcity determines the market values of the 
scarce resources people offer to others in exchange 
for income.

 10. What are the most important functions of the 
market system?
They transmit information through price signals, they 
provide incentives, and they distribute income.

3.2 The Circular Flow Model
 1. Why does the circular flow of money move in 

the opposite direction from the flow of goods 
and services?
The circular flow of money moves in the opposite 
direction from the flow of goods and services because 

the money flows are the payments made in exchange 
for the goods and services.

 2. What is bought and sold in factor markets?
The factors of production—capital, land, labor, and 
entrepreneurship—are sold in factor, or input, markets.

 3. What is bought and sold in product markets?
Consumer and investment goods and services are sold 
in product markets.

3.3 The Production Possibilities Curve
 1. What does a production possibilities curve 

 illustrate?
The production possibilities curve illustrates the poten-
tial output combinations of two goods in an economy 
operating at full capacity, given the inputs and technol-
ogy available to the economy.

 2. How are opportunity costs shown by the 
 production possibilities curve?
Opportunity cost—the forgone output of one good 
necessary to increase output of another good—is illus-
trated by the slope, or trade-off, between the two goods 
at a given point on the production possibilities curve.

 3. Why do the opportunity costs of added 
 production increase with output?
Opportunity costs of added production increase with 
output because some resources cannot be easily adapted 
from their current uses to alternative uses. At first, eas-
ily adaptable resources can be switched to producing 
more of a good. But once those easily adapted resources 
have been switched, producing further output requires 
the use of resources less well adapted to expanding that 
output, raising the opportunity cost of output.

 4. How does the production possibilities curve 
 illustrate increasing opportunity costs?
Increasing opportunity costs are illustrated by a bowed 
(concave from below) production possibilities curve. It 
shows that initial units of one good can be produced 
by giving up little of another good, but progressive 
increases in output will require greater and greater 
 sacrifices of the other good.

 5. Why are we concerned with widespread 
amounts of unemployed or underemployed 
resources in a society?
We are concerned with widespread amounts of 
unemployed or underemployed resources in a society 
because, if we could reduce the extent of unemployed 
or underemployed resources, people could have more 
scarce goods and services available for their use.
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 6. What do we mean by efficiency, and how is it 
related to underemployment of resources?
Efficiency means getting the most we can out of our 
scarce resources. Underemployment of resources means 
a society is not getting the most it can out of these 
resources, either because they are not fully employed 
or because they are not matched to the uses best suited 
to them.

 7. How are efficiency and inefficiency illustrated by 
a production possibilities curve?
Efficient combinations of outputs are illustrated by points 
on the production possibilities curve, along which more 
of one good can be produced only if less of some other 
good is also produced. Inefficient combinations of out-
puts are illustrated by points inside the production possi-
bilities curve, because more of both goods could then be 
produced with the resources available to the economy.

 8. Will a country that makes being unemployed 
 illegal be more productive than one that does 
not? Why or why not?
A more productive economy is one that makes the best 
use of those who wish to work. Making unemployment 
illegal (as was true in the old USSR) does not eliminate 
underemployment, nor does it guarantee that people 
and other resources are employed where they are most 
productive (especially because it is more difficult to 
search for a better job when you are working than 
when you are not working).

 9. If a 68-year-old worker in the United States 
chooses not to work at all, does that mean 
that the United States is functioning inside its 
 production possibilities curve? Why or why not?
Individuals who choose retirement rather than work 
must consider themselves better off not working, when 
all the relevant considerations are taken into account. 
They are therefore as fully employed, given their cir-
cumstances, as they would like to be, and so the choice 
does not imply that the United States would be inside 
its production possibilities curve as a result. However, 
if such workers became more willing to work, that 
would shift the United States’ production possibilities 
curve outward.

3.4 Economic Growth and the 
Production Possibilities Curve
 1. What is the essential question behind issues of 

economic growth?
The essential question behind issues of economic 
growth is: How much are we willing to give up today 
to get more in the future?

 2. What is the connection between sacrifices and 
economic growth?
The more current consumption is sacrificed in an econ-
omy, the larger the fraction of its current resources it 
can devote to producing investment goods, which will 
increase its rate of economic growth.

 3. How is economic growth shown in terms of 
production possibilities curves?
Economic growth—the expansion of what an economy 
can produce—is shown as an outward shift in the pro-
duction possibilities curve, with formerly unattainable 
output combinations now made possible.

 4. Why doesn’t economic growth eliminate 
scarcity?
Economic growth doesn’t eliminate scarcity because 
people’s wants still exceed what they are capable of 
producing, so that trade-offs among scarce goods must 
still be made.

 5. What would happen to the production 
 possibilities curve in an economy where a 
new innovation greatly increased its ability to 
 produce shelter but did not change its ability to 
produce food?
This innovation would increase the amount of shelter 
the economy could produce, shifting out the pro-
duction possibilities curve’s intercept on the shelter 
axis, but not changing its intercept on the food axis. 
If shelter is on the vertical axis and food is on the 
horizontal axis of the production possibilities curve, 
such a technological change would leave the vertical 
intercept unchanged, but make it less steep (reflecting 
the reduced opportunity cost of producing additional 
food), shifting out the curve’s intercept with the 
horizontal axis.

 6. If people reduced their saving (thus reducing the 
funds available for investment), what would that 
change do to society’s production possibilities 
curve over time?
The less people save, the slower the capital stock of the 
economy will grow through new investment (because 
saving is the source of the funds for investment), and 
so the slower the production possibilities curve would 
shift out over time.

 6. What do we mean by efficiency, and how is it
related to underemployment of resources?
Efficiency means getting the most we can out of our
scarce resources. Underemployment of resources means 
a society is not getting the most it can out of these 
resources, either because they are not fully employed 
or because they are not matched to the uses best suited
to them.

 7. How are efficiency and inefficiency illustrated by 
a production possibilities curve?
Efficient combinations of outputs are illustrated by points 
on the production possibilities curve, along which more 
of one good can be produced only if less of some other 
good is also produced. Inefficient combinations of out-
puts are illustrated by points inside the production possi-
bilities curve, because more of both goods could then be
produced with the resources available to the economy.

 8. Will a country that makes being unemployed 
 illegal be more productive than one that does
not? Why or why not?
A more productive economy is one that makes the best
use of those who wish to work. Making unemployment 
illegal (as was true in the old USSR) does not eliminate
underemployment, nor does it guarantee that people 
and other resources are employed where they are most
productive (especially because it is more difficult to 
search for a better job when you are working than
when you are not working).

 9. If a 68-year-old worker in the United States
chooses not to work at all, does that mean 
that the United States is functioning inside its
 production possibilities curve? Why or why not?
Individuals who choose retirement rather than work 
must consider themselves better off not working, when 
all the relevant considerations are taken into account. 
They are therefore as fully employed, given their cir-
cumstances, as they would like to be, and so the choice
does not imply that the United States would be inside
its production possibilities curve as a result. However, 
if such workers became more willing to work, that 
would shift the United States’ production possibilities 
curve outward.

3.4 Economic Growth and the 
Production Possibilities Curve
 1. What is the essential question behind issues of 

economic growth?
The essential question behind issues of economic 
growth is: How much are we willing to give up today
to get more in the future?

2. What is the connection between sacrifices and 
economic growth?
The more current consumption is sacrificed in an econ-
omy, the larger the fraction of its current resources it 
can devote to producing investment goods, which will
increase its rate of economic growth.

3. How is economic growth shown in terms of 
production possibilities curves?
Economic growth—the expansion of what an economy
can produce—is shown as an outward shift in the pro-
duction possibilities curve, with formerly unattainable
output combinations now made possible.

4. Why doesn’t economic growth eliminate 
scarcity?
Economic growth doesn’t eliminate scarcity because
people’s wants still exceed what they are capable of 
producing, so that trade-offs among scarce goods must
still be made.

5. What would happen to the production
possibilities curve in an economy where a
new innovation greatly increased its ability to
produce shelter but did not change its ability to
produce food?
This innovation would increase the amount of shelter
the economy could produce, shifting out the pro-
duction possibilities curve’s intercept on the shelter
axis, but not changing its intercept on the food axis. 
If shelter is on the vertical axis and food is on the
horizontal axis of the production possibilities curve,
such a technological change would leave the vertical
intercept unchanged, but make it less steep (reflecting 
the reduced opportunity cost of producing additional
food), shifting out the curve’s intercept with the
horizontal axis.

6. If people reduced their saving (thus reducing the 
funds available for investment), what would that 
change do to society’s production possibilities
curve over time?
The less people save, the slower the capital stock of the
economy will grow through new investment (because
saving is the source of the funds for investment), and 
so the slower the production possibilities curve would
shift out over time.
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True or False:

 1. Consumer sovereignty describes how individual consumers in market economies determine what is to be produced.

 2. Command economies rely on central planning, where decisions about what and how many are largely determined by a 
government official associated with the central planning organization.

 3. All economies, regardless of political structure, must decide how, from several possible ways, to produce the goods and 
services that they want.

 4. In any economy, it would always be less efficient to dig ditches by having many workers use their hands than to use 
workers with shovels or a backhoe.

 5. Each nation tends to use the production processes that conserve its relatively scarce (and thus relatively more expensive) 
resources and use more of its relatively abundant resources.

 6. In a market economy, with private ownership and control of the means of production, the amount of output one is able 
to obtain depends on the quantity and quality of the scarce resources that the individual controls.

 7. The market where households sell the use of their inputs to firms is called the product market.

 8. The circular flow model illustrates the continuous flow of goods, services, inputs, and payments between firms and 
households.

 9. With a straight-line production possibilities curve, the opportunity cost of producing another unit of a good increases 
with its output.

 10. The economy cannot produce beyond the levels indicated by the production possibilities curve during a given time period, 
but it is possible to operate inside the production possibilities curve.

 11. Underutilized resources or those not being put to their best uses are illustrated by output combinations along the 
 production possibilities curve.

 12. We all have an interest in the efficient use of all of society’s resources because more of everything we care about can be 
available for our use as a result.

 13. If resources are being used efficiently, at a point along a production possibilities curve, more of one good or service 
requires the sacrifice of another good or service as a cost.

 14. The basic reason for increasing opportunity cost is that some resources and skills cannot be easily adapted from their 
 current uses to alternative uses.

 15. Investing in capital goods will increase the future production capacity of an economy, so an economy that invests more 
now (consumes less now) will be able to produce, and therefore consume, more in the future.

 16. An economy can grow despite a lack of qualitative and quantitative improvements in the factors of production.

 17. Economic growth means a movement along an economy’s production possibilities curve in the direction of producing 
more consumer goods.

 18. From a point inside the production possibilities curve, in order to get more of one thing, an economy must give up 
 something else.

Multiple Choice:

 1. Which of the following is not a question that all societies must answer?
 a. How can scarcity be eliminated?
 b. What goods and services will be produced?
 c. Who will get the goods and services?
 d. How will the goods and services be produced?
 e. All of the above are questions that all societies must answer.

CHAPTER 3  STUDY GUIDE
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   2. Economic disputes over the distribution of income are generally associated with which economic question?
 a. Who should produce the goods?
 b. What goods and services will be produced?
 c. Who will get the goods and services?
 d. How will the goods and services be produced?

   3. Three economic questions must be determined in all societies. What are they?
 a. How much will be produced? When will it be produced? How much will it cost?
 b. What will the price of each good be? Who will produce each good? Who will consume each good?
 c. What is the opportunity cost of production? Does the society have a comparative advantage in production? Will 

consumers desire the goods being produced?
 d. What goods and services will be produced? How will the goods and services be produced? Who will get the goods 

and services?

   4. The private ownership of property and the use of the market system to direct and coordinate economic activity are most 
characteristic of

 a. a command economy.
 b. a mixed economy.
 c. a market economy.
 d. a traditional economy.

   5. The degree of government involvement in the economy is greatest in
 a. a command economy.
 b. a mixed economy.
 c. a market economy.
 d. a traditional economy.

   6. When a command economy is utilized to resolve economic questions regarding the allocation of resources, then
 a. everyone will receive an equal share of the output produced.
 b. the preferences of individuals are of no importance.
 c. economic efficiency will be assured.
 d. the role of markets will be replaced by political decision making.

   7. In a circular flow diagram,
 a. goods and services flow in a clockwise direction.
 b. goods and services flow in a counterclockwise direction.
 c. product markets appear at the top of the diagram.
 d. factor markets appear at the left of the diagram.
 e. both b and c are true.

   8. Which of the following is true?
 a. In the product markets, firms are buyers and households are sellers.
 b. In the factor markets, firms are sellers and households are buyers.
 c. Firms receive money payments from households for capital, land, labor, and entrepreneurship.
 d. All of the above are true.
 e. None of the above are true.

   9. In the circular flow model,
 a. firms supply both products and resources.
 b. firms demand both products and resources.
 c. firms demand resources and supply products.
 d. firms supply resources and demand products.

 10. A point beyond the boundary of an economy’s production possibilities curve is
 a. efficient.
 b. inefficient.
 c. attainable.
 d. unattainable.
 e. both attainable and efficient.
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 Use the diagram to answer questions 11 through 14.

  

W
in

e

Bread

A

B

C

D

F

E

G

 11. Currently, it is not possible to produce at
 a. point A.
 b. point B.
 c. point E.
 d. point G.
 e. either point E or point G.

 12. An economy is operating at full employment, and then workers in the bread industry are laid off. This change is 
 portrayed in the movement from

 a. A to B.
 b. B to E.
 c. C to F.
 d. G to F.
 e. None of the above are correct.

 13. Along the production possibilities curve, the most efficient point of production depicted is
 a. point B.
 b. point C.
 c. point D.
 d. point G.
 e. All points on the production possibilities curve are equally efficient.

 14. The opportunity cost of one more unit of bread is greater at point _______ than at point ________.
 a. G; B
 b. C; A
 c. A; C
 d. None of the above. The opportunity cost of a good is constant everywhere along the production possibilities curve.

 15. Which of the following is consistent with the implications of the production possibilities curve?
 a. If the resources in an economy are being used efficiently, scarcity will not be a problem.
 b. If the resources in an economy are being used efficiently, more of one good can be produced only if less of another 

good is produced.
 c. Producing more of any one good will require smaller and smaller sacrifices of other goods as more of that good is 

being produced in an economy.
 d. An economy will automatically attain that level of output at which all of its resources are fully employed.
 e. Both b and c are consistent with the implications of the production possibilities curve.
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 16. Consider a production possibilities curve for an economy producing bicycles and video game players. It is possible to 
increase the production of bicycles without sacrificing video game players if

 a. the production possibilities curve shifts outward due to technological progress.
 b. the production possibilities curve shifts outward due to increased immigration (which enlarges the labor force).
 c. the economy moves from a point inside the production possibilities curve to a point on the curve.
 d. any of the above occurs.
 e. either a or b, but not c, occurs.

 17. What determines the position and shape of a society’s production possibilities curve?
 a. the physical resources of that society
 b. the skills of the workforce
 c. the level of technology of the society
 d. the number of factories available to the society
 e. all of the above

 18. Which of the following is the most accurate statement about a production possibilities curve?
 a. An economy can produce at any point inside or outside its production possibilities curve.
 b. An economy can produce only on its production possibilities curve.
 c. An economy can produce at any point on or inside its production possibilities curve, but not outside the curve.
 d. An economy can produce at any point inside its production possibilities curve, but not on or outside the curve.

 19. Which of the following is most likely to shift the production possibilities curve outward?
 a. an increase in unemployment
 b. a decrease in the stock of physical or human capital
 c. a decrease in the labor force
 d. a technological advance

 20. Which of the following is least likely to shift the production possibilities curve outward?
 a. a change in preferences away from one of the goods and toward the other
 b. an invention that reduces the amount of natural resources necessary for producing a good
 c. the discovery of new natural resources
 d. a reduction in people’s preferences for leisure

 21. Inefficiency is best illustrated by which of the following?
 a. forgoing civilian goods in order to produce more military goods
 b. limiting economic growth by reducing capital spending
 c. having high levels of unemployment of labor and other resources that could be productively employed
 d. producing outside the production possibilities frontier
 e. all of the above

 22. Suppose Country A produces few consumption goods and many investment goods while Country B produces few 
 investment goods and many consumption goods. Other things being equal, you would expect

 a. per capita income to grow more rapidly in Country B.
 b. population to grow faster in Country B.
 c. the production possibilities curve for Country A to shift out more rapidly than that of Country B.
 d. that if both countries started with identical production possibilities curves, in 20 years, people in Country B will be 

able to produce more consumer goods than people in Country A.
 e. that both c and d are true.

 23. A virulent disease spreads throughout the population of an economy, causing death and disability. This event can be 
 portrayed as

 a. a movement from a point on the production possibilities curve to a point inside the curve.
 b. a movement from a point on the production possibilities curve to the northeast.
 c. a movement along the production possibilities curve to the southeast.
 d. an outward shift of the production possibilities curve.
 e. an inward shift of the production possibilities curve.

 24. Say that a technological change doubles an economy’s ability to produce good X and triples the economy’s ability to 
 produce good Y. As a result,

 a. the economy will tend to produce less X and more Y than before.
 b. the opportunity cost of producing units of Y in terms of X forgone will tend to fall.
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 c. the production possibilities curve will shift out further along the X-axis than along the Y-axis.
 d. both b and c would be true.

Problems:

 1. What are the three basic economic questions? How are decisions made differently in a market economy than in planned 
economies?

 2. Recently the American Film Institute selected Citizen Kane as the best movie of all time. Citizen Kane is a fictional 
psychological biography of one of the most powerful newspaper publishers in history, William Randolph Hearst. 
Titanic, an epic romance about the sinking of the Titanic, has made the most money of any film in history. Unlike 
Titanic, Citizen Kane was not a box office success. Do you think Hollywood will make more movies like Titanic or 
like Citizen Kane? Why?

 3. As women’s wages and employment opportunities have expanded over the past 50 years, Americans have purchased more 
and more labor-saving home appliances like automatic washers and dryers, dishwashers, and microwave ovens. Do you 
think these phenomena are related? Could higher wages and better job opportunities lead to a more capital-intensive way 
of performing household chores? Explain.

 4. Identify where the appropriate entries go in the circular flow diagram.
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 5. Identify whether each of the following transactions takes place in the factor market or the product market.
 a. Billy buys a sofa from Home Time Furniture for his new home.
 b. Home Time Furniture pays its manager her weekly salary.
 c. The manager buys dinner at Billy’s Café.
 d. After he pays all of his employees their wages and pays his other bills, the owner of Billy’s Café takes his profit.

 6. Given the following production possibilities curve:
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 a. Does this production possibilities curve show increasing opportunity costs? Explain.
 b. What is the opportunity cost of moving from point I to point D? Explain.
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 c. What is the opportunity cost of moving from point C to point B? 
 d. Which of points A–E is the most efficient? Explain.

 7. During wartime, countries shift production from civilian goods, like automobiles and clothing, to military goods, like 
tanks and military uniforms. When the United States entered World War I in April 1917, for example, the federal govern-
ment created the War Industries Board and charged it with determining production priorities and converting plants to 
meet war needs. In the following year, automobile production fell 43 percent as output of military vehicles soared. When 
the war ended, 19 months later, in November 1918, the government cancelled $2.5 billion in military contracts and the 
nation resumed normal production. Assuming that in 1917 the United States was at point A on the production possibili-
ties curves shown, show what happened between April 1917 and November 1918. Show what happened once the war 
ended.

 8. How would the following events be shown using a production possibilities curve for shelter and food?
 a. The economy is experiencing double-digit unemployment.
 b. Economic growth is increasing at more than 5 percent per year.
 c. Society decides it wants less shelter and more food.
 d. Society decides it wants more shelter and less food.

 9. In A Bend in the River, Nobel Prize winner V. S. Naipaul describes an underdeveloped country in which the govern-
ment’s constantly changing tax policies and vague laws regarding ownership of property cause entrepreneurs to become 
demoralized and unresponsive to economic opportunities. Could this be a case of idle or unemployed entrepreneurs? How 
can tax laws and rules governing property affect entrepreneurs’ willingness to start new businesses or improve existing 
 enterprises?

 10. Using the following table, answer the questions:

  Combinations

  A B C D E

 Guns 1 2 3 4 5

 Butter 20 18 14 8 0

 a. What are the assumptions for a given production possibilities curve?
 b. What is the opportunity cost of one gun when moving from point B to point C? When moving from point D to 

point E?
 c. Do these combinations demonstrate constant or increasing opportunity costs?

 11. Economy A produces more capital goods and fewer consumer goods than Economy B. Which economy will grow more 
rapidly? Draw two production possibilities curves, one for Economy A and one for Economy B. Demonstrate graphically 
how one economy can grow more rapidly than the other.

 12. Why one nation experiences economic growth and another doesn’t is a question that has intrigued economists since Adam 
Smith wrote An Inquiry into the Nature and Causes of the Wealth of Nations in 1776. Explain why each of the following 
would limit economic growth.

 a. The politically connected elite secure a large share of a country’s output and put the proceeds in Swiss banks.
 b. A country has a very low output per person.
 c. The national philosophy is live for the moment and forget about tomorrow.
 d. The government closes all of the schools so more people will be available for work.
 e. The country fears military invasion and spends half of its income on military goods.

 13. How does education add to a nation’s capital stock?

 14. How does a technological advance that increases the efficiency of shoe production affect the production possibilities curve 
between shoes and pizza? Is it possible to produce more shoes and pizza or just more shoes? Explain.

 15. A politician running for president of the United States promises to build new schools and new space stations during the 
next four years without sacrificing any other goods and services. Using a production possibilities curve between schools 
and space stations, explain under what conditions the politician would be able to keep his promise.
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However, if Carlyle was hinting at the impor-
tance of supply and demand, he was right on tar-
get. Supply and demand is without a doubt the 
most powerful tool in the economist’s toolbox. 
It can help explain much of what goes on in the 
world and help predict what will happen tomor-
row. In this chapter, we begin with an introduc-
tion to markets. Every market has a demand side 

and a supply side. Buyers represent the demand 
side of the market and sellers represent the sup-
ply side. In this chapter, we will learn about the 
law of demand and the law of supply and the 
factors that can change supply and demand. In 
the following chapter, we will put it together to 
show markets in motion. ■

According to Thomas Carlyle, a nineteenth-century philosopher, 
“Teach a parrot the term ‘supply and demand’ and you’ve got an 
economist.” Unfortunately, economics is more complicated than that. 

Supply and Demand4

92

4.1 Markets

4.2 Demand

4.3 Shifts in the Demand Curve

4.4 Supply
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Markets
S E C T I O N

4.1
n What is a market?

n Why is it so difficult to define a market?

Defining a Market

Although we usually think of a market as a place 
where some sort of exchange occurs, a market 

is not really a place at all. A market is the process 
of buyers and sellers exchanging goods and services. 
Supermarkets, the New York Stock Exchange, drug 
stores, roadside stands, garage sales, Internet stores, 
and restaurants are all markets.

Every market is 
different. That is, the 
conditions under which 
the exchange between 
buyers and sellers takes 
place can vary. These 

differences make it difficult to precisely define a 
market. After all, an incredible variety of exchange 
arrangements exist in the real world—organized secu-
rities markets, wholesale auction markets, foreign 
exchange markets, real estate markets, labor markets, 
and so forth.

Goods being priced and traded in various ways at 
various locations by various kinds of buyers and sellers 
further compound the problem of defining a market. For some goods, such as housing, markets are numer-

ous but limited to a geographic area. Homes in Santa 
Barbara, California, for example (about 100 miles 
from downtown Los Angeles), do not compete directly 
with homes in Los Angeles. Why? Because people who 
work in Los Angeles will generally look for homes 
within commuting distance. Even within cities, sepa-
rate markets for homes are differentiated by amenities 
such as more living space, newer construction, larger 
lots, and better schools.

In a similar manner, markets are numerous but 
geographically limited for a good such as cement. 
Because transportation costs are so high relative to the 
selling price, the good is not shipped any substantial 
distance, and buyers are usually in contact only with 
local producers. Price and output are thus determined 
in a number of small markets. In other markets, such 
as those for gold or automobiles, markets are global. 
The important point is not what a market looks like, 
but what it does—it facilitates trade.

eBay is an Internet auction company that brings 
together millions of buyers and sellers from all 
over the world. The gains from these mutually 
beneficial exchanges are large. Craigslist also 
uses the power of the internet to connect many 
buyers and sellers in local markets.
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The stock market involves many buyers and sell-
ers; and profit statements and stock prices are 
readily available. New information is quickly under-
stood by buyers and sellers and is incorporated 
into the price of the stock. When people expect a 
company to do better in the future, the price of the 
stock rises; when people expect the company to 
do poorly in  the future, the price of the stock falls.
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market 
the process of buyers 
and sellers exchanging 
goods and services
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Buyers and Sellers

The roles of buyers and sellers in 
markets are important. Buyers, as 

a group, determine the demand side of 
the market. Buyers include the consum-
ers who purchase the goods and services 
and the firms that buy inputs—labor, capital, and raw 
materials. Sellers, as a group, determine the supply side 
of the market. Sellers include the firms that produce 
and sell goods and services and the resource owners 
who sell their inputs to firms—workers who “sell” 
their labor and resource owners who sell raw materials 
and capital. The interaction of buyers and sellers deter-
mines market prices and output—through the forces of 
supply and demand.

In the next few chapters, we focus on how sup-
ply and demand work in a competitive market. A 

 competitive market is one in which a 
number of buyers and sellers are offer-
ing similar products, and no single 
buyer or seller can influence the mar-
ket price. That is, buyers and sell-
ers have little market power. Because 
many markets contain a large degree of 
competitiveness, the lessons of supply 

and demand can be applied to many different types 
of problems.

The supply and demand model is particularly use-
ful in markets like agriculture, finance, labor, construc-
tion, services, wholesale, and retail.

In short, a model is only as good as it explains and 
predicts. The model of supply and demand is very good 
at predicting changes in prices and quantities in many 
markets large and small.

competitive market 
a market where the many 
buyers and sellers have little 
market power—each buyer’s 
or seller’s effect on market 
price is negligible

S E C T I O N    C H E C K

1. Markets consist of buyers and sellers exchanging goods and services with one another.

2. Markets can be regional, national, or global.

3. Buyers determine the demand side of the market and sellers determine the supply side of the market.

1. Why is it difficult to define a market precisely?

2. Why do you get your produce at a supermarket rather than directly from farmers?

3. Why do the prices people pay for similar items at garage sales vary more than for similar items in a 
department store?

n What is the law of demand?

n What is an individual demand curve?

n What is a market demand curve?

Demand
S E C T I O N

4.2

The Law of Demand

Sometimes observed behavior is so 
pervasive it is called a law—the 

law of demand, for example. According 
to the law of demand, the quantity of a 
good or service demanded varies inversely (negatively) 
with its price, ceteris paribus. More directly, the law 

of demand says that, other things being 
equal, when the price (P) of a good 
or service falls, the quantity demanded 
(QD) increases. Conversely, if the price 
of a good or service rises, the quantity 
demanded decreases.

P ↑ ⇒ QD ↓ and P ↓ ⇒ QD ↑

law of demand 
the quantity of a good or 
service demanded varies 
inversely (negatively) with its 
price, ceteris paribus



Chapter 4  Supply and Demand 95

Individual Demand
An Individual Demand Schedule
The individual demand schedule shows the relationship 
between the price of the good and the quantity demand-
ed. For example, suppose Elizabeth enjoys drinking 
coffee. How many pounds of coffee would Elizabeth 
be willing and able to buy at various prices during 
the year? At a price of $3 a pound, Elizabeth buys 
15 pounds of coffee over the course of a year. If the 
price is higher, at $4 per pound, she 
might buy only 10 pounds; if it is 
lower, say $1 per pound, she might 
buy 25 pounds of coffee during the 
year. Elizabeth’s demand for coffee for 
the year is summarized in the demand 
schedule in Exhibit 1. Elizabeth might 
not be consciously aware of the amounts 
that she would purchase at prices other 
than the prevailing one, but that does 
not alter the fact that she has a schedule 
in the sense that she would have bought 
various other amounts had other prices 
prevailed. It must be emphasized that 
the schedule is a list of alternative pos-
sibilities. At any one time, only one of the prices will 
prevail, and thus a certain quantity will be purchased.

An Individual Demand Curve
By plotting the different prices and corresponding 
quantities demanded in Elizabeth’s demand schedule 
in Exhibit 1 and then connecting them, we can cre-
ate the individual demand curve for Elizabeth shown 
in Exhibit 2. From the curve, we can see that when 
the price is higher, the quantity demanded is lower, 
and when the price is lower, the quantity demanded 
is higher. The demand curve shows how the quantity 
demanded of the good changes as its price varies.

What Is a Market 
Demand Curve?

A lthough we introduced the concept of the demand 
curve in terms of the individual, economists usu-

ally speak of the demand curve in terms of large groups 
of people—a whole nation, a community, or a trading 
area. That is, to analyze how the market works, we will 
need to use market demand. As you know, every indi-

vidual has his or her demand curve for 
every product. The horizontal summing 
of the demand curves of many individuals 
is called the market demand curve.

Suppose the consumer group is com-
posed of Homer, Marge, and the rest 
of their small community, Springfield, 
and that the product is still coffee. The 
effect of price on the quantity of cof-
fee demanded by Marge, Homer, and 
the rest of Springfield is given in the 
demand schedule and demand curves 
shown in Exhibit 3. At $4 per pound, 
Homer would be willing and able to buy 
20 pounds of coffee per year, Marge would 
be willing and able to buy 10 pounds, 

and the rest of Springfield would be willing and able to 
buy 2,970 pounds. At $3 per pound, Homer would be 

individual demand 
schedule 
a schedule that shows the 
relationship between price 
and quantity demanded

individual demand curve 
a graphical representation 
that shows the inverse 
relationship between price 
and quantity demanded

market demand curve 
the horizontal summation 
of individual demand curves

Elizabeth’s Demand Schedule 
for Coffee

section 4.2
exhibit 1

Price of Coffee 
(per pound)

Quantity of Coffee 
Demanded 

(pounds per year)

$5 5

4 10

3 15

2 20

1 25

Elizabeth’s Demand Curve 
for Coffee

section 4.2
exhibit 2
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5 10 15

Elizabeth’s Demand
Curve

20 25

Quantity of Coffee
(pounds per year)

0

The dots represent various quantities of coffee that 
Elizabeth would be willing and able to buy at dif-
ferent prices in a given period. The demand curve 
shows how the quantity demanded varies inversely 
with the price of the good when we hold every-
thing else constant—ceteris paribus. Because of 
this inverse relationship between price and quantity 
demanded, the demand curve is downward sloping.
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willing and able to buy 25 pounds of coffee per year, 
Marge would be willing and able to buy 15 pounds, and 
the rest of Springfield would be willing and able to buy 
4,960 pounds. The market demand curve is simply the 
(horizontal) sum of the quantities Homer, Marge, and 
the rest of Springfield demand at each price. That is, at 

$4, the quantity demanded in the market would be 3,000 
pounds of coffee (20 � 10 � 2,970 � 3,000), and at $3, 
the quantity demanded in the market would be 5,000 
pounds of coffee (25 � 15 � 4,960 � 5,000).

In Exhibit 4, we offer a more complete set of 
prices and quantities from the market demand for 

Creating a Market Demand Curve
section 4.2
exhibit 3

$5

4

3

2

1

5 10 15 20 25

P
ri

ce
 (

p
er

 p
o

u
n

d
)

Quantity of Coffee
(pounds per year)

P
ri

ce
 (

p
er

 p
o

u
n

d
)

Quantity of Coffee
(pounds per year)

P
ri

ce
 (

p
er

 p
o

u
n

d
)

Quantity of Coffee
(pounds per year)

P
ri

ce
 (

p
er

 p
o

u
n

d
)

Quantity of Coffee
(pounds per year)

0

$5

4

3

2

1

5 10 15 20 25

Homer Marge

0

DHOMER

$5

4

3

2

1

2,970 4,960

Rest of Springfield

0

DS

$5

4

3

2

1

3,000 5,000

Market Demand

0

DM

� � �

DMARGE

a. Creating a Market Demand Schedule for Coffee

Quantity of Coffee Demanded (pounds per year)

Price Rest of Market
(per pound) Homer � Marge � Springfield � Demand

$4 20 � 10 � 2,970 � 3,000

$3 25 � 15 � 4,960 � 5,000

b. Creating a Market Demand Curve for Coffee

A Market Demand Curve
section 4.2
exhibit 4

The market demand curve shows the amounts that all the buyers in the market would be willing and able to buy at 
various prices. We find the market demand curve by adding horizontally the individual demand curves. For example, 
when the price of coffee is $2 per pound, consumers in the market collectively would be willing and able to buy 
8,000 pounds per year. At $1 per pound, the amount collectively demanded would be 12,000 pounds per year.

a. Market Demand Schedule for Coffee b. Market Demand Curve for Coffee

Price Quantity Demanded
(per pound) (pounds per year)

$5 1,000
4 3,000
3 5,000
2 8,000
1 12,000
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Quantity
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Market 
Demand Curve
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A Change in Demand Versus a 
Change in Quantity Demanded

Consumers are influenced by the 
prices of goods when they make 

their purchasing decisions. At lower pric-
es, people prefer to buy more of a good 
than they do at higher prices, holding 
other factors constant. Why? Primarily, 
it is because many goods are substitutes 

for one another. For example, an increase in the price 
of coffee might tempt some  buyers to switch from buy-
ing coffee to buying tea or soft drinks.

Understanding this relationship 
between price and quantity demanded is 
so important that economists make a clear 
distinction between it and the various 
other factors that can influence consumer 
behavior. A change in a good’s own price 
is said to lead to a change in quantity 

demanded. That is, it “moves you along” 

 coffee during the year. Remember, the market demand 
curve shows the amounts that all the buyers in the 
market would be willing and able to buy at various 
prices. For example, when the price of coffee is $2 per 
pound, consumers in the market collectively would 
be  willing and able to buy 8,000 pounds per year. At 
$1 per pound, the amount collectively demanded would 

be 12,000 pounds per year. The market demand curve 
is the negative (inverse) relationship between price and 
the total quantity demanded, while holding all other 
factors that affect how much consumers are able and 
willing to pay constant, ceteris paribus. For the most 
part, we are interested in how the market works, so we 
will primarily use market demand curves.

S E C T I O N    C H E C K

1. The law of demand states that when the price of a good falls (rises), the quantity demanded rises (falls), 
ceteris paribus.

2. An individual demand curve is a graphical representation of the relationship between the price and the 
 quantity demanded.

3. The market demand curve shows the amount of a good that all buyers in the market would be willing and 
able to buy at various prices.

1. What is an inverse relationship?

2. How do lower prices change buyers’ incentives?

3. How do higher prices change buyers’ incentives?

4. What is an individual demand schedule?

5. What is the difference between an individual demand curve and a market demand curve?

6. Why does the amount of dating on campus tend to decline just before and during final exams?

n What is the difference between a change 
in demand and a change in quantity 
demanded?

n What are the determinants of demand?

n What are substitutes and complements?

n What are normal and inferior goods?

n How does the number of buyers affect 
the demand curve?

n How do changes in taste affect the 
demand curve?

n How do changing expectations affect the 
demand curve?

Shifts in the Demand Curve
S E C T I O N

4.3

change in quantity 
demanded 
a change in a good’s own 
price leads to a change in 
quantity demanded, a move 
along a given demand curve
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a given demand curve. The demand curve 
is drawn under the assumption that all 
other things are held constant, except the 
price of the good. However, economists 
know that price is not the only thing that 
affects the quantity of a good that people 
buy. The other factors that influence the 
demand curve are called determinants of 
demand, and a change in these other fac-
tors shifts the entire demand curve. These determinants 
of demand are called demand shifters and they lead to 
changes in demand.

Shifts in Demand

An increase in demand shifts the demand curve 
to the right; a decrease in demand shifts the 

demand curve to the left, as shown in Exhibit 1. Some 

 possible demand shifters are the prices 
of related goods, income, number of 
buyers, tastes, and expectations. We will 
now look more closely at each of these 
variables.

The Prices 
of Related Goods

In deciding how much of a good or service to buy, 
consumers are influenced by the price of that good 

or service, a relationship summarized in the law of 
demand. However, sometimes consumers are also 
influenced by the prices of related goods and services—
substitutes and complements.

Substitutes
Substitutes are generally goods for which one could 
be used in place of the other. To many, substitutes 
would include butter and margarine, domestic and 
foreign cars, movie tickets and video rentals, jackets 
and sweaters, Exxon and Shell gasoline, and Nikes and 
Reeboks.  

Suppose you go into a store to buy a couple of six 
packs of Coca-Cola and you see that Pepsi is on sale 
for half its usual price. Is it possible that you might 
decide to buy Pepsi instead of Coca-Cola? Economists 
argue that many people would. Empirical tests have 
confirmed that consumers are responsive to both 
the price of the good in question and the prices of 
related goods. When goods are substitutes, the more 
people buy of one good, the less they will buy of the 
other. Suppose there is a fall in the price of Pepsi; this 
would cause an increase in the quantity demanded 
for Pepsi (a movement down along the demand 

change in demand 
the prices of related goods, 
income, number of buyers, 
tastes, and expectations 
can change the demand for 
a good; that is, a change in 
one of these factors shifts 
the entire demand curve

Demand Shifts
section 4.3
exhibit 1
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Decrease       
in     

Demand

Increase      
in     

Demand

D3
D1 D2

An increase in demand shifts the demand curve to the 
right. A decrease in demand shifts the demand curve to 
the left.

QCan you describe the change we would 
expect to see in the demand curve for Sprite if the 
relative price for 7-Up increased significantly?

AIf the price of one good increases and, as a 
result, an individual buys more of another good, the 
two related goods are substitutes. That is, buying more 

of one reduces purchases of the other. In Exhibit 2(a), 
we see that as the price of 7-Up increases—a move-
ment up along the demand curve for 7-Up, from point 
A to point B.  The price increase for 7-Up causes a 
reduction in the quantity demanded of 7-Up. If the 
two goods are substitutes, the higher price for 7-Up 
will cause an increase in the demand for Sprite 
(a rightward shift), as seen in Exhibit 2 (b).

SUBSTITUTE GOODS
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Substititute Goods
section 4.3
exhibit 2
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a. Market for 7-Up b. Market for Sprite

Quantity of 7-Up Quantity of Sprite

P
ri

ce
 o

f 
7-

U
p

P
ri

ce
 o

f 
S

p
ri

te

A

Demand D1 D2

curve). Many Coke drinkers may 
switch to the new relatively lower 
priced Pepsi—causing a reduction 
in demand for Coca-Cola; shifting 
the demand curve for Coca-Cola to 
the left. Alternatively, if there is an 
increase in the price of Pepsi, this 
causes a decrease in the quantity 
demanded of Pepsi (a movement up 
along the demand curve). At the new 
higher price for Pepsi, many Pepsi 
drinkers will switch to the  relatively lower priced 
Coca-Cola—shifting the demand curve for Coca-Cola 
to the right. In this example, Pepsi and Coca-Cola are 
said to be substitutes. 

Two goods are substitutes if an increase (a decrease) 
in the price of one good causes the demand curve for 
another good to shift to the right (left)—a direct (or 
positive) relationship.

Substitutes

PGOOD A ↑ ⇒ ↑ DGOOD B

PGOOD A ↓ ⇒ ↓ DGOOD B

Complements
Complements are goods that “go together,” often con-
sumed and used simultaneously, such as skis and bind-
ings, peanut butter and jelly, hot dogs and buns, digital 
music players and downloadable music, and printers 
and ink cartridges. For example, if the price of motor-
cycles falls, the quantity of motorcycles demanded will 

rise—a movement down along the demand 
curve for motorcycles. As more people 
buy motorcycles, they will demand more 
motorcycle helmets—the demand curve for 
motorcycle helmets shifts to the right. In 
short, when goods are complements, the 
more people buy of one good, the more 
they will buy of the other. That is, if a 
decrease in the price of good A leads to an 
increase in the demand for good B, the two 
goods are complements. Alternatively, if an 

increase in the price of good A leads to a decrease in the 
demand for good B, the two goods are complements.

Complements

PGOOD A ↑ ⇒ ↓ DGOOD B

PGOOD A ↓ ⇒ ↑ DGOOD B

Income

Economists have observed that generally the 
consumption of goods and services is posi-

tively related to the income available to consum-
ers. Empirical studies support the notion that as 
individuals receive more income, they tend to 
increase their purchases of most goods and ser-
vices. Other things held equal, rising income usu-
ally leads to an increase in the demand for goods 
(a rightward shift of the demand curve), and decreas-
ing income usually leads to a decrease in the demand 
for goods (a leftward shift of the demand curve).

substitutes 
an increase (decrease) in the 
price of one good causes the 
demand curve for another 

good to shift to the right (left)

complements
an increase (decrease) in the 
price of one good shifts the 
demand curve for another 
good to the left (right)
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Normal and Inferior Goods
If demand for a good increases when incomes rise 
and decreases when incomes fall, the good is called 
a  normal good. Most goods are normal goods. 
Consumers will typically buy more CDs, clothes, 
pizzas, and trips to the movies as their incomes rise. 
However, if demand for a good decreases when 
incomes rise or if demand increas-
es when incomes fall, the good is 
called an inferior good. These goods 
include inexpensive cuts of meat, sec-
ond-hand clothing, or retread tires, 
which customers generally buy only 
because they cannot afford more 
expensive substitutes. As incomes 
rise, buyers shift to preferred sub-
stitutes and decrease their demand 
for the inferior goods. Suppose 
most individuals prefer hamburger 
to beans, but low-income families 
buy beans because they are less 

expensive. As incomes rise, many consumers may 
switch from buying beans to buying hamburgers. 
Hamburgers may be inferior too; as incomes rise still 
further, consumers may substitute steak or chicken 
for hamburger. The term inferior in this sense does 
not refer to the quality of the good in question but 
shows that demand decreases when income increases 
and demand increases when income decreases. So 

beans are inferior not because they are 
low quality, but because you buy less of 
them as income increases.

Or, if people’s incomes rise and they 
increase their demand for movie tickets, 
we say that movie tickets are a normal 
good. But if people’s incomes fall and 
they increase their demand for bus rides, 
we say bus rides are an inferior good. 
Whether goods are normal or inferior, 
the point here is that income influences 
demand—usually positively, but some-
times negatively.

normal good 
if income increases, 
the demand for a good 
increases; if income 
decreases, the demand 
for a good decreases

inferior good 
if income increases, 
the demand for a good 
decreases; if income 
decreases, the demand 
for a good increases

QIf the price of computers fell markedly, what do 
you think would happen to the demand for printers?

AIf computers and printers are complements, 
the decrease in the price of computers will lead to 
more computers purchased (a movement down along 

the demand curve from point A to point B) and an 
increase in the demand for printers (a rightward shift). 
Of course, the opposite is true too—an increase in the 
price of computers will lead to fewer people purchas-
ing computers (a movement up along the demand 
curve for computers from point B to point A) and a 
lower demand for printers (a leftward shift).

COMPLEMENTARY GOODS

Complementary Goods
section 4.3
exhibit 3
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Normal Good

Income ↑ ⇒ Demand ↑

Income ↓ ⇒ Demand ↓

Inferior Good

Income ↑ ⇒ Demand ↓

Income ↓ ⇒ Demand ↑

Number of Buyers

The demand for a good or service will vary with the size 
of the potential consumer population. The demand 

for wheat, for example, rises as population increases, 
because the added population wants to consume wheat 
products, such as bread or  cereal. Marketing experts, who 
closely follow the patterns of consumer behavior regard-
ing a particular good or  service, are usually vitally con-
cerned with the demographics of the product—the vital 
statistics of the potential consumer population, including 
size, race, income, and age characteristics. For example, 
market researchers for baby food companies keep a close 
watch on the birth rate.

Consumer’s Preferences 
and Information

The demand for a good or service may increase or 
decrease suddenly with changes in people’s tastes or 

preferences. Changes in taste may be triggered by adver-
tising or promotion, by a news story, by the behavior of 
some popular public figure, and so on. Changes in taste 
are particularly noticeable in apparel. Skirt lengths, coat 
lapels, shoe styles, and tie sizes change frequently.

Changes in preferences naturally lead to changes  in 
demand. A person may grow tired of one type of recre-
ation or food and try another type. People may decide 
they want more organic food; consequently, we will see 
more stores and restaurants catering to this change in 
taste. Changes in occupation, number of dependents, 
state of health, and age also tend to alter preferences. 
The birth of a baby might cause a family to spend less 
on recreation and more on food and clothing. Illness 
increases the demand for medicine and lessens purchases 
of other goods. A cold winter increases the demand for 
heating oil. Changes in customs and traditions also affect 
preferences, and the development of new products draws 
consumer preferences away from other goods. Compact 
discs replaced record albums, just as DVD players 
replaced VCRs. A change in information can also impact 
consumers’ demand. For example, a breakout of E. coli 

Body piercing and tattoos have risen in 
popularity in recent years. The demand for 
these services has been pushed to the right. 
According to the Pew Research Center thirty-six 
 percent of 18-25 year olds have at least one 
tattoo.
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or new information about a defective and/or dangerous 
product, such as a baby’s crib, can reduce demand.

Expectations

Sometimes the demand for a good or service in a 
given period will dramatically increase or decrease 

because consumers expect the good to change in price 
or availability at some future date. If people expect the 
future price to be higher, they will purchase more of 
the good now before the price increase. If people expect 
the future price to be lower,  they will purchase less 
of the good now and wait for the price decrease. For 
example, if you expect the price of computers to fall 
soon, you may be less willing to buy one today. Or, if 
you expect to earn additional income next month, you 
may be more willing to dip into your current savings to 
buy something this month.
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QChester Field owns a high-quality furniture 
shop. If a boom in the economy occurs (higher average 
income per person and fewer people unemployed), can 
Chester expect to sell more high-quality furniture?

AYes. Furniture is generally considered a nor-
mal good, so a rise in income will increase the 

demand for high-quality furniture, as shown in (a). 
However, if Chester sells unfinished, used, or low-
quality furniture, the demand for his products might 
fall, as higher incomes allow customers to buy 
furniture that is finished, new, or of higher quality. 
Chester’s furniture would then be an inferior good, 
as shown in Exhibit 4(b).

NORMAL AND INFERIOR GOODS

Normal and Inferior Goods
section 4.3
exhibit 4
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a. Rising Income and a Normal Good b. Rising Income and an Inferior Good

Quantity of High-Quality Furniture Quantity of Low-Quality Furniture
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Changes in Demand Versus 
Changes in Quantity 
Demanded—Revisited

Economists put particular emphasis on the 
impact on consumer behavior of a change in the 

price of a good. We are interested in distinguishing 
between consumer behavior related to the price of 
a good itself (movement along a demand curve) and 
behavior related to changes in other factors (shifts of 
the demand curve).

As indicated earlier, if the price of a good changes, 
it causes a change in quantity demanded. If one of 
the other factors (determinants) influencing consumer 
behavior changes, it results in a change in demand. The 

effects of some of the determinants that cause changes 
in demand (shifters) are reviewed in Exhibit 5. For 
example, there are two different ways to curb teenage 
smoking: raise the price of cigarettes (a reduction in 
the quantity of cigarettes demanded) or decrease the 
demand for cigarettes (a leftward shift in the demand 
curve for cigarettes). Both would reduce the amount 
of smoking. Specifically, to increase the price of ciga-
rettes, the government could impose a higher tax on 
manufacturers. Most of this would be passed on to 
consumers in the form of higher prices (more on this in 
Chapter 6). Or to shift the demand curve leftward, the 
government could adopt policies to discourage smok-
ing, such as advertising bans and increasing consumer 
awareness of the harmful side effects of smoking—
disease and death.
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QHow would you use a graph to demonstrate 
the two following scenarios? (1) Someone buys more 
DVDs because the price of DVDs has fallen; and (2) 
a student buys more DVDs because she just got a 
20 percent raise at work giving her additional income.

AIn Exhibit 6, the movement from A to B is called 
an increase in quantity demanded; the movement 
from B to A is called a decrease in quantity demanded. 
Economists use the phrase “increase or decrease in 
quantity demanded” to describe movements along 
a given demand curve. However, the change from A 
to C is called an increase in demand, and the change 
from C to A is called a decrease in demand. The phrase 
“increase or decrease in demand” is reserved for a shift 
in the whole curve. So if an individual buys more DVDs 
because the price fell, we call it an increase in quantity 
demanded. However, if she buys more DVDs even at 
the current price, say $15, we say it is an increase 

in demand. In this case, the increase in income was 
responsible for the increase in demand, because she 
chose to spend some of her new income on DVDs.

CHANGES IN DEMAND VERSUS 
CHANGES IN QUANTITY DEMANDED

Change in Demand Versus
Change in Quantity Demanded

section 4.3
exhibit 6

Quantity of DVDs
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S E C T I O N    C H E C K

1. A change in the quantity demanded describes a movement along a given demand curve in response to a 
change in the price of the good.

2. A change in demand shifts the entire demand curve. An increase in demand shifts the demand curve to the 
right; a decrease shifts it to the left.

3. A change in the price of a substitute shifts the demand curve for the good in question. The relationship is direct.

4. A change in the price of a complement shifts the demand curve for the good in question. The relationship 
is inverse.

5. Changes in income cause demand curve shifts. For normal goods the relationship is direct; for inferior goods 
it is inverse.

6. The position of the demand curve will vary according to the number of consumers in the market.

7. Changes in taste will shift the demand curve.

8. Changes in expected future prices and income can shift the current demand curve.

1. What is the difference between a change in demand and a change in quantity demanded?

2. If the price of zucchini increases, causing the demand for yellow squash to rise, what do we call the relation-
ship between zucchini and yellow squash?

3. If incomes rise and, as a result, demand for jet skis increases, how do we describe that good?

4. How do expectations about the future influence the demand curve?

5. Would a change in the price of ice cream cause a change in the demand for ice cream? Why or why not?

6. Would a change in the price of ice cream likely cause a change in the demand for frozen yogurt, a substitute?

7. If plane travel is a normal good and bus travel is an inferior good, what will happen to the demand curves for 
plane and bus travel if people’s incomes increase?

The Law of Supply

In a market, the answer to the funda-
mental question, “What do we produce, 

and in what quantities?” depends on the 
interaction of both buyers and sellers. 
Demand is only half the story. The will-
ingness and ability of suppliers to provide 
goods are equally important factors that 
must be weighed by decision makers in all societies. 
As with demand, the price of the good is an important 
factor. And just as with demand, factors other than 
the price of the good are also important to suppliers, 

n What is the law of supply?

n What is an individual supply curve?

n What is a market supply curve?

Supply
S E C T I O N

4.4

such as the cost of inputs or advances in technology. 
While behavior will vary among individual suppliers, 

economists expect that, other things 
being equal, the quantity supplied 
will vary directly with the price of the 
good, a relationship called the law of 

supply. According to the law of sup-
ply, the higher the price of the good 
(P), the greater the quantity supplied 

(QS), and the lower the price of the good, the smaller 
the quantity supplied.

P ↑ ⇒ QS ↑ and P ↓ ⇒ QS ↓

law of supply 
the higher (lower) the price 
of the good, the greater 
(smaller) the quantity 
supplied
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The relationship described by the law of supply is a 
direct, or positive, relationship, because the variables 
move in the same direction.

A Positive Relationship 
Between Price and 
Quantity Supplied

Firms supplying goods and services want to increase 
their profits, and the higher the price per unit, the 

greater the profitability generated by supplying more of 
that good. For example, if you were a coffee grower, 
wouldn’t you much rather be paid $5 a pound than 
$1 a pound, ceteris paribus?

When the price of coffee is low, the coffee business 
is less profitable and less coffee will be 
produced. Some suppliers may even 
shut down, reducing their quantity 
supplied to zero.

An Individual 
Supply Curve

To illustrate the concept of an indi-

vidual  supply curve, consider the 
amount of coffee that an individual 

supplier, Juan Valdes, is willing and able to supply in one 
year. The law of supply can be illustrated, like the law 
of demand, by a table or graph. Juan’s supply schedule 
for coffee is shown in Exhibit 1(a). The combinations of 
price and quantity supplied were then plotted and joined 
to create the individual supply curve shown in Exhibit 
1(b). Note that the individual supply curve is upward 
sloping as you move from left to right. At higher prices, 
it will be more attractive to increase production. Existing 
firms or growers will produce more at higher prices than 
at lower prices.

The Market Supply Curve

The market supply curve may be thought of as the 
horizontal summation of the supply curves for 

individual firms. The market supply 
curve shows how the total quan-
tity supplied varies positively with 
the price of a good, while holding 
constant all other factors that affect 
how much producers are able and 
willing to supply. The market sup-
ply schedule, which reflects the total 
quantity supplied at each price by all 
of the coffee producers, is shown in 
Exhibit 2(a). Exhibit 2(b) illustrates 
the resulting market supply curve for 
this group of coffee producers.

An Individual Supply Curve
section 4.4
exhibit 1

a. Juan’s Supply Schedule for Coffee b. Juan’s Supply Curve for Coffee
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Juan’s Supply
Curve

Other things being equal, the quantity 
supplied will vary directly with the price 
of the good. As the price rises (falls), the 
quantity supplied increases (decreases).

individual supply curve 
a graphical representation 
that shows the positive 
relationship between the 

price and quantity supplied

market supply curve 
a graphical representation 
of the amount of goods and 
services that suppliers are 
willing and able to supply at 
various prices
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A Market Supply Curve
section 4.4
exhibit 2

a. Market Supply Schedule for Coffee b. Market Supply Curve for Coffee

Quantity Supplied
(pounds per year)

Other MarketPrice
(per pound) Juan � Producers � Supply

$5 80 � 7,920 � 8,000
4 70 � 6,930 � 7,000
3 50 � 4,950 � 5,000
2 30 � 2,970 � 3,000
1 10 � 990 � 1,000
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(thousands of pounds per year)

Market 
Supply Curve

The dots on this graph indicate different quantities of coffee that producers would be willing and able to supply 
at various prices. The line connecting those combinations is the market supply curve.

S E C T I O N    C H E C K

1. The law of supply states that the higher (lower) the price of a good, the greater (smaller) the quantity  supplied.

2. The relationship between price and quantity supplied is positive because profit opportunities are greater at 
higher prices and because the higher production costs of increased output mean that suppliers will require 
higher prices.

3. The market supply curve is a graphical representation of the amount of goods and services that suppliers are 
willing and able to supply at various prices.

1. What are the two reasons why a supply curve is positively sloped?

2. What is the difference between an individual supply curve and a market supply curve?

A Change in Quantity Supplied 
Versus a Change in Supply

Changes in the price of a good lead to changes in 
the quantity supplied by suppliers, just as changes 

in the price of a good lead to changes in the quan-
tity demanded by buyers. Similarly, a change in sup-
ply, whether an increase or a decrease, can occur for 
 reasons other than changes in the price of the product 

itself, just as changes in demand may be due to factors 
(determinants) other than the price of the good. In other 
words, a change in the price of the good in question is 
shown as a movement along a given supply curve, lead-
ing to a change in quantity supplied. A change in any 
other factor that can affect supplier behavior (input 
prices, the prices of related products, expectations, 
number of suppliers, technology, regulation, taxes and 
subsidies, and weather) results in a shift in the entire 
supply curve, leading to a change in supply.

n What is the difference between a change in 
supply and a change in quantity supplied?

n What are the determinants of supply?

n How does the number of suppliers affect 
the supply curve?

n How does technology affect the supply 
curve?

n How do taxes affect the supply curve?

Shifts in the Supply Curve
S E C T I O N

4.5
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Shifts in Supply 

An increase in supply shifts the supply curve to the 
right; a decrease in supply shifts the supply curve to 

the left, as shown in Exhibit 1. Anything that affects the 
costs of production will influence supply and the position 
of the supply curve. We will now look at some of the pos-
sible determinants of supply—factors that determine the 
position of the supply curve—in greater depth.

Input Prices
Suppliers are strongly influenced by the costs of inputs used 
in the production process, such as steel used for automo-
biles or microchips used in computers. For example, higher 
labor, materials, energy, or other input costs increase the 
costs of production, causing the supply curve to shift to the 
left at each and every price. If input prices fall, the costs of 
production decrease, causing the supply curve to shift to 
the right—more will be supplied at each and every price.

Prices of Related Goods 
The supply of a good increases if the price of one of its substi-
tutes in production falls; and the supply of a good decreases if 
the price of one of its substitutes in production rises. Suppose 
you own your own farm, on which you plant cotton and 
wheat. One year, the price of wheat falls, and farmers reduce 
the quantity of wheat supplied, as shown in Exhibit 2(a). 
What effect does the lower price of wheat have on your cot-
ton production? It increases the supply of cotton. You want 
to produce relatively less of the crop that has fallen in price 
(wheat) and relatively more of the now more attractive other 
crop (cotton). Cotton and wheat are substitutes in produc-
tion because both goods can be produced using the same 
resources. Producers tend to substitute the production of 

more profitable products for that of less profitable prod-
ucts. So the decrease in the price in the wheat market has 
caused an increase in supply (a rightward shift) in the 
cotton market, as seen in Exhibit 2(b).

If the price of wheat, a substitute in production, 
increases, then that crop becomes more profitable. This 
leads to an increase in the quantity supplied of wheat. 
Consequently, farmers will shift their resources out of 
the relatively lower-priced crop (cotton); the result is a 
decrease in supply of cotton. 

Other examples of substitutes in production include 
automobile producers that have to decide between pro-
ducing sedans and pick-ups or construction companies 
that have to choose between building single residential 
houses or commercial buildings. 

Some goods are complements in production.  
Producing one good does not prevent the production of 
the other, but actually enables production of the other. 
For example, leather and beef are complements in produc-
tion. Suppose the price of a beef rises and as a result cattle 
ranchers increase the quantity supplied of beef, moving up 
the supply curve for beef, as seen in Exhibit 2(c). When 
cattle ranchers produce more beef they automatically pro-
duce more leather. Thus, when the price of beef increases, 
the supply of the related good, leather, shifts to the right, 
as seen in Exhibit 2(d). Suppose the price of beef falls, and 
as a result, the quantity supplied of beef falls; this leads to 
a decrease (a leftward shift) in the supply of leather. 

Other examples of complements in production 
where goods are produced simultaneously from the same 
resource include: a lumber mill that produces lumber and 
sawdust or an oil refinery that can produce gasoline or 
heating oil from the same resource—crude oil. 

Expectations
Another factor shifting supply is suppliers’ expectations. 
If producers expect a higher price in the future, they 
will supply less now than they otherwise would have, 
preferring to wait and sell when their goods will be more 
valuable. For example, if a cotton producer expected the 
future price of cotton to be higher next year, he might 
decide to store some of his current production of cotton 
for next year when the price will be higher. Similarly, 
if producers expect now that the price will be lower 
later, they will supply more now. Oil refiners will often 
store some of their spring supply of gasoline for summer 
because gasoline prices typically peak in summer. In 
addition, some of the heating oil for the fall is stored to 
supply it in the winter when heating oil prices peak. 

Number of Suppliers
We are normally interested in market demand and supply 
(because together they determine prices and quantities) 
rather than in the behavior of individual consumers and 
firms. As we discussed earlier in the chapter, the supply 

Supply Shifts
section 4.5
exhibit 1
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An increase in supply shifts the supply curve to the 
right. A decrease in supply shifts the supply curve 
to the left.
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Substitutes and Complements in Production
section 4.5
exhibit 2
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d. Market for Leather

If land can be used for either wheat or cotton, a decrease in the price of wheat causes a decease in the quantity supplied; 
a movement down along the supply curve in Exhibit 2(a). This may cause some farmers to shift out of the production of 
wheat and into the substitute in production—cotton—shifting the cotton supply curve to the right in Exhibit 2(b). If the 
price of the complement in production increases (cattle), it becomes more profitable and and as a result cattle ranchers 
increase the quantity supplied of beef, moving up the supply curve for beef, as seen in Exhibit 2 (c). When cattle ranch-
ers produce more beef they also produce more leather. Thus, when the price of beef increases, the supply of the related 
good, leather, shifts to the right, as seen in Exhibit 2(d).

curves of individual suppliers can be summed  horizontally 
to create a market supply curve. An increase in the num-
ber of suppliers leads to an increase in supply, denoted by 
a rightward shift in the supply curve. For example, think 
of the number of gourmet coffee shops that have sprung 
up over the last 15 to 20 years, shifting the supply curve 
of gourmet coffee to the right. An exodus of suppliers has 
the opposite impact, a decrease in supply, which is indi-
cated by a leftward shift in the supply curve.

Technology
Technological change can lower the firm’s costs of produc-
tion through productivity advances. These changes allow 
the firm to spend less on inputs and produce the same 
level of output. Human creativity works to find new ways 
to produce goods and services using fewer or less costly 
inputs of labor, natural resources, or capital. Because the 

firm can now produce the good at a lower cost it will sup-
ply more of the good at each and every price—the supply 
curve shifts to the right.

Government (Regulation, 
Taxes, and Subsidies)
Supply may also change because of changes in the legal and 
regulatory environment in which firms operate. Government 
regulations can influence the costs of production to a firm, 
leading to cost-induced supply changes similar to those just 
discussed. For example, if new safety or clean air require-
ments increase labor and capital costs, the increased cost 
will result, other things being equal, in a decrease in supply, 
shifting the supply curve to the left, or up. However, deregu-
lation can shift the supply curve to the right.

Certain types of taxes can also alter the costs of pro-
duction borne by the supplier, causing the supply curve to 
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shift to the left at each price. A subsidy, the opposite of a 
tax, can lower a firm’s costs and shift the supply curve to 
the right. For example, the government sometimes pro-
vides farmers with subsidies to encourage the production 
of certain agricultural products.

Weather
In addition, weather can sometimes dramatically affect 
the supply of certain commodities, particularly agricultural 
products and transportation services. A drought or freezing 
temperatures will almost certainly cause the supply curves 
for many crops to shift to the left, while exceptionally good 
weather can shift a supply curve to the right. For example, 
unusually cold weather in California during the winter of 
2006 destroyed billions of dollars worth of citrus fruit. 
Hurricane Rita disrupted oil and refining processes. Both 
events shifted the supply curve for those  products to the left.

Change in Supply Versus 
Change in Quantity 
Supplied—Revisited

If the price of a good changes, it leads to a change in the 
quantity supplied. If one of the other factors influences 

sellers’ behavior, we say it results in a change in supply. 

For example, if production costs rise because of a wage 
increase or higher fuel costs, other things remaining 
constant, we would expect a decrease in supply—that 
is, a leftward shift in the supply curve. Alternatively, 
if some variable, such as lower input prices, causes the 
costs of production to fall, the  supply curve will shift to 
the right. Exhibit 3 illustrates the effects of some of the 
determinants that cause shifts in the supply curve.

A major disaster such as a flood or hurricane 
can reduce the supply of crops and livestock. 
Occasionally, floods have spilled over the banks 
of the Mississippi River—bursting through levees 
and destroying crops and animals.
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QHow would you graph the following two 
scenarios: (1) the price of cotton rises; and (2) good 
weather causes an unusually abundant cotton harvest?

AIn the first scenario, the price of cotton 
increases, so the quantity supplied changes (i.e., a 
movement along the supply curve). In the second 
scenario, the good weather causes the supply curve 
for cotton to shift to the right, which is called a 
change in supply (not quantity supplied). A shift in 
the whole supply curve is caused by one of the other 
variables, not by a change in the price of the good 
in question.
 As shown in Exhibit 4, the movement from A to 
B is called an increase in quantity supplied, and the 
movement from B to A is called a decrease in quan-
tity supplied. However, the change from B to C is 

called an increase in supply, and the movement from 
C to B is called a decrease in supply.

CHANGE IN SUPPLY VERSUS 
CHANGE IN QUANTITY SUPPLIED

Change in Supply vs Change 
in Quantity Supplied

section 4.5
exhibit 4
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S E C T I O N    C H E C K

1. A movement along a given supply curve is caused by a change in the price of the good in question. As we 
move along the supply curve, we experience a change in the quantity supplied.

2. A shift of the entire supply curve is called a change in supply.

3. An increase in supply shifts the supply curve to the right; a decrease shifts it to the left.

4. Changes in Input prices, the prices of related goods, expectations, the number of suppliers, technology, 
 regulation, taxes and subsidies, and weather can all lead to changes in supply.

5. The supply of a good increases (decreases) if the price of one of its substitutes in production falls (rises).

6. If the price of a complement (cattle) rises, so will the supply of the related product (leather). If the price of a 
complement (cattle) falls, so will the supply of the related product (leather).

1. What is the difference between a change in supply and a change in quantity supplied?

2. If a seller expects the price of a good to rise in the near future, how will that expectation affect the current 
supply curve?

3. Would a change in the price of wheat change the supply of wheat? Would it change the supply of corn, if 
wheat and corn can be grown on the same type of land?

4. If a guitar manufacturer increased its wages in order to keep its workers, what would happen to the supply of 
guitars as a result?

5. What happens to the supply of baby-sitting services in an area when many teenagers get their driver’s 
 licenses at about the same time?



111Chapter 4  Supply and Demand 111Chapter 4  Supply and Demand

In te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. A(n) _____________ is the process of buyers and sellers 
_____________ goods and services.

 2. The important point about a market is what it does—it 
facilitates _____________.

 3. _____________, as a group, determine the demand side 
of the market. _____________, as a group, determine 
the supply side of the market.

 4. A(n) _____________ market consists of many buyers 
and sellers, no single one of whom can influence the 
market price.

 5. According to the law of demand, other things being 
equal, when the price of a good or service falls, the 
_____________ increases.

 6. An individual _____________ curve reveals the different 
amounts of a particular good a person would be willing 
and able to buy at various possible prices in a particular 
time interval, other things being equal.

 7. The _____________ curve for a product is the horizontal 
summing of the demand curves of the individuals in the 
market.

 8. A change in _____________ leads to a change in 
 quantity demanded, illustrated by a(n) _____________ 
demand curve.

 9. A change in demand is caused by changes in any of 
the other factors (besides the good’s own price) that 
would affect how much of the good is purchased: the 
_____________, _____________, the _____________ 
of buyers, _____________, and _____________.

 10. An increase in demand is represented by a 
_____________ shift in the demand curve; a decrease in 
demand is represented by a _____________ shift in the 
demand curve.

 11. Two goods are called _____________ if an increase in 
the price of one causes the demand curve for another 
good to shift to the _____________.

 12. For normal goods an increase in income leads to a(n) 
_____________ in demand, and a decrease in income 
leads to a(n) _____________ in demand, other things 
being equal.

 13. An increase in the expected future price of a good or an 
increase in expected future income may _____________ 
current demand.

 14. According to the law of supply, the higher the price of 
the good, the greater the ____________, and the lower 
the price of the good, the smaller the ____________.

 15. The quantity supplied is positively related to the price 
because firms supplying goods and services want to 
increase their _____________ and because  increasing 
_____________ costs mean that the suppliers will 
require _____________ prices to induce them to increase 
their output.

 16. An individual supply curve is a graphical representation 
that shows the _____________ relationship between the 
price and the quantity supplied.

 17. The market supply curve is a graphical representation 
of the amount of goods and services that suppliers are 
_____________ and _____________ to supply at 
various prices.

 18. Possible supply determinants (factors that determine 
the position of the supply curve) are _____________ 
prices; _____________; _____________ of suppliers; and 
_____________, _____________, _____________, and 
_____________.

 19. A fall in input prices will _____________ the costs of 
production, causing the supply curve to shift to the 
_____________.

 20. The supply of a good _____________ if the price of one 
of its substitutes in production falls.

 21. The supply of a good _____________ if the price of one 
of its substitutes in production rises.

Answers: 1. market; exchanging 2. trade 3. Buyers; Sellers 4. competitive 5. quantity demanded 6. demand 7. market demand 8. a good’s 
price; movement along 9. prices of related goods; income; number; tastes; expectations 10. rightward; leftward 11. substitutes; right 
12. increase; decrease 13. increase 14. quantity supplied; quantity supplied 15. profits; production; higher 16. positive 17. willing; able 
18. input; expectations; number; technology; regulation; taxes and subsidies; weather 19. lower; right 20. increases 21. decreases

Key Terms and Concepts

market 93
competitive market 94
law of demand 94
individual demand schedule 95
individual demand curve 95

market demand curve 95
change in quantity demanded 97
change in demand 98
substitutes 99
complements 99

normal good 100
inferior good 100
law of supply 104
individual supply curve 105
market supply curve 105
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Sect ion Check Answers

4.1 Markets
 1. Why is it difficult to define a market precisely?

Every market is different. An incredible variety of 
exchange arrangements arise for different types of 
products, different degrees of organization, different 
geographical extents, and so on.

 2. Why do you get your produce at a supermarket 
rather than directly from farmers?
Supermarkets act as middlepersons between grow-
ers of produce and consumers of produce. You hire 
them to do this task for you when you buy pro-
duce from them, rather than directly from growers, 
because they conduct those transactions at lower 
costs than you could (if you could do it more cheap-
ly than supermarkets, you would buy directly rather 
than from supermarkets).

 3. Why do the prices people pay for similar items 
at garage sales vary more than for similar items 
in a department store?
Items for sale at department stores are more standard-
ized, easier to compare, and more heavily advertised, 
which makes consumers more aware of the prices 
at which they could get a particular good elsewhere, 
reducing the differences in price that can persist among 
department stores. Garage sale items are nonstandard-
ized, costly to compare, and not advertised, which 
means people are often quite unaware of how much a 
given item could be purchased for elsewhere, so that 
price differences for similar items at different garage 
sales can be substantial.

4.2 Demand
 1. What is an inverse relationship?

An inverse, or negative, relationship is one where one 
variable changes in the opposite direction from the 
other—if one increases, the other decreases.

 2. How do lower prices change buyers’ incentives?
A lower price for a good means that the opportunity 
cost to buyers of purchasing it is lower than before, and 
self-interest leads buyers to buy more of it as a result.

 3. How do higher prices change buyers’ incentives?
A higher price for a good means that the opportunity 
cost to buyers of purchasing it is higher than before, and 
self-interest leads buyers to buy less of it as a result.

 4. What is an individual demand schedule?
An individual demand schedule reveals the different 
amounts of a good or service a person would be willing 

to buy at various possible prices in a particular 
time interval.

 5. What is the difference between an individual 
demand curve and a market demand curve?
The market demand curve shows the total amounts of 
a good or service all the buyers as a group are willing 
to buy at various possible prices in a particular time 
interval. The market quantity demanded at a given 
price is just the sum of the quantities demanded by 
each individual buyer at that price.

 6. Why does the amount of dating on campus tend 
to decline just before and during final exams?
The opportunity cost of dating—in this case, the value 
to students of the studying time forgone—is higher just 
before and during final exams than during most of the 
rest of an academic term. Because the cost is higher, 
students do less of it.

4.3 Shifts in the Demand Curve
 1. What is the difference between a change in 

demand and a change in quantity demanded?
A change in demand shifts the entire demand curve, 
while a change in quantity demanded refers to a move-
ment along a given demand curve, caused by a change 
in the good’s price.

 2. If the price of zucchini increases, causing the 
demand for yellow squash to rise, what do we 
call the relationship between zucchini 
and  yellow squash?
Whenever an increased price of one good increases the 
demand for another, they are substitutes. The fact that 
some people consider zucchini an alternative to yellow 
squash explains in part why zucchini becomes more 
costly. Therefore, some people substitute into buying 
relatively cheaper yellow squash now instead.

 3. If incomes rise and, as a result, demand for jet 
skis increases, how do we describe that good?
If income rises and, as a result, demand for jet skis 
increases, we call jet skis a normal good, because for 
most (or normal) goods, we would rather have more 
of them than less, so an increase in income would lead 
to an increase in demand for such goods.

 4. How do expectations about the future 
influence the demand curve?
Expectations about the future influence the demand 
curve because buying a good in the future is an 
 alternative to buying it now. Therefore, the higher 
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future prices are expected to be compared to the pres-
ent, the less attractive future purchases become, and 
the greater the current demand for that good, as people 
buy more now when it is expected to be cheaper, rather 
than later, when it is expected to be more costly.

 5. Would a change in the price of ice cream cause 
a change in the demand for ice cream? 
Why or why not?
No. The demand for ice cream represents the different 
quantities of ice cream that would be purchased at differ-
ent prices. In other words, it represents the relationship 
between the price of ice cream and the quantity of ice 
cream demanded. Changing the price of ice cream does not 
change this relationship, so it does not change demand.

 6. Would a change in the price of ice cream likely 
cause a change in the demand for frozen 
yogurt, a substitute?
Yes. Changing the price of ice cream, a substitute for 
frozen yogurt, would change the quantity of frozen 
yogurt demanded at a given price. This change in price 
means that the whole relationship between the price and 
quantity of frozen yogurt demanded has changed, which 
means the demand for frozen yogurt has changed.

 7. If plane travel is a normal good and bus travel 
is an inferior good, what will happen to the 
demand curves for plane and bus travel if 
 people’s incomes increase?
The demand for plane travel and all other normal 
goods will increase if incomes increase, while the 
demand for bus travel and all other inferior goods 
will decrease if incomes increase.

4.4 Supply
 1. What are the two reasons why a supply curve is 

positively sloped?
A supply curve is positively sloped because (1) the 
benefits to sellers from selling increase as the price 
they receive increases, and (2) the opportunity costs of 
supplying additional output rise with output (the law 
of increasing opportunity costs), so it takes a higher price 
to make increasing output in the self-interest of sellers.

 2. What is the difference between an individual 
supply curve and a market supply curve?
The market supply curve shows the total amounts of 
a good all the sellers as a group are willing to sell at 
various prices in a particular time period. The market 

quantity supplied at a given price is just the sum of the 
quantities supplied by each individual seller at that price.

4.5 Shifts in the Supply Curve
 1. What is the difference between a change in 

supply and a change in quantity supplied?
A change in supply shifts the entire supply curve, while 
a change in quantity supplied refers to a movement 
along a given supply curve.

 2. If a seller expects the price of a good to rise 
in the near future, how will that expectation 
affect the current supply curve?
Selling a good in the future is an alternative to selling it 
now. Therefore, the higher the expected future price rel-
ative to the current price, the more attractive future sales 
become, and the less attractive current sales become. 
This will lead sellers to reduce (shift left) the current 
supply of that good, as they want to sell later, when the 
good is expected to be more valuable, rather than now.

 3. Would a change in the price of wheat change 
the supply of wheat? Would it change the 
supply of corn, if wheat and corn can be grown 
on the same type of land?
The supply of wheat represents the different quanti-
ties of wheat that would be offered for sale at different 
prices. In other words, it represents the relationship 
between the price of wheat and the quantity of wheat 
supplied. Changing the price of wheat does not change 
this relationship, so it does not change the supply 
of wheat. However, a change in the price of wheat 
 changes the relative attractiveness of raising wheat 
instead of corn, which changes the supply of corn.

 4. If a guitar manufacturer increased its wages in 
order to keep its workers, what would happen 
to the supply of guitars as a result?
An increase in wages, or any other input price, would 
decrease (shift left) the supply of guitars, making fewer 
guitars available for sale at any given price, by raising 
the opportunity cost of producing guitars.

 5. What happens to the supply of baby-sitting 
services in an area when many teenagers get 
their driver’s licenses at about the same time?
When teenagers get their driver’s licenses, their increased 
mobility expands their alternatives to baby-sitting substan-
tially, raising the opportunity cost of baby-sitting. This change 
decreases (shifts left) the supply of baby-sitting services.



114

CHAPTER 4  STUDY GUIDE

True or False:

 1. Differences in the conditions under which the exchange between buyers and sellers occurs make it difficult to precisely 
define a market.

 2. All markets are effectively global in scope.

 3. The relationship between price and quantity demanded is inverse or negative.

 4. The market demand curve is the vertical summation of individual demand curves.

 5. A change in a good’s price does not change its demand.

 6. A change in demand is illustrated by a shift in the entire demand curve.

 7. Because personal tastes differ, substitutes for one person may not be substitutes for another person.

 8. Two goods are complements if an increase in the price of one causes an increase in the demand for the other.

 9. Those goods for which falling income leads to decreased demand are called inferior goods.

 10. Either an increase in the number of buyers or an increase in tastes or preferences for a good or service will increase the 
market demand for a good or service.

 11. A decrease in the price of ice cream would cause an increase in the demand for frozen yogurt, a substitute.

 12. The law of supply states that, other things being equal, the quantity supplied will vary directly (a positive relationship) 
with the price of the good.

 13. The market supply curve for a product is the vertical summation of the supply curves for individual firms.

 14. A change in the price of a good leads to a change in the quantity supplied, but not to a change in its supply.

 15. An increase in supply leads to a movement up along the supply curve.

 16. A decrease in supply shifts the supply curve to the left.

 17. Just as demanders will demand more now if the price of a good is expected to rise in the near future, sellers will supply 
more now if the price of a good is expected to rise in the near future.

 18. Both technological progress and cost-increasing regulations will increase supply.

Multiple Choice:

 1. Which of the following is a market?
 a. a garage sale
 b. a restaurant
 c. the New York Stock Exchange
 d. an eBay auction
 e. all of the above

 2. In a competitive market,
 a. there are a number of buyers and sellers.
 b. no single buyer or seller can appreciably affect the market price.
 c. sellers offer similar products.
 d. all of the above are true.

 3. If the demand for milk is downward sloping, then an increase in the price of milk will result in a(n)
 a. increase in the demand for milk.
 b. decrease in the demand for milk.
 c. increase in the quantity of milk demanded.
 d. decrease in the quantity of milk demanded.
 e. decrease in the supply of milk.
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 4. Which of the following would be most likely to increase the demand for jelly?
 a. an increase in the price of peanut butter, which is often used with jelly
 b. an increase in income; jelly is a normal good
 c. a decrease in the price of jelly
 d. medical research that finds that daily consumption of jelly makes people live 10 years less, on average

 5. Which of the following would not cause a change in the demand for cheese?
 a. an increase in the price of crackers, which are consumed with cheese
 b. an increase in the income of cheese consumers
 c. an increase in the population of cheese lovers
 d. an increase in the price of cheese

 6. Ceteris paribus, an increase in the price of DVD players would tend to
 a. decrease the demand for DVD players.
 b. increase the price of televisions, a complement to DVD players.
 c. increase the demand for DVD players.
 d. decrease the demand for DVDs.

 7. Whenever the price of Good A decreases, the demand for Good B increases. Goods A and B appear to be
 a. complements.
 b. substitutes.
 c. inferior goods.
 d. normal goods.
 e. inverse goods.

 8. Whenever the price of Good A increases, the demand for Good B increases as well. Goods A and B appear to be
 a. complements.
 b. substitutes.
 c. inferior goods.
 d. normal goods.
 e. inverse goods.

 9. The difference between a change in quantity demanded and a change in demand is that a change in
 a. quantity demanded is caused by a change in a good’s own price, while a change in demand is caused by a change 

in some other variable, such as income, tastes, or expectations.
 b. demand is caused by a change in a good’s own price, while a change in quantity demanded is caused by a change 

in some other variable, such as income, tastes, or expectations.
 c. quantity demanded is a change in the amount people actually buy, while a change in demand is a change in the 

amount they want to buy.
 d. This is a trick question. A change in demand and a change in quantity demanded are the same thing.

 10. Suppose CNN announces that bad weather in Central America has greatly reduced the number of cocoa bean plants 
and for this reason the price of chocolate is expected to rise soon. As a result,

 a. the current market demand for chocolate will decrease.
 b. the current market demand for chocolate will increase.
 c. the current quantity demanded for chocolate will decrease.
 d. no change will occur in the current market for chocolate.

 11. An upward-sloping supply curve shows that
 a. buyers are willing to pay more for particularly scarce products.
 b. suppliers expand production as the product price falls.
 c. suppliers are willing to increase production of their goods if they receive higher prices for them.
 d. buyers are willing to buy more as the product price falls.

 12. Along a supply curve,
 a. supply changes as price changes.
 b. quantity supplied changes as price changes.
 c. supply changes as technology changes.
 d. quantity supplied changes as technology changes.
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 13. All of the following factors will affect the supply of shoes except one. Which will not affect the supply of shoes?
 a. higher wages for shoe factory workers
 b. higher prices for leather
 c. a technological improvement that reduces waste of leather and other raw materials in shoe production
 d. an increase in consumer income

 14. The difference between a change in quantity supplied and a change in supply is that a change in
 a. quantity supplied is caused by a change in a good’s own price, while a change in supply is caused by a change in 

some other variable, such as input prices, prices of related goods, expectations, or taxes.
 b. supply is caused by a change in a good’s own price, while a change in the quantity supplied is caused by a change 

in some other variable, such as input prices, prices of related goods, expectations, or taxes.
 c. quantity supplied is a change in the amount people want to sell, while a change in supply is a change in the amount 

they actually sell.
 d. supply and a change in the quantity supplied are the same thing.

 15. Antonio’s makes the greatest pizza and delivers it hot to all the dorms around campus. Last week Antonio’s supplier of 
pepperoni informed him of a 25 percent increase in price. Which variable determining the position of the supply curve 
has changed, and what effect does it have on supply?

 a. future expectations; supply decreases
 b. future expectations; supply increases
 c. input prices; supply decreases
 d. input prices; supply increases
 e. technology; supply increases

 16. Which of the following is not a determinant of supply?
 a. input prices
 b. technology
 c. tastes
 d. expectations
 e. the prices of related goods

 17. If incomes are rising, in the market for an inferior good,
 a. demand will rise.
 b. demand will fall.
 c. supply will rise.
 d. supply will fall.

 18. If a farmer were choosing between growing wheat on his own land and growing soybeans on his own land,
 a. an increase in the price of soybeans would increase his supply of soybeans.
 b. an increase in the price of soybeans would increase his supply of wheat.
 c. an increase in the price of soybeans would decrease his supply of soybeans.
 d. an increase in the price of soybeans would decrease his supply of wheat.
 e. an increase in the price of soybeans would not change his supply of either wheat or soybeans.

 19. A supply curve illustrates a(n) _____________ relationship between _____________ and _____________.
 a. direct; price; supply
 b. direct; price; quantity demanded
 c. direct; price; quantity supplied
 d. introverted; price; quantity demanded
 e. inverse; price; quantity supplied

 20. A leftward shift in supply could be caused by
 a. an improvement in productive technology.
 b. a decrease in income.
 c. some firms leaving the industry.
 d. a fall in the price of inputs to the industry.
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Problems:

 1. Is the market for laptop computers local, national, or global?

 2. Sid moves from New York City, where he lived in a small condominium, to rural Minnesota, where he buys a big house 
on five acres of land. Using the law of demand, what do you think is true of land prices in New York City relative to 
those in rural Minnesota?

 3. The following table shows Hillary’s demand schedule for Cherry Blossom Makeup. Graph Hillary’s demand curve.

Price

(dollars per ounce)

Quantity Demanded 

(ounces per week)

$15 5 oz.
12 10
9 15
6 20
3 25

 4. The following table shows Cherry Blossom Makeup demand schedules for Hillary’s friends, Barbara and Nancy. If 
Hillary, Barbara, and Nancy constitute the whole market for Cherry Blossom Makeup, complete the market demand 
schedule and graph the market demand curve.

Quantity Demanded (ounces per week)

Price 

(dollars per ounce) Hillary Barbara Nancy Market

$15  5  0 15
12 10  5 20
9 15 10 25
6 20 15 30
3 25 20 35

 5. What would be the effects of each of the following on the demand for hamburger in Hilo, Hawaii? In each case, 
identify the responsible determinant of demand.

 a. The price of chicken falls.
 b. The price of hamburger buns doubles.
 c. Scientists find that eating hamburger prolongs life.
 d. The population of Hilo doubles.

 6. What would be the effect of each of the following on the demand for Chevrolets in the United States? In each case, 
identify the responsible determinant of demand.

 a. The price of Fords plummets.
 b. Consumers believe that the price of Chevrolets will rise next year.
 c. The incomes of Americans rise.
 d. The price of gasoline falls dramatically.
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 7. The following graph shows three market demand curves for cantaloupe. Starting at point A,
 a. which point represents an increase in quantity demanded?
 b. which point represents an increase in demand?
 c. which point represents a decrease in demand?
 d. which point represents a decrease in quantity demanded?
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 8. Using the demand curve, show the effect of the following events on the market for beef:
 a. Consumer income increases.
 b. The price of beef increases.
 c. An outbreak of “mad cow” disease occurs.
 d. The price of chicken (a substitute) increases.
 e. The price of barbecue grills (a complement) increases.

 9. Draw the demand curves for the following goods. If the price of the first good listed rises, what will happen to the 
demand for the second good, and why?

 a. hamburger and ketchup
 b. Coca-Cola and Pepsi
 c. camera and film
 d. golf clubs and golf balls
 e. skateboard and razor scooter

 10. If the price of ice cream increased,
 a. what would be the effect on the demand for ice cream?
 b. what would be the effect on the demand for frozen yogurt?

 11. Using the graph below, answer the following questions:
 a. What is the shift from D1 to D2 called?
 b. What is the movement from b to a called?
 c. What is the movement from a to b called?
 d. What is the shift from D2 to D1 called?
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 12. Felix is a wheat farmer who has two fields he can use to grow wheat. The first field is right next to his house and the 
topsoil is rich and thick. The second field is 10 miles away in the mountains and the soil is rocky. At current wheat prices, 
Felix just produces from the field next to his house because the market price for wheat is just high enough to cover his 
costs of production including a reasonable profit. What would have to happen to the market price of wheat for Felix to 
have the incentive to produce from the second field?

 13. Show the impact of each of the following events on the oil market.
 a. OPEC becomes more effective in limiting the supply of oil.
 b. OPEC becomes less effective in limiting the supply of oil.
 c. The price for natural gas (a substitute for heating oil) rises.
 d. New oil discoveries occur in Alaska.
 e. Electric and hybrid cars become subsidized and their prices fall.

 14. The following table shows the supply schedule for Rolling Rock Oil Co. Plot Rolling Rock’s supply curve on a graph.

Price 

(dollars per barrel)

Quantity Supplied 

(barrels per month)

$5 10,000
10 15,000
15 20,000
20 25,000
25 30,000

 15. The following table shows the supply schedules for Rolling Rock and two other petroleum companies. Armadillo Oil and 
Pecos Petroleum. Assuming these three companies make up the entire supply side of the oil market, complete the market 
supply schedule and draw the market supply curve on a graph.

Quantity Supplied (barrels per month)

Price

(dollars per barrel) Rolling Rock Armadillo Oil Pecos Petroleum Market

$5 10,000  8,000 2,000 _________
10 15,000 10,000 5,000 _________
15 20,000 12,000 8,000 _________
20 25,000 14,000 11,000 _________
25 30,000 16,000 14,000 _________

 16. If the price of corn rose,
 a. what would be the effect on the supply of corn?
 b. what would be the effect on the supply of wheat?

 17. Using the graph below, answer the following questions:
 a. What is the shift from S1 to S2 called?
 b. What is the movement from a to b called?
 c. What is the movement from b to a called?
 d. What is the shift from S2 to S1 called?
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 18. What would be the effect of each of the following on the supply of salsa in the United States? In each case, identify the 
responsible determinant of supply.

 a. Tomato prices skyrocket
 b. Congress places a 26 percent tax on salsa.
 c. Ed Scissorhands introduces a new, faster vegetable chopper.
 d. J. Lo, Beyonce, and Adam Sandler each introduce a new brand of salsa.

 19. What would be the effects of each of the following on the supply of coffee worldwide? In each case, identify the 
responsible determinant of supply.

 a. Freezing temperatures wipe out half of Brazil’s coffee crop.
 b. Wages of coffee workers in Latin America rise as unionization efforts succeed.
 c. Indonesia offers big subsidies to its coffee producers.
 d. Genetic engineering produces a super coffee bean that grows faster and needs less care.
 e. Coffee suppliers expect prices to be higher in the future.

 20. The following graph shows three market supply curves for cantaloupe. Compared to point A, which point represents
 a. an increase in quantity supplied?
 b. an increase in supply?
 c. a decrease in quantity supplied?
 d. a decrease in supply?
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In this chapter, we bring the market supply and 
demand curves together. It is market demand and 
supply that determine the quantity of each good 
that is produced and the price at which it is sold. 
In this chapter, we learn how markets with many 
buyers and sellers adjust to temporary shortages 
and surpluses, as prices move back to equilibrium. 
In addition, we will study the impact of a change 
in one or more of the determinants of supply and 

demand and see how it impacts the market price 
and quantity exchanged. That is, if you want to 
know how an event or policy may affect the econ-
omy, you must know supply and demand. We will 
then explore the impact of price controls, which 
are government mandates to set a price above 
or below the equilibrium price. We will also see 
that policies can have unintended effects—adverse 
effects that the policymakers did not anticipate. ■

In the words of the great economist Alfred Marshall, “Like scissors 
that function by the interaction of two distinct blades, supply and 
demand interact to determine the price and quantity exchanged.”  

5Bringing Supply 
and Demand Together

5.1 Market Equilibrium Price and Quantity

5.2 Changes in Equilibrium Price and Quantity

5.3 Price Controls
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Enough has been said for now about 
supply and demand separately. 

We now bring the market supply and 
demand together.

Equilibrium Price 
and Quantity

The market equilibrium is found at 
the point at which the market sup-

ply and market demand curves intersect. 
The price at the intersection of the 
market supply curve and the market 
demand curve is called the equilibrium 

price, and the quantity is called the 
equilibrium quantity. At the equilibrium 
price, the amount that buyers are will-
ing and able to buy is exactly equal to 
the amount that sellers are willing and 

able to  produce. The  equilibrium mar-
ket solution is best understood with the 
help of a simple graph. Let’s return to 
the coffee example we used in our ear-
lier  discussions of supply and demand. 
Exhibit 1 combines the market demand 
curve for coffee with the market sup-
ply curve. At $3 per pound, buyers 
are willing to buy 5,000 pounds of 
coffee and sellers are willing to supply 
5,000 pounds of coffee. Neither may 
be “happy” about the price; the buy-
ers would probably like a lower price 
and the sellers would probably like a 
higher price. But both buyers and sell-
ers are able to carry out their purchase 
and sales plans at the $3 price. At any 
other price, either suppliers or demand-
ers would be unable to trade as much as 
they would like.

n What is the equilibrium price?

n What is the equilibrium quantity?

n What is a shortage?

n What is a surplus?

Market Equilibrium Price and Quantity
S E C T I O N

5.1

market equilibrium
the point at which the 
market supply and market 
demand curves intersect

equilibrium price
the price at the intersection 
of the market supply and 
demand curves; at this price, 
the quantity demanded 
equals the quantity 
supplied

equilibrium quantity
the quantity at the 
intersection of the market 
supply and demand curves; 
at the equilibrium quantity, 
the quantity demanded 
equals the quantity 
supplied

Equilibrium is not some mythical notion. It is 
very real. Every morning fishermen bring in their 
fresh catch. Along the pier, they negotiate with 
fish brokers—sellers find buyers and buyers find 
sellers. Equilibrium is reached when the quantity 
demanded equals the quantity supplied.
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Market Equilibrium
section 5.1
exhibit 1

The equilibrium is found at the intersection of the 
market supply and demand curves. The equilibrium 
price is $3 per pound, and the equilibrium quantity is 
5,000 pounds of coffee. At the equilibrium quantity, 
the quantity demanded equals the quantity supplied.
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Shortages and Surpluses

What happens when the market 
price is not equal to the equilib-

rium price? Suppose the market price 
is above the equilibrium price, as seen 
in Exhibit 2(a). At $4 per pound, the 
quantity of coffee demanded would be 
3,000 pounds, but the quantity supplied 
would be 7,000 pounds. At this price, 
a surplus, or excess quantity supplied, 
would exist. That is, at this price, grow-
ers would be willing to sell more coffee than demanders 
would be willing to buy. To get rid of the unwanted 
surplus, frustrated suppliers would cut their price and 
cut back on production. And as price falls, consumers 
would buy more, ultimately eliminating the unsold sur-
plus and returning the market to the equilibrium level.

What would happen if the market price of coffee 
were below the equilibrium price? As seen in Exhibit 2(b), 
at $2 per pound, the yearly quantity demanded of 
8,000 pounds would be greater than the 3,000 pounds 

that producers would be willing to supply at that low 
price. So at $2 per pound, a shortage or excess quan-

tity demanded of 5,000 pounds would 
exist. Because of the coffee shortage, frus-
trated buyers would be forced to compete 
for the existing supply, bidding up the 
price. The rising price would have two 
effects: (1) Producers would be willing to 
increase the quantity supplied, and (2) the 
higher price would decrease the quantity 
demanded. Together, these two effects 
would ultimately eliminate the shortage, 
returning the market to equilibrium.

Scarcity and Shortages

People often confuse scarcity with shortages. 
Remember most goods are scarce—desirable but 

limited. A shortage occurs when the quantity demanded 
is greater than the quantity supplied at the current 
price. We can eliminate shortages by increasing the 
price but we cannot eliminate scarcity.

Markets in Temporary Disequilibrium
section 5.1
exhibit 2
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In (a), the market price is above the equilibrium price. At this price, $4, the quantity supplied (7,000 pounds) exceeds the 
quantity demanded (3,000 pounds), resulting in a surplus of 4,000 pounds. To get rid of the unwanted surplus, suppliers 
cut their prices. As prices fall, consumers buy more, eliminating the surplus and moving the market back to equilibrium. 
In (b), the market price is below the equilibrium price. At this price, $2, the quantity demanded (8,000 pounds) exceeds 
the quantity supplied (3,000 pounds), and a shortage of 5,000 pounds is the result. The many frustrated buyers compete 
for the existing supply, offering to buy more and driving the price up toward the equilibrium level. Therefore, with both 
shortages and surpluses, market prices tend to pull the market back to the equilibrium level.

surplus
a situation where quantity 
supplied exceeds quantity 
demanded

shortage
a situation where quantity 
demanded exceeds quantity 
supplied
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Business News
The Super Bowl is a high demand, limited sup-

ply sports event. The face value on most Super 
Bowl tickets is in the $700 to $900 range. Many 

of the recipients of the tickets are corporate spon-
sors or are affiliated with the teams playing in the 
game. There are also some tickets that are allocated 
through a lottery. However, at the face value for the 
tickets at P1, the quantity demanded far exceeds the 
quantity supplied as seen in Exhibit 4. In other words, 
the National Football League (NFL) has not priced 
their tickets equal to what the market will bear. 
Consequently, some fans are willing to pay much 
more, sometimes $6,000 to $7,000, for these tickets 

in the news Scalping and the Super Bowl

from scalpers, who buy the tickets at face value and 
try to sell them for a higher price. While ticket scalp-
ing is illegal in many states, scalpers will still descend 
on the host city to make a profit, even though the 
probability of arrest and conviction are substantial.

But is ticket scalping for athletic events and 
concerts really so objectionable? Could scalpers be 
transferring tickets into the hands of those who value 
them the most? The buyer must value attending the 
event more than the scalped price of the ticket or he 
would not buy the ticket. The seller would not sell her 
ticket unless she valued the money from the ticket 
more than attending the event. That is, the scalper 

QImagine that you own a butcher shop. 
Recently, you have noticed that at about noon, you 
run out of your daily supply of chicken. Puzzling 
over your predicament, you hypothesize that you 
are charging less than the equilibrium price for your 
chicken. Should you raise the price of your chicken? 
Explain using a simple graph.

AIf the price you are charging is below the 
equilibrium price (PE), you can draw a horizontal line 
from that price straight across Exhibit 3 and see 
where it intersects the supply and demand curves. 
The point where this horizontal line intersects the 
demand curve indicates how much chicken consum-
ers are willing to buy at the below-equilibrium price 
(P1). Likewise, the intersection of this horizontal line 
with the supply curve indicates how much chicken 
producers are willing to supply at P1. From this, it is 
clear that a shortage (or excess quantity demanded) 
exists, because consumers want more chicken (QD) 
than producers are willing to supply (QS) at this 
relatively low price. This excess quantity demanded 
results in competition among buyers, which will 

push prices up and reduce or eliminate the shortage. 
That is, it would make sense to raise your price on 
chicken. As the price moves up toward the equilib-
rium price, consumers will be willing to purchase less 
(some will substitute fish, steak, or ground round), 
and producers will have an incentive to supply more 
chicken.

SHORTAGES

Shortages
section 5.1
exhibit 3
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Business News

Business News
The fallout from Hurricane Katrina has featured a lot 

of ignorance and demagoguery about prices. Let’s 
look at some of it. One undeniable fact is that the 

hurricane disaster changed scarcity conditions. There 
are fewer stores, fewer units of housing, less gasoline 
and a shortage of many other goods and services used 
on a daily basis. Rising prices are not only a manifesta-
tion of these changed scarcity conditions, they help us 
cope, adjust and get us on the road to recovery.

in the news The Role of Prices in the Aftermath 
of Hurricane Katrina

Here’s a which-is-better question for you. 
Suppose a hotel room rented for $79 a night prior to 
Hurricane Katrina’s devastation. Based on that price, 
an evacuating family of four might rent two adjoining 
rooms. When they arrive at the hotel, they find the 
rooms rent for $200; they decide to make do with 
one room. In my book, that’s wonderful. The family 
voluntarily opted to make a room available for anoth-
er family who had to evacuate or whose home was 

has helped transfer tickets from those placing lower 
values on them to those placing higher values on 
them. The sponsors of the event are the losers, in the 
form of lost profits, for failing to charge the higher 
equilibrium market price. Why would the NFL not 

charge the higher price? Perhaps it sends a sign of 
goodwill to NFL fans, even if they have no appreciable 
chance of getting a ticket. That is, maybe the NFL is 
willing to take a hit on short-run profits to make sure 
they keep their base of fans (long-run profits).

(continued)
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section 5.1
exhibit 4

At the face value for Super Bowl tickets (P1), there is a 
shortage. That is, at P1, the quantity demanded (QD) is 
greater than the quantity supplied (QS).
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The Market for 
Super Bowl Tickets
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Business News

1. The intersection of the supply and demand curves shows the equilibrium price and equilibrium quantity 
in a market.

2. A surplus is a situation where quantity supplied exceeds quantity demanded.

3. A shortage is a situation where quantity demanded exceeds quantity supplied.

4. Shortages and surpluses set in motion actions by many buyers and sellers that will move the market toward 
the equilibrium price and quantity unless otherwise prevented.

1. How does the intersection of supply and demand indicate the equilibrium price and quantity in a market?

2. What can cause a change in the supply and demand equilibrium?

3. What must be true about the price charged for a shortage to occur?

4. What must be true about the price charged for a surplus to occur?

5. Why do market forces tend to eliminate both shortages and surpluses?

6. If tea prices were above their equilibrium level, what force would tend to push tea prices down? If tea prices 
were below their equilibrium level, what force would tend to push tea prices up?

S E C T I O N    C H E C K

destroyed. Demagogues will call this price-gouging, 
but I ask you, which is preferable: a room available 
at $200 or a room unavailable at $79? Rising prices 
get people to voluntarily economize on goods and 
services rendered scarcer by the disaster.

After Hurricane Katrina struck, gasoline prices shot 
up almost a dollar nearly overnight. Some people have 
been quick to call this price-gouging, particularly since 
wholesalers and retailers were charging the higher 
price for gasoline already purchased and in their tanks 
prior to the hurricane. The fact of business is that what a 
seller paid for something doesn’t necessarily determine 
its selling price. Put in a bit more sophisticated way: 
Historical costs have nothing to do with selling price. 
For example, suppose you maintained a 10-pound 
inventory of coffee in your cupboard. When I ran out, 
you’d occasionally sell me a pound for $2. Suppose 
there’s a freeze in Brazil destroying much of the coffee 
crop, driving coffee prices to $5 a pound. Then I come 
around to purchase coffee. Are you going to charge me 

$2 a pound, what you paid for it, or $5, what it’s going 
to cost you to restock your coffee inventory?

What about the house that you might have pur-
chased for $50,000 in 1970 that you’re selling today? 
If you charged me $250,000 for it, today’s price for 
its replacement, as opposed to what you paid for it, 
are you guilty of price-gouging?

Recovering from Katrina means resources will 
have to be moved to the Gulf Coast. I ask you, how 
does one get electricians, plumbers and other artisans 
to give up their comfortable homes and livelihoods in 
Virginia and Pennsylvania and travel to Mobile and 
New Orleans to help in the recovery? If you said pay 
them higher prices, go to the head of the class. Higher 
prices, along with windfall profits, are economic sig-
nals of unmet human wants. As such, they encourage 
producers to meet those human wants. . . .

—  B Y  W A L T E R  E .  W I L L I A M S

S E P T E M B E R  1 4 ,  2 0 0 5 ,  T O W N H A L L . C O M

in the news The Role of Prices in the Aftermath 
of Hurricane Katrina (cont.)
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When one of the many determinants of demand or 
supply (input prices, prices of related products, 

number of suppliers, expectations, technology, and so 
on) changes, the demand and/or supply curves will 
shift, leading to changes in the equilibrium price and 
equilibrium quantity. We first consider a change in 
demand.

A Change in Demand

A shift in the demand curve—caused by a change 
in the price of a related good (substitutes or 

complements), income, the number of buyers, tastes, 
or expectations—results in a change in both equilib-
rium price and equilibrium quantity, assuming the 
supply curve has not changed. But how and why does 
this relationship happen? The answer can be most 
clearly explained by means of an example. Suppose 
a new study claimed that two cups of coffee per day 

had  significant health benefits. We would expect an 
increase in the demand for coffee. An increase in 
demand, ceteris paribus, will lead to a higher equi-
librium price and a higher equilibrium quantity, as 
shown in Exhibit 1. The rightward shift of the demand 
curve results in an increase in both equilibrium price 
and quantity, ceteris paribus.

A Change in Supply

Like a shift in demand, a shift in the supply curve 
will also influence both equilibrium price and equi-

librium quantity, assuming that demand for the product 
has not changed. For example, what impact would unfa-
vorable weather conditions have in coffee- producing 
countries? Such conditions could cause a reduction in 
the supply of coffee. A decrease in supply, ceteris pari-
bus, will lead to a higher equilibrium price and a lower 
equilibrium quantity, as shown in Exhibit 2.

n What happens to equilibrium price and quantity when the demand curve shifts?

n What happens to equilibrium price and quantity when the supply curve shifts?

n What happens when both supply and demand shift in the same time period?

n What is an indeterminate solution?

Changes in Equilibrium 
Price and Quantity

S E C T I O N

5.2

An Increase in Demand
section 5.2
exhibit 1

An increase in demand leads to a higher equilibrium 
price and a greater equilibrium quantity, ceteris paribus.
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A Decrease in Supply
section 5.2
exhibit 2

A decrease in supply leads to an increase in equilib-
rium price and a decrease in equilibrium quantity.
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QIn ski resorts such as Aspen and Sun Valley, 
hotel prices are higher in February (in-season when 
more skiers want to ski) than in May (off-season 
when fewer skiers want to ski). If the May hotel prices 
were charged in February, what problem would 
arise? What if we charged February’s price in May?

AIn the (likely) event that supply is not altered 
 significantly, demand is chiefly responsible for 
the higher prices in the prime skiing months. In 
Exhibit 3(a), if prices were maintained at the off-
season rates (PMay) all year long, a shortage would 
exist—the difference between points A and B in 
Exhibit 3(a). This excess demand at the off-peak 
prices causes prime-season rates to be higher. 
After all, why would a self-interested resort owner 
rent you a room for less than its opportunity cost 
(what someone else would be willing to pay)? For 
example, at the Hotel Jerome in Aspen, the price per 
night of a Deluxe King room is almost 6 times higher 
in late December (in-season) than it is in mid-May 
(off- season). In Exhibit 3(b), we see that if hotels 

were to charge the in-season price (PFeb) during the 
off-season (May), a surplus would result—the differ-
ence between points C and D. Now, it would be this 
excess supply during the off-season (at in-season 
prices) that would cause the price to fall. Who needs 
all the empty rooms?

CHANGE IN DEMAND

What would happen if the Hotel Jerome, pictured 
above, charged the lower out-of-season rate for 
resort rentals during peak ski season?

The Market for Aspen Rentals
section 5.2
exhibit 3
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Changes in Both 
Supply and Demand

We have discussed that, as part of the continual 
process of adjustment that occurs in the market-

place, supply and demand can each shift in response to 
many different factors, with the market then adjusting 
toward the new equilibrium. We have, so far, only 
considered what happens when just one such change 
occurs at a time. In these cases, we learned that the 
results of the adjustments in supply and demand on 
the equilibrium price and quantity are predictable. 
However, both supply and demand will often shift in 
the same time period. Can we predict what will hap-
pen to equilibrium prices and equilibrium quantities in 
these situations?

As you will see, when supply and demand move 
at the same time, we can predict the change in one
variable (price or quantity), but we are unable to 
 predict the direction of the effect on the other variable 
with any certainty. The change in the second variable, 

then, is said to be indeterminate, because it cannot 
be determined without additional information about 
the size of the relative shifts in supply and demand. 
This concept will become clearer to you as we work 
through the following example.

An Increase in Supply 
and a Decrease in Demand
In Exhibits 4(a) and 4(b), we have an increase in supply 
and a decrease in demand. These changes will clearly 
result in a decrease in the equilibrium price, because 
both the increase in supply and the decrease in demand 
work to push this price down. This drop in equilibrium 
price (from P1 to P2) is shown in the movement from 
E1 to E2 in Exhibits 4(a) and 4(b).

The effect of these changes on equilibrium price is 
clear, but how does the equilibrium quantity change? 
The impact on equilibrium quantity is indeterminate 
because the increase in supply increases the equilibrium 
quantity and the decrease in demand decreases it. In 
this scenario, the change in the equilibrium quantity 

Shifts in Supply and Demand
section 5.2
exhibit 4

Small
Increase
in Supply

Large
Decrease

in Demand

P2 E2

S2 

E1

S1

Q1

D2

Q2

P1

P
ri

ce

Quantity

a. A Small Increase in Supply and a Large
    Decrease in Demand

0

D1

Large
Increase
in Supply

Small
Decrease

in Demand

b. A Large Increase in Supply and a Small
    Decrease in Demand

P2

E2

S2

E1

S1

Q1

D1

D2

Q2

P1

P
ri

ce

Quantity

0

If the decrease in demand (leftward shift) is greater 
than the increase in supply (rightward shift), the 
equilibrium price and equilibrium quantity will fall.

If the increase in supply (rightward shift) is greater than 
the decrease in demand (leftward shift), the equilibrium 
price will fall and the equilibrium  quantity will rise.
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will vary depending on the relative changes in supply 
and demand. If, as shown in Exhibit 4(a), the decrease 
in demand is greater than the increase in supply, the 
equilibrium quantity will decrease. If, however, as 
shown in Exhibit 4(b), the increase in supply is greater 
than the decrease in demand, the equilibrium quantity 
will increase.

An Increase in the Demand 
and Supply of HD Televisions

section 5.2
exhibit 5

The increase in supply and demand caused 
an increase in the equilibrium quantity. Price 
is the  indeterminate variable. Because the 
supply of HD  televisions shifted more than the 
demand for HD televisions, the price of HD 
televisions has fallen.
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The Effect of Changing Demand and/or Supply
section 5.2
exhibit 6

Then Equilibrium and Equilibrium
If Demand and Supply Quantity Price

1. Increases Stays unchanged Increases Increases
2. Decreases Stays unchanged Decreases Decreases
3. Stays unchanged Increases Increases Decreases
4. Stays unchanged Decreases Decreases Increases
5. Increases Increases Increases Indeterminate*
6. Decreases Decreases Decreases Indeterminate*
7. Increases Decreases Indeterminate* Increases
8. Decreases Increases Indeterminate* Decreases

*May increase, decrease, or remain the same, depending on the size of the change in demand relative to the
 change in supply.

An Increase in Demand and Supply
It is also possible that both supply and demand will 
increase (or decrease). This situation, for example, has 
happened with flat screen televisions (and with DVDs, 
laptops, cell phones, high definition (HD) televisions, 
digital cameras, and other electronic equipment, too). 
As a result of technological breakthroughs and new 
factories manufacturing HD televisions, the supply 
curve for HD televisions shifted to the right. That is, 
at any given price, more HD televisions were offered 
than before. But with rising income and an increasing 
number of buyers in the market, the demand for HD 
televisions increased as well. As shown in Exhibit 5, 
both the increased demand and the increased supply 
caused an increase in the equilibrium quantity—more 
HD televisions were sold. The equilibrium price could 
have gone either up (because of increased demand) or 
down (because of increased supply), depending on the 
relative sizes of the demand and supply shifts. In this 
case, price is the indeterminate variable. However, in 
the case of HD televisions, we know that the supply 
curve shifted more than the demand curve, so that the 
effect of increased supply pushing prices down out-
weighed the effect of increased demand pushing prices 
up. As a result, the equilibrium price of HD televisions 
has fallen (from P1 to P2) over time.

The Combinations of Supply 
and Demand Shifts

The eight possible changes in demand and/or supply 
are presented in Exhibit 6, along with the result-

ing changes in equilibrium quantity and equilibrium 
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The Combination of Supply and Demand Shifts
section 5.2
exhibit 7
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price. Even though you could memorize the impact of 
the various possible changes in demand and supply, it 
would be more profitable to draw a graph, as shown 
in Exhibit 7, whenever a situation of changing demand 
and/or supply arises. Remember that an increase in 
either demand or supply means a rightward shift in the 

curve, while a decrease in either means a leftward shift. 
Also, when both demand and supply change, one of the 
two equilibrium values, price or quantity, will change 
in an indeterminate manner (increase or decrease), 
depending on the relative magnitude of the changes in 
supply and demand.

COLLEGE ENROLLMENT AND THE 
PRICE OF GOING TO COLLEGE

QHow is it possible that the price of a college 
education has increased significantly over the past 
37 years, yet many more students are attending col-
lege? Does this relationship defy the law of demand?

AIf we know the price of a college education 
(adjusted for inflation) and the number of students 
enrolled in college for the two years 1970 and 2010, 
we can tell a plausible story using the analysis of 

(continued)
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supply and demand. In Exhibit 8(a), suppose that we 
have data for points A and B; the price of a college 
education and the quantity (the number of college 
students enrolled in the respective years, 1970 and 
2010). In Exhibit 8(b), we connect the two points with 
supply and demand curves and see a decrease in sup-
ply and an increase in demand. Demand increased 
between 1970 and 2010 for at least two reasons. 
First, on the demand side, as population grows, a 
greater number of buyers want a college education. 
Second, a college education is a normal good; as 
income increases, buyers increase their demand for 
a college education. On the supply side, several fac-
tors caused the supply curve for education to shift 
to the left: the cost of maintenance (hiring additional 
staff and increasing faculty salaries), new equipment 
(computers, lab equipment, and library supplies), 
and buildings (additional classrooms, labs, cafeteria 
expansions, and dormitory space).

This situation does not defy the law of demand 
that states that there is an inverse relationship 

COLLEGE ENROLLMENT AND THE 
PRICE OF GOING TO COLLEGE (cont .)

Market for College Education
section 5.2
exhibit 8
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between price and quantity demanded, ceteris pari-
bus. The truth is that supply and demand curves are 
shifting constantly. In this case, the demand (increas-
ing) and supply (decreasing) caused price and quan-
tity to rise.
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QDuring the second half of the twentieth cen-
tury, demand for chicken increased because of rising 
income and the purported health benefits. However, 
as the demand for chicken increased, the price fell. 
Why? (Hint: Remember it is supply and demand.)

AEven though the demand for chicken did 
increase (a small rightward shift), the supply of chicken 
increased even more—technological advances in 
the poultry industry and many new suppliers caused 
the supply curve to shift rightward. In order for the 
price to fall, the supply must have shifted further to 
the right than the demand curve. The result is more 
chickens consumed at a lower price.

SUPPLY AND DEMAND APPLICATIONS

QSuppose the demand for air travel decreases 
because of air safety concerns. At the same time, 
the price of jet fuel increases. What do you think will 
happen to the price and quantity of air travel?

AThe decrease in demand (leftward shift) for 
air travel and the decrease in supply (leftward shift) 
result from the higher input cost of jet fuel. These 
factors reduce the quantity of air travel. The price 
change will depend on the magnitude of the shifts 
in the demand and supply curves. That is, price is 
indeterminate.
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QSuppose the demand of gasoline  increases 
because of world economic growth and higher 
incomes. At the same time, supply decreases 
because of hostilities in the Middle East and refinery 
problems. What can we predict would happen to the 
price and quantity of gasoline?

AThe increase in demand (rightward shift) and 
the decrease in supply (leftward shift) would lead 
to an increase in price. We are not sure about the 
quantity of gasoline consumed—it depends on the 
magnitude of the shifts in the demand and supply 
curves. That is, quantity is indeterminate.
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QHypothetically, suppose a new study reveals 
that sugar can have “huge” negative health conse-
quences, causing a large decrease in demand. In 
addition, a slight reduction in the sugar yield occurs 
because of bad weather in sugar-producing areas. 
What do you think will happen to the price and quan-
tity of sugar?

AA large decrease in demand (leftward shift) for 
sugar and a small decrease in supply (leftward shift) 
because of bad weather lead to a reduction in price 
and a large reduction in quantity.
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(continued)
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SUPPLY AND DEMAND APPLICATIONS (cont .)

QAs the price of oil rises, many may switch to 
burning natural gas to save money. Can buyers of 
natural gas expect any surprises?

AIf oil and natural gas are substitutes, then the 
higher price for oil will cause an increase in demand 
for natural gas (rightward shift). As a result, the price 
and quantity of natural gas will rise.
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Supply, Demand, 
and the Market Economy

Supply and demand are at the very foundation 
of the market system. They determine the prices 

of goods and services and determine how our scarce 
resources are allocated. What is truly amazing is how 
producers respond to the complex wants of the popula-
tion without having tremendous shortages or surpluses, 
despite the fact that in a “free market,” no single indi-
vidual or agency makes decisions about what to pro-
duce. The market system provides a way for millions of 
producers and consumers to allocate scarce resources. 
Buyers and sellers indicate their wants through their 
actions and inactions in the marketplace, and this col-
lective “voice” determines how resources are allocated. 
But how is this information communicated? Market 
prices serve as the language of the market system.

We often say the decision is made by “the mar-
ket” or “market forces,” but this is of little help in 

 pinpointing the name and the place of the decision 
maker. In fact, no single person makes decisions about 
the quantity and quality of television, cars, beds, or 
any other goods or services consumed in the economy. 
Literally millions of people, both producers and con-
sumers, participate in the decision-making process. To 
paraphrase a statement made popular by the first great 
modern economist, Adam Smith, it is as if an invisible 
hand works to coordinate the efforts of millions of 
diverse participants in the complex process of produc-
ing and distributing goods and services.

Market prices communicate important information 
to both buyers and sellers. They reveal information 
about the relative availability of products to buyers and 
they provide sellers with critical information about the 
relative value that consumers place on those products. 
In effect, market prices provide a way for both buyers 
and sellers to communicate about the relative value of 
resources. This communication results in a shifting of 
resources from those uses that are less valued to those 
that are more valued.

S E C T I O N    C H E C K

1. Changes in demand will cause a change in the equilibrium price and/or quantity, ceteris paribus.

2. Changes in supply will cause a change in the equilibrium price and/or quantity, ceteris paribus.

3. Supply and demand curves can shift simultaneously in response to changes in both supply and demand 
determinants.

4. When simultaneous shifts occur in both supply and demand curves, we will be able to determine one, but not 
both, of the variables. Either the equilibrium price or the equilibrium quantity will be indeterminate without 
more information.
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Price Controls

Although nonequilibrium prices can occur natu-
rally in the private sector, reflecting uncertainty, 

they seldom last for long. Governments, however, may 
impose nonequilibrium prices for significant periods. 
Price controls involve the use of the power of the state 
to establish prices different from the equilibrium prices 
that would otherwise prevail. The motivations for price 
controls vary with the market under con-
sideration. For example, a price ceiling, 
a legal maximum price, is often set for 
goods deemed important to low-income 
households, such as housing. Or a price 

floor, a legal minimum price, may be set 
on wages because wages are the primary 
source of income for most people.

Price controls are not always imple-
mented by the federal government. Local governments 
(and more rarely, private companies) can and do 
impose local price controls. One fairly well-known 
example is rent control. The inflation of the late 1970s 
meant rapidly rising rents; and some  communities, such 
as Santa Monica, California, decided to do something 
about it. In response, they limited how much landlords 
could charge for rental housing.

Price Ceilings: Rent Controls

Rent control experiences can be found in many 
cities across the country. San Francisco, Berkeley, 

and New York City all have had some form of rent 
control. Although the rules may vary from city to city 
and over time, generally the price (or rent) of an apart-
ment remains fixed over the tenure of an occupant, 
except for allowable annual increases tied to the cost 

of living or some other price index. 
When an occupant moves out, the own-
ers can usually, but not always, raise 
the rent to a near-market level for the 
next occupant. The controlled rents for 
existing occupants, however, are gener-
ally well below market rental rates.

Results of Rent Controls
Most people living in rent-controlled apartments 
are getting a good deal, one that they would lose 
by moving as their family circumstances or income 
changes. Tenants thus are reluctant to give up their 
 governmentally granted right to a below-market-rent 
apartment. In addition, because the rents received by 
landlords are constrained and below market levels, the 

1. Does an increase in demand create a shortage or surplus at the original price?

2. What happens to the equilibrium price and quantity as a result of a demand increase?

3. Does an increase in supply create a shortage or surplus at the original price?

4. Assuming the market is already at equilibrium, what happens to the equilibrium price and quantity as
a result of a supply increase?

5. Why do heating oil prices tend to be higher in the winter?

6. Why are evening and weekend long-distance calls cheaper than weekday long-distance calls?

7. What would have to be true for both supply and demand to shift in the same time period?

8. When both supply and demand shift, what added information do we need to know in order to determine in
which direction the indeterminate variable changes? 

9. If both buyers and sellers of grapes expect grape prices to rise in the near future, what will happen to grape
prices and sales today?

10. If demand for peanut butter increases and supply decreases, what will happen to equilibrium price
and quantity?

n What are price controls?

n What are price ceilings?

n What are price floors?

n What is the law of unintended 
 consequences?

Price Controls
S E C T I O N

5.3

price ceiling 
a legally established 
maximum price

price floor 
a legally established 
minimum price
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– B Y  M A C D O N A L D  D Z I R U T W E

ZIMBABWE’S government and the country’s 
businesses have clashed over prices of basic 
commodities, now blamed for widespread 

shortages days after disputed polls won by President 
Robert Mugabe’s ruling party.

Prices shot up by as much as 100 percent after 
the March 31 parliamentary elections in which 
Mugabe’s ZANU-PF government defeated the oppo-
sition Movement for Democratic Change (MDC), but 
the government swiftly moved in, ordering busi-
nesses to reverse the increases.

“Increases were actually delayed to avoid harsh 
criticism of the government ahead of the elections 
but now the government is saying you can not 
increase prices without consulting us . . . that’s not 
what we agreed,” a spokesman for the Confederation 
of Zimbabwe Industries told Reuters.

The staple maize-meal, sugar and cooking oil have 
disappeared from most shops in Harare’s city centre 
and suburbs while most pumps at fuel stations have 
run dry, forcing motorists to brace for long queues.

Maize-meal supplies were already erratic in the 
country in recent months with supermarkets out of 
stocks for days on end and long queues quickly form 
where the commodity is available.

SOURCE: newzimbabwe.com, retrieved 12/01/2008. © newzimbabwe.com.

ZIMBABWE PRICE CONTROLS 
SPARK FOOD SHORTAGES
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 consider this:
In July of 2007, Zimbabwe’s government threatened to 
seize any business that did not roll their prices back. 
But many shop-keepers and manufacturers threatened 
to shut down and lay off workers rather than produce at 
a loss.  Gasoline was disappearing from the pumps and 
many workers were forced to walk to work. Shoppers 
were told to queue (wait in line) for whatever products 
were left on the shelf. Police were sent in to enforce the

price controls which resulted in hundreds of shop owners 
being arrested for not lowering prices enough. In short, 
price controls and the resulting shortages can turn into 
social unrest. This is not the first time Zimbabwe has 
tried price controls; they are usually short-lived and poorly 
enforced. In 2009, the finance minister Patrick Chinamasa 
announced the government is abandoning price controls. 
Mr. Chinamasa told parliament “that price controls would 
be abandoned because they had “unintentionally” harmed 
businesses and added to Zimbabwe’s hyperinflation.”



rate of return (roughly, the profit) on housing invest-
ments falls compared with that on other forms of real 
estate not subject to rent controls, such as office rents 
or mortgage payments on condominiums. Hence, the 
incentive to construct new housing is reduced.

Further, when landlords are limited in the rents they 
can charge, they have little incentive to improve or upgrade 
apartments—by putting in new kitchen appliances or new 
carpeting, for instance. In fact, rent controls give landlords 
some incentive to avoid routine maintenance, thereby low-
ering the cost of apartment ownership to a figure approxi-
mating the controlled rental price, although the quality of 
the housing stock will deteriorate over time.

Another impact of rent controls is that they promote 
housing discrimination. Where rent controls do not exist, 
prejudiced landlords might willingly rent to people they 
believe are undesirable simply because the undesirables 
are the only ones willing to pay the requested rents (and 
the landlords are not willing to lower their rents substan-
tially to get desirable renters because of the possible loss 
of thousands of dollars in income). With rent controls, 
each rent-controlled apartment is likely to attract many 
possible renters, some desirable and some undesirable 
as judged by the landlord, simply because the rent is 
at a below- equilibrium price. Landlords can indulge 
in their “taste” for discrimination without any addi-
tional financial loss beyond that required by the controls. 
Consequently, they will be more likely to choose to rent 
to desirable people, perhaps a family without children or 
pets, rather than to undesirable ones, perhaps a family 
with lower income and so a greater risk of nonpayment.

Exhibit 1 shows the impact of rent controls. If the 
price ceiling (PRC) is set below the equilibrium price 
(PE), consumers are willing to buy QD, but producers 

are only willing to supply QS. The rent control policy 
will therefore create a persistent shortage, the differ-
ence between QD and QS.

Price Floors: 
The Minimum Wage

The argument for a minimum wage is simple: 
Existing wages for workers in some types of labor 

markets do not allow for a very high standard of liv-
ing, and a minimum wage allows those workers to 
live better than before. Ever since 1938, when the first 
minimum wage was established (at 25 cents per hour), 
the federal government has, by legislation, made it ille-
gal to pay most workers an amount below the current 
legislated minimum wage. As of July of 2009, the federal 
minimum wage was set at $7.25. A number of states also 
have minimum wage laws. In cases where an employee 
is subject to both state and federal minimum wage laws, 
the employee is entitled to the higher minimum wage.

Let’s examine graphically the impact of a minimum 
wage on low-skilled workers. In Exhibit 2, suppose the 
government sets the minimum wage, WMIN , above the 
market equilibrium wage, WE. In Exhibit 2, we see that 
the price floor is binding. That is, there is a surplus of low-
skilled workers at WMIN, because the quantity of labor 
supplied is greater than the quantity of labor demanded. 
The reason for the surplus of low-skilled workers (unem-
ployment) at WMIN is that more people are willing to work 
than employers are willing and able to hire.

Rent Controls
section 5.3
exhibit 1
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The impact of a rent ceiling set below the 
equilibrium price is a persistent shortage.

Unemployment Effects 
of a Minimum Wage 
on Low-Skilled Workers

section 5.3
exhibit 2

The impact of a price floor (a minimum wage) set 
above the equilibrium price is a surplus—in this case, 
a surplus of low-skilled workers.
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Notice that not everyone loses from a mini-
mum wage. Workers who continue to hold jobs 
have higher incomes—those between 0 and QD in 
Exhibit 2. However, many low-skilled workers suffer 
from a minimum wage—those between QD and QS in 
Exhibit 2—because they either lose their jobs or are 
unable to get them in the first place. Although studies 
disagree somewhat on the precise magnitudes, they 
largely agree that minimum wage laws do create some 
unemployment and that the unemployment is concen-
trated among teenagers—the least-experienced and 
least-skilled members of the labor force.

Most U.S. workers are not affected by the minimum 
wage because in the market for their skills, they earn 
wages that exceed the minimum wage. For example, a 
minimum wage will not affect the unemployment rate 
for physicians. In Exhibit 3, we see the labor market for 
skilled and experienced workers. In this market, the min-
imum wage (the price floor) is not binding because these 
workers are earning wages that far exceed the minimum 
wage—WE is much higher than WMIN.

This analysis does not “prove” that minimum wage 
laws are “bad” and should be abolished. First, consider 
the empirical question of how much unemployment is 
caused by minimum wages. Economists David Card 
and Alan Kreuger published a controversial study on the 
increase in minimum wage in the fast food industry in 
New Jersey and Pennsylvania. They found the effect on 
employment to be quite small. However, other research-
ers using similar data have found the effect on employ-
ment to be much larger. In fact, most empirical studies 
indicate that a 10 percent increase in the minimum wage 

Unemployment Effects 
of a Minimum Wage 
on Skilled Workers

section 5.3
exhibit 3

There is no impact of a price floor on the market for 
skilled workers. In this market, the price floor (the 
minimum wage) is not binding.
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In 1974, the government imposed price ceilings on 
gasoline. The result was shortages. In some cities, 
such as Chicago, Portland, and New York, drivers 
waited over an hour to fill up their tanks. As you 
know, the value of your time has an opportunity cost.
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would reduce employment of teenagers between 1 and 
3 percent. Second, some might believe that the cost of 
unemployment resulting from a minimum wage is a rea-
sonable price to pay for ensuring that those with jobs get 
a “decent” wage. However, opponents of minimum wage 
argue that it might induce teenagers to drop out of school. 
Less than one-third of minimum wage earners are from 
families with incomes below the poverty line. In fact, 
many recipients of the minimum wage are part-time teen-
age workers from middle income families. More efficient 
methods transfer income to low-wage workers; perhaps 
a wage subsidy like a earned income tax credit. This 
is a government program that supplements low wage-
 workers. Of course, there are no free lunches so subsidies 
in the form of wages, income, or rent ultimately cost tax-
payers. We will revisit this topic in upcoming chapters.

However, the analysis does point out there is a cost 
to having a minimum wage: The burden of the mini-
mum wage falls not only on low-skilled workers and 
employers but also on consumers of products made 
more costly by the minimum wage.

Price Ceilings: 
Price Controls on Gasoline

Another example of price ceilings leading to shortages 
is the price controls imposed on gasoline in 1974. In 

1973, the Organization of Petroleum Exporting Nations 
(OPEC) reduced the supply of oil. Because crude oil is the 
most important input in the production of gasoline, this 
reduction in the supply of oil caused a shift in the  supply 
curve for gasoline leftward from S1 to S2 in Exhibit 4. In 
an effort to prevent sharply rising prices, the government 
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Gasoline Price Ceiling
section 5.3
exhibit 4
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The higher price of crude oil (a major input for gasoline) 
caused the supply curve to shift leftward from S1 to S2. 
Without price controls, the price would have risen to 
P2. However, with the binding price ceiling consumers 
were able and willing to buy QD but producers were able 
and willing to sell QS. Therefore, a shortage of QD � QS 
occurred at PC.

What do you think would happen to the number 
of teenagers getting jobs if we raised the 
minimum wage to $50 an hour?

imposed price controls on gasoline in 1974. The govern-
ment told gasoline stations they could not charge more 
than PC for gasoline. But people wanted to buy more 
gasoline than was available at the controlled price, PC. 
That is, a shortage developed at PC, as you can see in 
Exhibit 4. Some customers were lucky enough to get their 
gasoline at PC (0 to QS), but others were left wanting 
(QS to QD). The price ceiling was binding. Consequently, 
people wasted hours waiting in line for gasoline. Some 
gas stations sold their gas on a first-come, first-served 
basis. Some states implemented an even/odd license plate 
system. If your license plate ended in an odd  number, you 
could buy gas on only odd numbered days. In addition, 
quantity restrictions meant that some stations would 
only allow you to buy a few gallons a day; when they 
ran out of gas, they closed for the day. Many gas stations 
were closed in the evenings and on weekends.

A number of government officials wanted to put the 
blame on OPEC, but if prices were allowed to rise to their 
equilibrium at E2, shortages would have been avoided. 
Instead, it would have meant higher prices at P2 and a 
greater quantity sold, Q2 rather than QS. Of course, not 
everybody was unhappy with the price ceil-
ing. Recall our discussion of opportunity 
cost in Chapter 2. People place different 
 values on their time. People with a low 
opportunity cost of time but who cannot 
as easily afford the higher price per gallon 
(e.g., poor retired senior citizens) would be 

more likely to favor the controls. Surgeons, lawyers, and 
others who have high hourly wages and salaries would 
view the controls less favorably, because the time spent 
waiting in line may be worth more to them than paying 
the higher price for gasoline.

Unintended Consequences

When markets are altered for policy reasons, it is 
wise to remember that actions do not always have 

the results that were initially intended—in other words, 
actions can have unintended consequences. As econo-
mists, we must always look for the secondary effects of 
an action, which may occur along with the initial effects. 
For example, the government is often well intentioned 
when it adopts price controls to help low-skilled work-
ers or tenants in search of affordable housing; however, 
such policies may also cause unintended consequences 
that could completely undermine the intended effects. 
For example, rent controls may have the immediate effect 
of lowering rents, but secondary effects may well include 
low vacancy rates, discrimination against low-income 
and large families, deterioration of the quality of rental 
units, and black markets. Similarly, a sizable increase in 
the minimum wage may help many low-skilled work-
ers or apprentices but may also result in higher unem-
ployment and/or a reduction in fringe benefits, such as 

vacations and discounts to employees. 
Society has to make tough decisions, and 
if the government subsidizes some pro-
grams or groups of people in one area, 
then something must always be given up 
somewhere else. The “law of scarcity” 
cannot be repealed!

unintended 
consequences 
the secondary effects of an 
action that may occur after 
the initial effects
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Business News
“[R]ent control appears to be the most 

efficient technique presently known 
to destroy a city—except for bomb-

ing,” Swedish economist Assar Lindbeck observed 
in a 1972 book. Rent control is a big cause of New 
York City’s chronic financial mess, a huge cause of 
its notorious housing scarcity and a neat illustration 
of its political unreality. Ending it would be a big step 
toward unleashing a construction boom and boost-
ing its economy to offset destructive tax increases.

New York has maintained price controls on 
rent since World War II. . . .William Tucker, the writer 
who has studied the costs most closely, estimates 
the direct costs of rent control at $2 billion a year, 

in the news Rent Control: New York’s Self-Destruction

exclusive of the effect of shrinking the property 
tax base.

Rent control . . . has inhibited construction in the 
city. During the recession of 1990–91, the city actu-
ally lost more housing units than it gained. . . .

The Manhattan Institute chartered an elabo-
rate study by Henry O. Pollakowski, an MIT hous-
ing expert. He concluded, “tenants in low- and 
 moderate-income areas receive little or no benefit 
from rent stabilization, while tenants in more afflu-
ent locations are effectively subsidized for a sub-
stantial portion of their rent.”

SOURCE: Robert L. Bartley, “Rent Control: New York’s Self-Destruction,” Wall Street 

Journal, May 19, 2003, p. A17.

QIf binding price controls are imposed by the 
government at levels that are either above or below 
the equilibrium price, is the quantity of goods bought 
(and sold) less than the equilibrium quantity?

AIf a price ceiling (a legally established maxi-
mum price) is set below the equilibrium price, 
quantity demanded will be greater than quantity sup-
plied, resulting in a shortage at that price. Because 
producers will only increase the quantity supplied at 
higher prices, ceteris paribus, only QI will be bought 
and sold. Alternatively, if a price floor (a legally 
established minimum price) is set above the equi-
librium price, quantity supplied will be greater than 
quantity demanded, causing a surplus at that price. 
Because consumers will only increase their quantity 
demanded, ceteris paribus, at lower prices, only QI 
will be bought and sold.

BINDING PRICE CONTROLS
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S E C T I O N    C H E C K

1. Price controls involve government mandates to keep prices above or below the market-determined equilib-
rium price.

2. Price ceilings are government-imposed maximum prices.

3. If price ceilings are set below the equilibrium price, shortages will result.

4. Price floors are government-imposed minimum prices.

5. If price floors are set above the equilibrium price, surpluses will result.

6. The law of unintended consequences states that the results of certain actions may not always be as clear as 
they initially appear.

1. How is rent control an example of a price ceiling?

2. What predictable effects result from price ceilings such as rent control?

3. How is the minimum wage law an example of a price floor?

4. What predictable effects result from price floors such as the minimum wage?

5. What may happen to the amount of discrimination against groups such as families with children, pet owners, 
smokers, or students when rent control is imposed?

6. Why does rent control often lead to condominium conversions?

7. What is the law of unintended consequences?

8. Why is the law of unintended consequences so important in making public policy?

Fill in the blanks:

 1. The price at the intersection of the market demand 
curve and the market supply curve is called the 
_____________ price, and the quantity is called the 
_____________ quantity.

 2. A situation where quantity supplied is greater than 
quantity demanded is called a(n) _____________.

 3. A situation where quantity demanded is greater than 
quantity supplied is called a(n) _____________.

 4. At a price greater than the equilibrium price, a(n) 
_____________, or excess quantity supplied, would 
exist. Sellers would be willing to sell _____________ 
than demanders would be willing to buy. Frustrated 
suppliers would _____________ their price and 
_____________ on production, and consumers 
would buy ____________, returning the market to 
 equilibrium.

 5. An increase in demand results in a(n) _____________ 
equilibrium price and a(n) _____________ equilibrium 
quantity.

 6. A decrease in supply results in a(n) _____________ equilib-
rium price and a(n) _____________ equilibrium quantity.

 7. If demand decreases and supply increases, but the 
decrease in demand is greater than the increase in 
 supply, the equilibrium quantity will _____________.

 8. If supply decreases and demand increases, the equi-
librium price will _____________ and the equilibrium 
quantity will be _____________.

 9. A price _____________ is a legally established maximum 
price; a price _____________ is a legally established 
minimum price.

 10. Rent controls distort market signals and lead to 
_____________ of rent-controlled apartments.

 11. The quality of rent-controlled apartments would tend to 
_____________ over time.

 12. An increase in the minimum wage would tend to create 
_____________ unemployment for low-skilled workers.

 13. The secondary effects of an action that may occur after 
the initial effects are called _____________.

In te rac t i ve  Chapter  Summary

Answers: 1. equilibrium; equilibrium 2. surplus 3. shortage 4. surplus; more; lower; cut back; more 5. greater; greater 6. higher; lower 
7. decrease 8. increase; indeterminate 9. ceiling; floor 10. shortages 11. decline 12. additional 13. unintended consequences
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Sect ion Check Answers

5.1 Market Equilibrium Price 
and Quantity
 1. How does the intersection of supply and 

demand indicate the equilibrium price and 
 quantity in a market?
The intersection of supply and demand indicates the 
equilibrium price and quantity in a market because at 
higher prices, sellers would be frustrated by their inabil-
ity to sell all they would like, leading sellers to compete 
by lowering the price they charge; at lower prices, buy-
ers would be frustrated by their inability to buy all they 
would like, leading buyers to compete by increasing the 
price they offer to pay.

 2. What can cause a change in the supply and 
demand equilibrium?
Changes in any of the demand curve shifters or the sup-
ply curve shifters will change the supply and demand 
equilibrium.

 3. What must be true about the price charged for a 
shortage to occur?
The price charged must be less than the equilibri-
um price, with the result that buyers would like 
to buy more at that price than sellers are willing 
to sell.

 4. What must be true about the price charged for a 
surplus to occur?
The price charged must be greater than the equilibrium 
price, with the result that sellers would like to sell more 
at that price than buyers are willing to buy.

 5. Why do market forces tend to eliminate both 
shortages and surpluses?
Market forces tend to eliminate both shortages and 
surpluses because of the self-interest of the market 
participants. A seller is better off successfully sell-
ing at a lower equilibrium price than not being able 
to sell at a higher price (the surplus situation) and 
a buyer is better off successfully buying at a higher 
equilibrium price than not being able to buy at a 
lower price (the shortage situation). Therefore, we 
expect market forces to eliminate both shortages and 
surpluses.

 6. If tea prices were above their equilibrium 
level, what force would tend to push tea 
prices down? If tea prices were below their 
equilibrium level, what force would tend to 
push tea prices up?
If tea prices were above their equilibrium level, sellers frus-
trated by their inability to sell as much tea as they would 
like at those prices would compete the price of tea down, 
as they tried to make more attractive offers to tea buyers. 
If tea prices were below their equilibrium level, buyers frus-
trated by their inability to buy as much tea as they would 
like at those prices would compete the price of tea up, as 
they tried to make more attractive offers to tea sellers.

5.2 Changes in Equilibrium 
Price and Quantity
 1. Does an increase in demand create a shortage 

or surplus at the original price?
An increase in demand increases the quantity demanded 
at the original equilibrium price, but it does not change 
the quantity supplied at that price, meaning that it would 
create a shortage at the original equilibrium price.

 2. What happens to the equilibrium price and 
 quantity as a result of a demand increase?
Frustrated buyers unable to buy all they would like at 
the original equilibrium price will compete the market 
price higher, and that higher price will induce suppli-
ers to increase their quantity supplied. The result is a 
higher market price and a larger market output.

 3. Does an increase in supply create a shortage 
or surplus at the original price?
An increase in supply increases the quantity supplied at 
the original equilibrium price, but it does not change 
the quantity demanded at that price, meaning that it 
would create a surplus at the original equilibrium price.

 4. Assuming the market is already at equilibrium, 
what happens to the equilibrium price and 
 quantity as a result of a supply increase?
Frustrated sellers unable to sell all they would like at 
the original equilibrium price will compete the market 
price lower, and that lower price will induce demanders 
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to increase their quantity demanded. The result is 
a lower market price and a larger market output.

 5. Why do heating oil prices tend to be higher in 
the winter?
The demand for heating oil is higher in cold weather 
winter months. The result of this higher winter heating 
oil demand, for a given supply curve, is higher prices 
for heating oil in the winter.

 6. Why are evening and weekend long-distance 
calls cheaper than weekday long-distance calls?
The demand for long-distance calls is greatest dur-
ing weekday business hours, but far lower during 
other hours. Because the demand for “off-peak” long-
distance calls is lower, for a given supply curve, prices 
during those hours are lower.

 7. What would have to be true for both supply 
and demand to shift in the same time period?
For both supply and demand to shift in the same time 
period, one or more of both the supply curve shifters 
and the demand curve shifters would have to change in 
that same time period.

 8. When both supply and demand shift, what 
added information do we need to know in 
order to determine in which direction the 
 indeterminate variable changes?
When both supply and demand shift, we need to know 
which of the shifts is of greater magnitude, so we can know 
which of the opposing effects in the indeterminate variable 
is larger; whichever effect is larger will determine the direc-
tion of the net effect on the indeterminate variable.

 9. If both buyers and sellers of grapes expect 
grape prices to rise in the near future, what will 
 happen to grape prices and sales today?
If grape buyers expect grape prices to rise in the near 
future, it will increase their current demand to buy grapes, 
which would tend to increase current prices and increase 
the current quantity of grapes sold. If grape sellers expect 
grape prices to rise in the near future, it will decrease 
their current supply of grapes for sale, which would 
tend to increase current prices and decrease the current 
quantity of grapes sold. Because both these effects tend 
to increase the current price of grapes, grape prices will 
rise. However, the supply and demand curve shifts tend 
to change current sales in opposing directions, so without 
knowing which of these shifts was of a greater magnitude, 
we do not know what will happen to current grape sales. 
They could go up, go down, or even stay the same.

 10. If demand for peanut butter increases and 
 supply decreases, what will happen to 
 equilibrium price and quantity?
An increase in the demand for peanut butter increases 
the equilibrium price and quantity of peanut butter 

sold. A decrease in the supply of peanut butter increases 
the equilibrium price and decreases the quantity of 
 peanut butter sold. The result is an increase in peanut 
butter prices and an indeterminate effect on the quan-
tity of peanut butter sold.

5.3 Price Controls
 1. How is rent control an example 

of a price ceiling?
A price ceiling is a maximum price set below the equi-
librium price by the government. Rent control is an 
example because the controlled rents are held below 
the market equilibrium rent level.

 2. What predictable effects result from price 
 ceilings such as rent control?
The predictable effects resulting from price ceil-
ings include shortages, reduced amounts of the 
controlled good being made available by suppliers, 
reductions in the quality of the controlled good, 
and increased discrimination among potential 
 buyers of the good.

 3. How is the minimum wage law an example 
of a price floor?
A price floor is a minimum price set above the equi-
librium price by the government. The minimum wage 
law is an example because the minimum is set above 
the market equilibrium wage level for some low-skill 
workers.

 4. What predictable effects result from price floors 
such as the minimum wage?
The predictable effects resulting from price floors 
include surpluses, reduced amounts of the con-
trolled good being purchased by demanders, 
increases in the quality of the controlled good, 
and increased discrimination among potential 
sellers of the good.

 5. What may happen to the amount of 
 discrimination against groups such as 
families with children, pet owners, 
smokers, or students when rent control 
is imposed?
Rent control laws prevent prospective renters from 
compensating landlords through higher rents for any 
characteristic landlords find less attractive, whether it 
is bothersome noise from children or pets, odors from 
smokers, increased numbers of renters per unit, risks of 
nonpayment by lower income tenants such as students, 
and so on. As a result, it lowers the cost of discrimi-
nating against anyone with what landlords consider 
unattractive characteristics, because other prospective 
renters without those characteristics are willing to pay 
the same controlled rent.
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 6. Why does rent control often lead to 
 condominium conversions?
Rent control applies to rental apartments, but not to 
apartments owned by their occupants. Therefore, one 
way to get around rent control restrictions on apart-
ment owners’ ability to receive the market value of 
their apartments is to convert those apartments to 
condominiums by selling them to tenants instead (what 
was once a controlled rent becomes part of an uncon-
trolled mortgage payment).

 7. What is the law of unintended consequences?
The law of unintended consequences is the term 
used to remind us that the results of actions are not 

always as clear as they appear, because the secondary 
effects of an action may cause its results to include 
many consequences that were not part of what was 
intended.

 8. Why is the law of unintended consequences so 
important in making public policy?
It is impossible to change just one incentive to achieve a 
particular result through a government policy. A policy 
will change the incentives facing multiple individuals 
making multiple decisions, and changes in all those 
affected choices will result. Sometimes, the unintended 
consequences can be so substantial that they completely 
undermine the intended effects of a policy.
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CHAPTER 5  STUDY GUIDE

True or False:

 1. If the quantity demanded does not equal the quantity supplied, a shortage will always occur.

 2. At the equilibrium price, the quantity demanded equals the quantity supplied.

 3. A decrease in demand results in a lower equilibrium price and a higher equilibrium quantity.

 4. An increase in supply results in a lower equilibrium price and a higher equilibrium quantity.

 5. An increase in supply, combined with a decrease in demand, will decrease the equilibrium price but result in an 
indeterminate change in the equilibrium quantity.

 6. If supply increases and demand decreases, but the increase in supply is greater than the decrease in demand, the 
equilibrium quantity will decrease.

 7. An increase in both demand and supply increases the equilibrium quantity.

 8. Neither a price ceiling at the equilibrium price nor a price floor at the equilibrium price would have any effect on the 
market price or quantity exchanged.

 9. A price ceiling decreases the quantity of a good exchanged, but a price floor increases the quantity of a good exchanged.

 10. A minimum wage (price floor) is likely to be binding in the market for experienced and skilled workers.

Multiple Choice:

 1. A market will experience a ________ in a situation where quantity supplied exceeds quantity demanded and a _______ in 
a situation where quantity demanded exceeds quantity supplied.

 a. shortage; shortage
 b. surplus; surplus
 c. shortage; surplus
 d. surplus; shortage

 2. The price of a good will tend to rise when
 a. a temporary shortage at the current price occurs (assuming no price controls are imposed).
 b. a temporary surplus at the current price occurs (assuming no price controls are imposed).
 c. demand decreases.
 d. supply increases.

 3. Other things equal, a decrease in consumer income would
 a. increase the price and increase the quantity of autos exchanged.
 b. increase the price and decrease the quantity of autos exchanged.
 c. decrease the price and increase the quantity of autos exchanged.
 d. decrease the price and decrease the quantity of autos exchanged.

 4. An increase in the expected future price of a good by consumers would, other things equal,
 a. increase the current price and increase the current quantity exchanged.
 b. increase the current price and decrease the current quantity exchanged.
 c. decrease the current price and increase the current quantity exchanged.
 d. decrease the current price and decrease the current quantity exchanged.

 5. Assume that airline travel is a normal good and intercity bus travel is an inferior good. Higher incomes would
 a. increase both the price and the quantity of airline travel.
 b. decrease both the price and quantity of airline travel.
 c. increase the price and decrease the quantity of intercity bus travel.
 d. decrease the price and increase the quantity of intercity bus travel.
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 6. If you observed the price of a good increasing and the quantity exchanged decreasing, it would be most likely caused by
 a. an increase in demand.
 b. a decrease in demand.
 c. an increase in supply.
 d. a decrease in supply.

 7. If you observed the price of a good increasing and the quantity exchanged increasing, it would be most likely caused by
 a. an increase in demand.
 b. a decrease in demand.
 c. an increase in supply.
 d. a decrease in supply.

 8. If you observed the price of a good decreasing and the quantity exchanged increasing, it would be most likely caused by
 a. an increase in demand.
 b. a decrease in demand.
 c. an increase in supply.
 d. a decrease in supply.

 9. If you observed the price of a good decreasing and the quantity exchanged decreasing, it would be most likely caused by
 a. an increase in demand.
 b. a decrease in demand.
 c. an increase in supply.
 d. a decrease in supply.

 10. If many cooks consider butter and margarine to be substitutes, and the price of butter rises, then in the market for 
margarine

 a. the equilibrium price will rise, while the change to equilibrium quantity is indeterminate.
 b. the equilibrium price will rise, and the equilibrium quantity will fall.
 c. both the equilibrium price and equilibrium quantity will rise.
 d. both the equilibrium price and equilibrium quantity will fall.
 e. the equilibrium price will fall, and the equilibrium quantity will rise.

 11. If you observed that the market price of a good rose while the quantity exchanged fell, which of the following could have 
caused the change?

 a. an increase in supply
 b. a decrease in supply
 c. an increase in demand
 d. a decrease in demand
 e. none of the above

 12. If both supply and demand decreased, but supply decreased more than demand, the result would be
 a. a higher price and a lower equilibrium quantity.
 b. a lower price and a lower equilibrium quantity.
 c. no change in the price and a lower equilibrium quantity.
 d. a higher price and a greater equilibrium quantity.
 e. a lower price and a greater equilibrium quantity.

 13. If the equilibrium price of wheat is $3 per bushel and then a price floor of $2.50 per bushel is imposed by the government,
 a. there will be no effect on the wheat market.
 b. there will be a shortage of wheat.
 c. there will be a surplus of wheat.
 d. the price of wheat will decrease.
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 14. If both supply and demand for a good shifted the same amount to the right, then we would expect that
 a. both the price and quantity exchanged would increase.
 b. price would not change and quantity exchanged would increase.
 c. the price would increase and quantity exchanged would not change.
 d. neither the price nor the quantity exchanged would change.

 15. If, in a given market, the price of inputs increases and income increases (assuming it is a normal good), then
 a. price would increase but the change in quantity exchanged would be indeterminate.
 b. price would decrease but the change in quantity exchanged would be indeterminate.
 c. quantity exchanged would increase but the change in price would be indeterminate.
 d. quantity exchanged would decrease but the change in price would be indeterminate.

 16. Which of the following is true?
 a. A price ceiling reduces the quantity exchanged in the market, but a price floor increases the quantity exchanged in 

the market.
 b. A price ceiling increases the quantity exchanged in the market, but a price floor decreases the quantity exchanged in 

the market.
 c. Both price floors and price ceilings reduce the quantity exchanged in the market.
 d. Both price floors and price ceilings increase the quantity exchanged in the market.

 17. If a price floor was set at the current equilibrium price, which of the following would cause a surplus as a result?
 a. an increase in demand
 b. a decrease in demand
 c. an increase in supply
 d. a decrease in supply
 e. either b or c

 18. The quantity exchanged on a market tends to
 a. increase for both price floors and price ceilings.
 b. decrease for both price floors and price ceilings.
 c. increase for price floors and decrease for price ceilings.
 d. decrease for price floors and increase for price ceilings.

 19. A current shortage is due to a price ceiling. If the price ceiling is removed,
 a. price would increase, quantity supplied would increase, and quantity demanded would decrease.
 b. price would increase, quantity supplied would decrease, and quantity demanded would increase.
 c. price would decrease, quantity supplied would increase, and quantity demanded would decrease.
 d. price would decrease, quantity supplied would decrease, and quantity demanded would increase.

 20. A current surplus is due to a price floor. If the price floor is removed,
 a. price would increase, quantity demanded would increase, and quantity supplied would increase.
 b. price would increase, quantity demanded would decrease, and quantity supplied would decrease.
 c. price would decrease, quantity demanded would increase, and quantity supplied would decrease.
 d. price would decrease, quantity demanded would decrease, and quantity supplied would increase.

 21. Which of the following will most likely occur with a 20 percent increase in the minimum wage?
 a. higher unemployment rates among experienced and skilled workers
 b. higher unemployment rates among young and low-skilled workers
 c. lower unemployment rates for young and low-skilled workers
 d. the price floor (minimum wage) will be binding in the young and low-skilled labor market but not in the experienced 

and skilled labor market
 e. both b and d
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Problems:

 1. The following table shows the hypothetical monthly demand and supply schedules for cans of macadamia nuts in Hawaii.

Price Quantity Demanded (cans) Quantity Supplied (cans)

$6 700 100
7 600 200
8 500 300
9 400 400

10 300 500

 a. What is the equilibrium price of macadamia nuts in Hawaii?
 b. At a price of $7 per can, is there equilibrium, a surplus, or a shortage? If it is a surplus or shortage, how large is it?
 c. At a price of $10, is there equilibrium, a surplus, or a shortage? If it is a surplus or shortage, how large is it?

 2. When asked about the reason for a lifeguard shortage that threatened to keep one-third of the city’s beaches closed for 
the summer, the Deputy Parks Commissioner of New York responded that “Kids seem to want to do work that’s more in 
tune with a career. Maybe they prefer carpal tunnel syndrome to sunburn.” What do you think is causing the shortage? 
What would you advise the Deputy Parks Commissioner to do in order to alleviate the shortage?

 3. Using supply and demand curves, show the effect of each of the following events on the market for wheat.
 a. The midwestern United States (a major wheat-producing area) suffers a flood.
 b. The price of corn decreases (assume that many farmers can grow either corn or wheat).
 c. The Midwest has great weather.
 d. The price of fertilizer declines.
 e. More individuals start growing wheat.

 4. If a price is above the equilibrium price, explain the forces that bring the market back to the equilibrium price and quan-
tity. If a price is below the equilibrium price, explain the forces that bring the market back to the equilibrium price and 
quantity.

 5. Beginning from an initial equilibrium, draw the effects of the changes in the following list in terms of the relevant supply 
and demand curves.

 a. an increase in the price of hot dogs on the hamburger market
 b. a decrease in the number of taxicab companies in New York City on cab trips
 c. effect of El Niño rain storms destroying the broccoli crop in two California counties

 6. Use supply and demand curves to show:
 a. simultaneous increases in supply and demand, with a large increase in supply and a small increase in demand.
 b. simultaneous increases in supply and demand, with a small increase in supply and a large increase in demand.
 c. simultaneous decreases in supply and demand, with a large decrease in supply and a small decrease in demand.
 d. simultaneous decrease in supply and demand, with a small decrease in supply and a large decrease in demand.

 7. The market for baseball tickets at your college stadium, which seats 2,000, is the following:

Price Quantity Demanded Quantity Supplied

$2 4,000 2,000
4 2,000 2,000
6 1,000 2,000
8   500 2,000

 a. What is the equilibrium price?
 b. What is unusual about the supply curve?
 c. At what prices would a shortage occur?
 d. At what prices would a surplus occur?
 e. Suppose that the addition of new students (all big baseball fans) next year will add 1,000 to the quantity demanded 

at each price. What will this increase do to next year’s demand curve? What is the new equilibrium price?
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 8. What would be the impact of a rental price ceiling set above the equilibrium rental price for apartments? Below the equi-
librium rental price?

 9. What would be the impact of a price floor set above the equilibrium price for dairy products? Below the equilibrium 
price?

 10. Giving in to pressure from voters who charge that local theater owners are gouging their customers with ticket prices as 
high as $10 per movie, the city council of a Midwestern city imposes a price ceiling of $2 on all movies. What effect is 
this likely to have on the market for movies in this particular city? What will happen to the quantity of tickets demanded? 
What will happen to the quantity supplied? Who gains? Who loses?

 11. Why do price floors and price ceilings both reduce the quantity of goods traded in those markets?

 12. Why do 10 a.m. classes fill up before 8 a.m. classes during class registration? Use supply and demand curves to help 
explain your answer.

 13. What would happen to the equilibrium price and quantity exchanged in the following cases?
 a. an increase in income and a decreasing price of a complement, for a normal good
 b. a technological advance and lower input prices
 c. an increase in the price of a substitute and an increase in income, for an inferior good
 d. producers’ expectations that prices will soon fall, and increasingly costly government regulations

 14. Assume the following information for the demand and supply curves for good Z.

Demand Supply

Price

Quantity

Demanded Price

Quantity 

Supplied

$10 10 $1 10
9 20 2 15
8 30 3 20
7 40 4 25
6 50 5 30
5 60 6 35
4 70 7 40
3 80 8 45
2 90 9 50
1 100 10 55

 a. Draw the corresponding supply and demand curves.
 b. What are the equilibrium price and quantity traded?
 c. Would a price of $9 result in a shortage or a surplus? How large?
 d. Would a price of $3 result in a shortage or a surplus? How large?
 e. If the demand for Z increased by 15 units at every price, what would the new equilibrium price and quantity 

traded be?
 f. Given the original demand for Z, if the supply of Z were increased by 15 units at every price, what would the new 

equilibrium price and quantity traded be?
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 15. Refer to the following supply and demand curve diagram.

D

Price

Quantity

A B C

ED F

G

0

H I

S

 a. Starting from an initial equilibrium at E, what shift or shifts in supply and/or demand could move the equilibrium 
price and quantity to each of points A through I?

 b. Starting from an initial equilibrium at E, what would happen if both a decrease in the price of a substitute in pro-
duction and an increase in income occurred, if it is a normal good?

 c. Starting from an initial equilibrium at E, what would happen if both an increase in the price of an input and an 
advance in technology occurred?

 d. If a price floor is imposed above the equilibrium price, which of A through I would tend to be the quantity supplied, 
and which would tend to be the quantity demanded? Which would be the new quantity exchanged?

 e. If a price ceiling is imposed below the equilibrium price, which of A through I would tend to be the quantity sup-
plied, and which would tend to be the quantity demanded? Which would be the new quantity exchanged?



Will the group make more money by lowering the 
price or by raising the price? This chapter will allow 
you to answer these types of questions and more.

Some of the results in this chapter may 
surprise you. A huge flood in the Midwest that 
destroyed much of this year’s wheat crop 
would leave some wheat farmers better off. 
Ideal  weather that led to a bountiful crop of 
wheat everywhere might leave most wheat 
farmers worse off. As you will soon find out, 
these issues hinge importantly on the tools of 
elasticity.

In this chapter, we will also see the impor-
tance of elasticity in determining the effects of 
taxes. If a tax is levied on the seller, will the seller 
pay all of the taxes? If the tax were levied on the 
buyer—who pays the larger share of taxes? We 
will see that elasticity is critical in the determina-
tion of tax burden. Elasticities will also help us to 
more fully understand many policy issues—from 
illegal drugs to luxury taxes. If Congress were to 
impose a large tax on yachts, what do you think 
would happen to yacht sales? What would hap-
pen to employment in the boat industry? ■

If a rock group increases the price it charges for concert 
tickets, what impact would that have on ticket sales? 
More precisely, would ticket sales fall a little or a lot?  

Elasticities
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6.1 Price Elasticity of Demand

6.2  Total Revenue and the Price Elasticity 
of Demand

6.3 Other Types of Demand Elasticities

6.4 Price Elasticity of Supply
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In learning and applying the law of demand, we have 
established the basic fact that quantity demanded 

changes inversely with change in price, ceteris pari-
bus. But how much does quantity demanded change? 
The extent to which a change in price affects quan-
tity demanded may vary considerably from product 
to product and over the various price ranges for the 
same product. The price elasticity of demand measures 
the responsiveness of quantity demanded to a change 
in price. Specifically, price elasticity is defined as the 
percentage change in quantity demanded divided by the 
percentage change in price, or

Price elasticity
of demand(ED  ) 

�

Percentage change in
quantity demanded

Percentage change
in price

Note that, following the law of demand, price and 
quantity demanded show an inverse relationship. 
For this reason, the price elasticity of 
demand is, in theory, always negative. 
But in practice and for simplicity, this 
quantity is always expressed in abso-
lute value terms—that is, as a positive 
number.

Is the Demand Curve 
Elastic or Inelastic?

It is important to understand the basic 
intuition behind elasticities, which 

requires a focus on the percentage changes 
in quantity demanded and price.

Think of elasticity as an elastic 
rubber band. If the quantity demanded 
is responsive to even a small change in price, we call 
it elastic. On the other hand, if even a huge change 
in price results in only a small change in quantity 
demanded, then the demand is said to be inelastic. 
For example, if a 10 percent increase in the price leads 
to a 50 percent reduction in the quantity demanded, 
we say that demand is elastic because the quantity 
demanded is sensitive to the price change.

ED �   
%�QD ______ 
%�P

   �   50% ____ 
10%

   � 5

Demand is elastic in this case because a 10 percent 
change in price led to a larger (50 percent) change in 
quantity demanded.

Alternatively, if a 10 percent increase in the price 
leads to a 1 percent reduction in quantity demanded, 
we say that demand is inelastic because the quantity 
demanded did not respond much to the price reduction.

ED �   
%�QD ______ 
%�P

   �   1% ____ 
10%

   � 0.10

Demand is inelastic in this case because a 10 percent 
change in price led to a smaller (1 percent) change in 
quantity demanded.

Types of Demand Curves

Economists refer to a variety of demand curves based 
on the magnitude of their elasticity. A demand 

curve, or a portion of a demand curve, 
can be elastic, inelastic, or unit elastic.

Demand is elastic when the elasticity 
is greater than 1 (ED > 1)—the quantity 
demanded changes proportionally more 
than the price changes. In this case, a 
given percentage increase in price, say 
10 percent, leads to a larger percent-
age change in quantity  demanded, say 
20 percent, as seen in Exhibit 1(a). 
If the curve is perfectly elastic, the 
demand curve is horizontal. The elas-
ticity coefficient is infinity because even 
the slightest change in price will lead to 
a huge change in quantity demanded—
for example, a tiny increase in price will 
cause the quantity demanded to fall to 

zero. In Exhibit 1(b), a perfectly elastic demand curve 
(horizontal) is illustrated.

Demand is inelastic when the elasticity is less 
than 1; the quantity demanded changes proportionally 
less than the price changes. In this case, a given percent-
age (for example, 10 percent) change in price is accom-
panied by a smaller (for example, 5 percent) reduc-
tion in quantity demanded, as seen in Exhibit 2(a). If 

n What is price elasticity of demand?

n How do we measure consumers’ responses to price changes?

n What determines the price elasticity of demand?

Price Elasticity of Demand
S E C T I O N

6.1

price elasticity 
of demand 
the measure of the 
responsiveness of quantity 
demanded to a change in 
price

elastic 
when the quantity demanded 
is greater than the 
percentage change in price 
(ED > 1)

inelastic 
when the quantity demanded 
is less than the percentage 
change in price (ED < 1)
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the demand curve is perfectly inelastic, the quantity 
demanded is the same regardless of the price. The elas-
ticity coefficient is zero because the 
quantity demanded does not respond 
to a change in price. This relationship 
is illustrated in Exhibit 2(b).

Goods for which ED equals one 
(ED � 1) are said to have unit elastic  

demand. In this case, the quantity demand-
ed changes proportionately to price 

 changes. For example, a 10 percent increase in price will 
lead to a 10 percent reduction in quantity demanded. This 

relationship is illustrated in Exhibit 3.
The price elasticity of demand is 

closely related to the slope of the demand 
curve. Generally speaking, the flatter the 
demand curve passing through a given 
point, the more elastic the demand. The 
steeper the demand curve passing through 
a given point, the less elastic the demand.

Elastic Demand
section 6.1
exhibit 1

A small percentage change in price leads to a larger 
percentage change in quantity demanded.

A small percentage change in price will change quantity 
demanded by an infinite amount.

P1

Q2 Q1

P2

Demand

ED � � �
0.20 2
0.10

%�QD

10%�P

20%
�QD

%�P
P

ri
ce

Quantity

0

P1 Demand

P
ri

ce

Quantity

0

a. Elastic Demand (ED > 1) b. Perfectly Elastic Demand (ED � ∞)

Inelastic Demand
section 6.1
exhibit 2

A change in price leads to a smaller percentage change 
in quantity demanded.

The quantity demanded does not change regardless of 
the percentage change in price.

P1

Q2 Q1

P2

Demand

10%ΔP

�QD

5%

P
ri

ce

Quantity

0

ED � � �
0.05 0.5
0.10

%�QD

%�P

a. Inelastic Demand (ED < 1) b. Perfectly Inelastic Demand (ED � 0)

P1

Q1 � Q2

P2

Demand

20%�P

P
ri

ce

Quantity

0

unit elastic demand 
demand with a price 
elasticity of 1; the percentage 
change in quantity demanded 
is equal to the percentage 
change in price
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Calculating the Price 
Elasticity of Demand: 
The Midpoint Method

To get a clear picture of exactly how the price elas-
ticity of demand is calculated, consider the case 

for the compact disc (CD) market. Say the price of 
CDs increases from $19 to $21. If we take an average 
between the old price, $19, and the new price, $21, 
we can calculate an average price of $20. Exhibit 4 
shows that as a result of the increase in the price of 
CDs, the quantity demanded has fallen from 82 million 
CDs to 78 million CDs per year. If we take an average 
between the old quantity demand, 82 million, and the 
new quantity demanded, 78 million, we have an aver-
age quantity demanded of 80 million CDs per year. 
That is, the $2 increase in the price of CDs has led to 
a 4-million-CD reduction in quantity demanded. How 
can we figure out the price elasticity of demand?

You might ask why we are using the average price 
and average quantity. The answer is that if we did not 
use the average amounts, we would come up with dif-
ferent values for the elasticity of demand depending 
on whether we moved up or down the demand curve. 
When the change in price and quantity are of signifi-
cant magnitude, the exact meaning of the term percent-
age change requires clarification, and the terms price 
and quantity must be defined more precisely. The issue 
thus is, should the percentage change be figured on the 

basis of price and quantity before or after the change 
has occurred? For example, a price rise from $10 to 
$15 constitutes a 50 percent change if the original 
price ($10) is used in figuring the percentage ($5/$10), 
or a 33 percent change if the price after the change 
($15) is used ($5/$15). For small changes, the distinc-
tion is not important, but for large changes, it is. To 
avoid this confusion, economists often use this average 
technique. Specifically, we are actually calculating the 
elasticity at a midpoint between the old and new prices 
and quantities.

Now to figure out the price elasticity of demand, we 
must first calculate the percentage change in price. To 
find the percentage change in price, we take the change 
in price (�P) and divide it by the average price (Pave). 
(Note: The Greek letter delta, �, means “change in.”)

Percentage change in price � �P/Pave

In our CD example, the original price was $19, and the 
new price is $21. The change in price (�P) is $2, and 
the average price (Pave) is $20. The percentage change 
in price can then be calculated as

Percentage change in price � $2/$20
 � 1/10 � 0.10 � 10 percent

Next, we must calculate the percentage change in 
quantity demanded. To find the percentage change in 

Unit Elastic Demand
section 6.1
exhibit 3

The percentage change in quantity demanded is the 
same as the percentage change in price that caused 
it (ED � 1).

P1

Q2     Q1

P2

D

10%�P

10%
�QD

P
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Quantity

0

ED � � �
0.10 1
0.10

%�QD

%�P

Calculating the Price Elasticity 
of Demand

section 6.1
exhibit 4

Quantity of CDs
(millions per month)

P
ri

ce
 p

er
 C

D

0

$19

$20

$21

78

B

A

D

80

ED = 0.5 at midpoint
between A and B

ΔP = $2

Qave

Pave

82

ΔQD =
4 million

The price elasticity of demand is found with the formula

  
      �QD /QD ave  _________ 

�P/Pave   
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quantity demanded, we take the change in quantity 
demanded (�QD) and divide it by the average quantity 
demanded (QD ave).

Percentage change in quantity demanded 
� �QD/QD ave

In our CD example, the original quantity  demanded 
was 82 million, and the new quantity demanded is 
78 million. The change in quantity demanded (ΔQD) is 
4 million, and the average quantity demanded (QD ave) 
is 80 million. The percentage change in quantity 
d emanded can then be calculated as

Percentage change in quantity demanded � 
4 million/80 million � 1/20 � 0.05 � 5 percent

Because the price elasticity of demand is equal to the 
percentage change in quantity demanded divided by 
the percentage change in price, the price elasticity of 
demand for CDs between point A and point B can be 
shown as

 ED �   
Percentage change in quantity demanded

    _____________________________________    
Percentage change in price

  

 �   
  �QD/QD ave __________ 

�P/Pave  

   � 

 �   1/20 _____ 
1/10

   �   5% ____ 
10%

   � 0.5

The Determinants of the Price 
Elasticity of Demand

As you have learned, the elasticity of demand for 
a specific good refers to movements along its 

demand curve as its price changes. A lower price will 
increase quantity demanded, and a higher price will 
reduce quantity demanded. But what factors will influ-
ence the magnitude of the change in quantity demanded 
in response to a price change? That is, what will make 
the demand curve relatively more elastic (where QD is 
responsive to price changes), and what will make the 
demand curve relatively less elastic (where QD is less 
responsive to price changes)?

For the most part, the price elasticity of demand 
depends on three factors: (1) the availability of close 
substitutes, (2) the proportion of income spent on the 
good, and (3) the amount of time that has elapsed since 
the price change.

Availability of Close Substitutes
Goods with close substitutes tend to have more elastic 
demands. Why? Because if the price of such a good 
increases, consumers can easily switch to other now 
relatively lower priced substitutes. In many examples, 
such as one brand of root beer as opposed to another, 
or different brands of gasoline, the ease of substitution 
will make demand quite elastic for most individuals. 

If bus fares increase, will ridership fall a little or a 
lot? It all depends on the price elasticity of demand. 
If the price elasticity of demand is elastic, a 50-cent 
price increase will lead to a relatively large reduction 
in bus travel as riders find viable substitutes. If the 
price elasticity of demand is inelastic, a 50-cent price 
increase will lead to a relatively small reduction in 
bus ridership as riders are not able to find good 
alternatives to bus transportation.
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Unlike most tangible items (such as specific types of 
food or cars), there are few substitutes for a physi-
cian and medical care when you have an emergency. 
Because the number of available substitutes is 
 limited, the demand for emergency medical care is 
relatively inelastic.
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Goods without close substitutes, such as insulin for dia-
betics, cigarettes for chain smokers, heroin for addicts, 
or emergency medical care for those with appendicitis 
or broken legs, tend to have inelastic demands. The 
demand for an antivenom shot after a rattle snake bite 
is another example. Once bitten, that demand curve 
becomes extremely inelastic.

The degree of substitutability can also depend on 
whether the good is a necessity or a luxury. Goods that 
are necessities, such as food, have no ready substitutes 
and thus tend to have lower elasticities than do luxury 
items, such as jewelry.

When the good is broadly defined, it tends to be less 
elastic than when it is narrowly defined. For example, 
the elasticity of demand for food, a broad category, 
tends to be inelastic because few substitutes are avail-
able for food. But for a certain type of food, such as 
pizza, a narrowly defined good, it is much easier to find 
a substitute—perhaps tacos, burgers, salads, burritos, 
or chili fries. That is, the demand for a particular type 
of food is more elastic because more and better substi-
tutes are available than for food as an entire category.

Proportion of Income Spent 
on the Good
The smaller the proportion of income spent on a good, 
the lower its elasticity of demand. If the amount spent 
on a good relative to income is small, then the impact 
of a change in its price on one’s budget will also be 

small. As a result, consumers will respond less to price 
changes for small-ticket items than for similar percent-
age changes in large-ticket items, where a price change 
could potentially have a large impact on the consumer’s 
budget. For example, a 50 percent increase in the price 
of salt will have a much smaller impact on consumers’ 
behavior than a similar percentage increase in the price 
of a new automobile. Similarly, a 50 percent increase in 
the cost of private university tuition will have a greater 
impact on students’ (and sometimes parents’) budgets 
than a 50 percent increase in textbook prices.

Time
For many goods, the more time that people have to 
adapt to a new price change, the greater the elasticity 
of demand. Immediately after a price change, consum-
ers may be unable to locate good alternatives or easily 
change their consumption patterns. But as time passes, 
consumers have more time to find or develop suitable 
substitutes and to plan and implement changes in their 
patterns of consumption. For example, drivers may 
not respond immediately to an increase in gas prices, 
perhaps believing it to be temporary. However, if the 
price persists over a longer period, we would expect 
people to drive less, buy more fuel-efficient cars, move 
closer to work, carpool, take the bus, or even bike to 
work. So for many goods, especially nondurable goods 

Some studies show that a 10 percent increase in 
the price of cigarettes will lead to a 7 percent reduc-
tion in the quantity demanded of youth smoking. In 
this price range, however, demand is still inelastic 
at �0.7. Of course, proponents of higher taxes to dis-
courage underage smoking would like to see a more 
elastic demand, where a 10 percent increase in the 
price of cigarettes would lead to a reduction in quan-
tity demanded of more than 10 percent.
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Short-Run and Long-Run 
Demand Curves

section 6.1
exhibit 5
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For many goods, such as gasoline, price is much 
more elastic in the long run than in the short run 
because buyers have more time to find suitable sub-
stitutes or change their consumption patterns. In the 
short run, the increase in price from P1 to P2 has only 
a small effect on the quantity demanded for gaso-
line. In the long run, the effect of the price increase 
will be much larger.

156 PART 2  Supply and Demand



(goods that do not last a long time), the short-run 
demand curve is generally less elastic than the long-run 
demand curve, as illustrated in Exhibit 5.

Estimated Price Elasticities of Demand
Because of shifts in supply and demand curves, research-
ers have a difficult task when trying to estimate empiri-
cally the price elasticity of demand for a particular 
good or service. Despite this difficulty, Exhibit 6 pres-
ents some estimates for the price elasticity of demand 
for certain goods. As you would expect, certain goods 
like medical care, air travel and gasoline are all rela-
tively price inelastic in the short run because buyers 
have fewer substitutes. On the other hand, air travel 
in the long run is much more sensitive to price (elastic) 
because the available substitutes are much more plenti-
ful. Exhibit 6 shows that the price elasticity of demand 
for air travel is 2.4, which means that a 1 percent 
increase in price will lead to a 2.4 percent reduction 
in quantity demanded. Notice, in each case where the 
data are available, the estimates of the long-run price 
elasticities of demand are greater than the short-run 
price elasticities of demand. In short, the price elasticity 
of demand is greater when the price change persists over 
a longer time periods.

Price Elasticities of Demand 
for Selected Goods

section 6.1
exhibit 6

Good Short Run Long Run

Salt — 0.1

Air travel 0.1 2.4

Gasoline 0.2 0.7

Medical care 
and hospitalization

0.3 0.9

Jewelry and watches 0.4 0.7

Physician services 0.6 —

Alcohol 0.9 3.6

Movies 0.9 3.7

China, glassware 1.5 2.6

Automobiles 1.9 2.2

Chevrolets — 4.0

SOURCES: Adapted from Robert Archibald and Robert Gillingham, “An Analysis 

of the Short-Run Consumer Demand for Gasoline Using Household Survey Data,” 

Review of Economics and Statistics 62 (November 1980): 622–628; Hendrik 

S. Houthakker and Lester D. Taylor, Consumer Demand in the United States: 

Analyses and Projections (Cambridge, Mass.: Harvard University Press, 1970), 

pp. 56–149; Richard Voith, “The Long-Run Elasticity of Demand for Commuter Rail 

Transportation,” Journal of Urban Economics 30 (November 1991): 360–372.

S E C T I O N    C H E C K

1. Price elasticity of demand measures the percentage change in quantity demanded divided by the percentage 
change in price that caused it, moving along a demand curve.

2. The elasticity of demand is calculated using the midpoint formula �    �QD/QD ave _________ 
�P/Pave   

.  

3. If the demand for a good is price elastic in the relevant range, quantity demanded is very responsive D ave to 
a price change. If the demand for a good is relatively price inelastic, quantity demanded is not very respon-
sive to a price change.

4. The price elasticity of demand depends on: (1) the availability of close substitutes, (2) the proportion of 
income spent on the good, and (3) the amount of time that buyers have to respond to a price change.

1. What question is the price elasticity of demand designed to answer?

2. How is the price elasticity of demand calculated?

3. What is the difference between a relatively price elastic demand curve and a relatively price inelastic 
demand curve?

4. What is the relationship between the price elasticity of demand and the slope at a given point on a 
demand curve?

5. What factors tend to make demand curves more price elastic?

6. Why would a tax on a particular brand of cigarettes be less effective at reducing smoking than a tax on all 
brands of cigarettes?

7. Why is the price elasticity of demand for products at a 24-hour convenience store likely to be lower at 2 A.M. 
than at 2 P.M.?

8. Why is the price elasticity of demand for turkeys likely to be lower, but the price elasticity of demand for 
 turkeys at a particular store likely to be greater, at Thanksgiving than at other times of the year?
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How Does the Price 
Elasticity of Demand 
Impact Total Revenue?

The price elasticity of demand for 
a good also has implications for 

total revenue. Total revenue (TR) is 
the amount sellers receive for a good 
or service. Total revenue is simply the 
price of the good (P) times the quanti-
ty of the good sold (Q): TR � P � Q. 
The elasticity of demand will help to predict how changes 
in the price will impact total revenue earned by the pro-
ducer for selling the good. Let’s see how this works.

In Exhibit 1, we see that when the demand is 
price elastic (ED > 1), total revenues will rise as the 
price declines, because the percentage increase in the 
quantity demanded is greater than the percentage 
reduction in price. For example, if the price of a good 
is cut in half (say from $10 to $5) and the quantity 
demanded more than doubles (say from 40 to 100), 
total revenue will rise from $400 ($10 � 40 � $400) to 
$500 ($5 � 100 � $500). Equivalently, if the price 
rises from $5 to $10 and the quantity demanded 
falls from 100 to 40 units, then total revenue will fall 
from $500 to $400. As this example illustrates, if the 
demand curve is relatively elastic, total revenue will 
vary inversely with a price change.

You can see from the following what happens to 
total revenue when demand is price elastic. (Note: The 
size of the price and quantity arrows represents the size 
of the percentage changes.)

When Demand Is Price Elastic

↓TR � ↑P � ↓Q

or

↑TR � ↓P � ↑Q

On the other hand, if demand for a good is rela-
tively inelastic (ED < 1), the total revenue will be lower 
at lower prices than at higher prices because a given 

price  reduction will be accompanied by a proportionately 
smaller increase in quantity demanded. For example, as 
shown in Exhibit 2, if the price of a good is cut (say from 
$10 to $5) and the quantity demanded less than doubles 
(say it increases from 30 to 40), then total revenue will fall 

from $300 ($10 � 30 � $300) to $200 ($5 �
40 � $200). Equivalently, if the price increas-
es from $5 to $10 and the quantity demanded 
falls from 40 to 30, total revenue will increase 
from $200 to $300. To summarize, then: If 
the demand curve is inelastic, total revenue 
will vary directly with a price change.

When Demand Is Price Inelastic

↓TR � ↑P � ↓Q

or

↑TR � ↓P � ↑Q

n What is total revenue?

n What is the relationship between total revenue and the price elasticity of demand?

n Does the price elasticity of demand vary along a linear demand curve?

Total Revenue and the Price 
Elasticity of Demand

S E C T I O N

6.2

total revenue (TR) 
the amount sellers receive 
for a good or service, 
calculated as the product 
price times the quantity sold

Elastic Demand 
and Total Revenue

section 6.2
exhibit 1

At point A, total revenue is $400 ($10 � 40 � $400), or 
area a � b. If the price falls to $5 at point B, the total 
revenue is $500 ($5 � 100 � $500), or area b � c. Total 
revenue increased by $100. We can also see in the 
graph that total revenue increased, because the area 
b � c is greater than area a � b, or c > a.
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In this case, the “net” effect on total revenue is 
reversed but easy to see. (Again, the size of the price 
and quantity arrows represents the size of the percent-
age changes.)

Price Elasticity Changes Along 
a Linear Demand Curve

As already shown (Section 6.1, Exhibit 1), the slopes 
of demand curves can be used to estimate their 

relative elasticities of demand: The steeper one demand 
curve is relative to another, the more inelastic it is rela-
tive to the other. However, except for the extreme cases 
of perfectly elastic and perfectly inelastic curves, great 
care must be taken when trying to estimate the degree 
of elasticity of one demand curve from its slope. In fact, 
as we will soon see, a straight-line demand curve with 
a constant slope will change elasticity continuously 
as you move up or down it. It is because the slope is 
the ratio of changes in the two variables (price and 
quantity) while the elasticity is the ratio of percentage 
changes in the two variables.

We can easily demonstrate that the elasticity of 
demand varies along a linear demand curve by using 
what we already know about the interrelationship 
between price and total revenue. Exhibit 4 shows a 
linear (constant slope) demand curve. In Exhibit 4(a), 
we see that when the price falls on the upper half of the 
demand curve from P1 to P2, and quantity demanded 
increases from Q1 to Q2, total revenue increases. That 
is, the new area of total revenue (area b � c) is larger 
than the old area of total revenue (area a � b). It is 

Inelastic Demand 
and Total Revenue

section 6.2
exhibit 2

At point A, total revenue is $300 ($10 � 30 � $300), or 
area a � b. If the price falls to $5 at point B, the total 
revenue is $200 ($5 � 40 � $200), or area b � c. Total 
revenue falls by $100. We can also see in the graph that 
total revenue decreases, because area a � b is greater 
than area b � c, or a > c.

QIs a poor wheat harvest bad for all farmers 
and is a great wheat harvest good for all farmers? 
(Hint: Assume that demand for wheat is inelastic—
the demand for food is generally inelastic.)

AWithout a simultaneous reduction in demand, 
a reduction in supply from a poor harvest results in 
higher prices. With that, if demand for the wheat is 
inelastic over the pertinent portion of the demand 
curve, the price increase will cause farmers’ total 
revenues to rise. As shown in Exhibit 3(a), if demand 
for the crop is inelastic, an increase in price will 
cause farmers to lose the revenue indicated by area 
c. They will, however, experience an increase in rev-
enue equal to area a, resulting in an overall increase 

in total revenue equal to area a�c. Clearly, if some 
farmers lose their entire crop because of, say, bad 
weather, they will be worse off; but  collectively, 

ELASTICITIES AND TOTAL REVENUE

(continued)
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ELASTICITIES AND TOTAL REVENUE (cont .)

farmers can profit from events that reduce crop 
size—and they do, because the demand for most 
agricultural products is inelastic. Interestingly, if 
all farmers were hurt equally, say losing one-third 
of their crop, each farmer would be better off. Of 
course, consumers would be worse off, because 
the price of agricultural products would be higher. 
Alternatively, what if phenomenal weather led to 
record wheat harvests or a technological advance 
led to more productive wheat farmers? Either 
event would increase the supply from S1 to S2 in 
Exhibit 3(b). The increase in supply leads to a 
decrease in price, from P1 to P2. Because the demand 
for wheat is inelastic, the quantity sold of wheat 
rises less than proportionately to the fall in the price. 
That is, in percentage terms, the price falls more 

than the quantity demanded rises. Each farmer is 
selling a few more bushels of wheat, but the price 
of each bushel has fallen even more, so collectively 
wheat farmers will experience a decline in total rev-
enue despite the good news.

The same is also true for the many government 
programs that attempt to help farmers by reducing 
production—crop restriction programs. These pro-
grams, like droughts or floods, tend to help farmers 
because the demand for food is relatively inelastic. 
But it hurts consumers who now have to pay a  higher 
price for less food. Farm technology may be good for 
consumers because it shifts the supply curve to the 
right and lowers prices. However it may be bad for 
some small farmers because it could put them out of 
business. See Exhibit 3(b).

Elasticities and Total Revenue
section 6.2
exhibit 3

Good HarvestPoor Harvest
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b.  Total Revenue and Inelastic Demand:
     An Increase in Supply

also true that if price increased in this region (from 
P2 to P1), total revenue would fall, because b � c is 
greater than a � b. In this region of the demand curve, 
then, there is a negative relationship between price and 

total revenue. As we discussed earlier, this is character-
istic of an elastic demand curve (ED � 1).

Exhibit 4(b) illustrates what happens to total reve-
nue on the lower half of the same demand curve. When 
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Price Elasticity Along a Linear Demand Curve
section 6.2
exhibit 4

The slope is constant along a linear demand curve, but the elasticity varies. Moving down along the demand curve, the 
elasticity is elastic at higher prices and inelastic at lower prices. It is unit elastic between the inelastic and elastic ranges.

the price falls from P3 to P4 and the quantity demanded 
increases from Q3 to Q4, total revenue actually decreases, 
because the new area of total revenue (area e � f) is 
less than the old area of total revenue (area d � e). 
Likewise, it is clear that an increase in price from P4 to 
P3 would increase total revenue. In this case, there is a 
positive relationship between price and total revenue, 

which, as we discussed, is characteristic of an inelastic 
demand curve (ED � 1). Together, parts (a) and (b) of 
Exhibit 4 illustrate that, although the slope remains 
constant, the elasticity of a linear demand curve changes 
along the length of the curve—from relatively elastic 
at higher price ranges to relatively inelastic at lower 
price ranges.

S E C T I O N    C H E C K

1. Total revenue is the price of the good times the quantity sold (TR � P � Q).

2. If demand is price elastic (ED � 1), total revenue will vary inversely with a change in price.

3. If demand is price inelastic (ED � 1), total revenue will vary in the same direction as a change in price.

4. A linear demand curve is more price elastic at higher price ranges and more price inelastic at lower price 
ranges, and it is unit elastic at the midpoint: ED � 1.

1. Why does total revenue vary inversely with price if demand is relatively price elastic?

2. Why does total revenue vary directly with price if demand is relatively price inelastic?

3. Why is a linear demand curve more price elastic at higher price ranges and more price inelastic at lower price 
ranges?

4. If demand for some good was perfectly price inelastic, how would total revenue from its sales change as its 
price changed?

5. Assume that both you and Art, your partner in a picture-framing business, want to increase your firm’s total 
revenue. You argue that in order to achieve this goal, you should lower your prices; Art, on the other hand, 
thinks that you should raise your prices. What assumptions are each of you making about your firm’s price 
elasticity of demand?
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QWhy do economists emphasize elasticity at 
the current price?

ABecause for most demand (and supply) curves, 
the price elasticity varies along the curve. Thus, for 
most goods we usually refer to a particular point or a 
section of the demand (or supply) curves. In Exhibit 5, 
we see that the upper half of the straight-line demand 
curve is elastic and the lower half is inelastic. Notice 
on the lower half of the demand curve, a higher (lower) 
price increases (decreases) total revenue—that is, in 
this lower region, demand is inelastic. However, on 
the top half of the demand curve, a lower (higher) price 
increases (decreases) total revenue—that is, in this 
region demand is elastic.

For example, when the price increases from 
$2 to $3, the total revenue increases from $32 to 
$42—an increase in price increases total revenue, 
so demand is inelastic in this portion of the demand 
curve. But when the price increases from $8 to $9, 
the total revenue falls from $32 to $18—an increase 
in price lowers total revenue, so demand is elastic in 
this portion of the demand curve.

Specifically, when the price is high and the quan-
tity demanded is low, this portion of the demand 
curve is elastic. Why? It is because a $1 reduction in 
price is a smaller percentage change when the price 
is high than when it is low. Similarly, an increase 
in 2 units of output is a larger percentage change 
when quantity demanded is lower. So we have a 
relatively small change in price leading to a propor-
tionately greater change in quantity demanded—that 
is, demand is elastic on this portion of the demand 
curve. Of course, the opposite is true when the price 
is low and the quantity demanded is high. Why? It is 
because a $1 change in price is a larger percentage 

ELASTICITY VARIES ALONG A LINEAR 
DEMAND CURVE

Elasticity Varies Along a Linear 
Demand Curve

section 6.2
exhibit 5
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change when the price is low and an increase in 
2 units of output is a smaller percentage change 
when the quantity demanded is larger. That is, a rela-
tively larger percentage change in price will lead to 
a relatively smaller change in quantity demanded—
demand is relatively inelastic on this portion of the 
demand curve.
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The Cross-Price Elasticity 
of Demand

The price of a good is not the only factor that affects 
the quantity consumers will purchase. Sometimes the 

quantity of one good demanded is affected by the price of 
a related good. For example, if the price of potato chips 
falls, what is the impact, if any, on the 
demand for soda (a  complement)? Or if 
the price of soda increases, to what degree 
will the demand for iced tea (a substitute) 
be affected? The cross-price elasticity of 
demand measures both the direction and 
magnitude of the impact that a price 
change for one good will have on the 
demand for another good. Specifically, the cross-price 

elasticity of demand is defined as the percentage change in 
the demand of one good (good A) divided by the percent-
age change in price of another good (good B), or

Cross-price 
elasticity demand

�

% change in the 
demand for Good A

% change in the price 
for Good B

The cross-price elasticity of demand indicates not only 
the degree of the connection between the two variables 
but also whether the goods in question are substitutes 
or complements for one another.

Calculating the Cross-Price 
Elasticity of Demand
Let’s calculate the cross-price elasticity of demand bet-
ween soda and iced tea, where a 10 percent increase 
in the price of soda results in a 20 percent increase in 
the demand for iced tea. In this case, the cross-price 
elasticity of demand would be �2 (�20 percent ÷ �10 
percent � �2). 

Consumers responded to the soda price increase by 
buying less soda (moving along the demand curve for 
soda) and increasing the demand for iced tea (shifting 
the demand curve for iced tea). In general, if the cross-
price elasticity is positive, we can conclude that the two 
goods are substitutes because the price of one good and 
the demand for the other move in the same direction.

As another example, let’s calculate the cross-price 
elasticity of demand between potato chips and soda, 
where a 10 percent decrease in the price of potato chips 
results in a 30 percent increase in the demand for soda. 
In this case, the cross-price elasticity of demand is �3 
(�30 percent ÷ �10 percent � �3). The demand for 
chips increases as a result of the price decrease, as con-
sumers then purchase additional soda to wash down 

those extra bags of salty chips. Potato 
chips and soda, then, are complements. 
In general, if the cross-price elasticity is 
negative, we can conclude that the two 
goods are complements because the price 
of one good and the demand for the other 
move in opposite directions.

Cross-Price Elasticity and Sodas

According to economist Jean-Pierre Dube, Coca-
Cola is a good substitute for Pepsi—the cross-

price elasticity is a 0.34. In other words, a 10 percent 
increase in the price of a Pepsi 12 pack will lead to 
an increase in the sales of Coca-Cola 12 packs by 
3.4 percent. But six packs of Coca-Cola and Diet Coke 
are even a better substitute with a cross-price elasticity 
of 1.15; a 10 percent increase in the price of a six pack of 
Diet Coke will lead to a 15 percent increase in the sales 
of six packs of Coca-Cola. And a 10 percent increase in 
the price of a 12 pack of Mountain Dew will lead to a 
7.7 percent increase in the sales of 12 packs of Pepsi.

The Income Elasticity 
of Demand

Sometimes it is useful to measure how responsive 
demand is to a change in income. The income 

elasticity of demand is a measure of the relationship 
between a relative change in income and the con-
sequent relative change in demand,  ceteris paribus. 
The income elasticity of demand coefficient not only 
expresses the degree of the connection between the 
two variables, but it also indicates whether the good in 
question is normal or inferior. Specifically, the income 

elasticity of demand is defined as the percentage change 

n What is the cross-price elasticity of demand?

n What is the income elasticity of demand?

Other Types of Demand Elasticities
S E C T I O N

6.3

cross-price elasticity 
of demand 
the measure of the impact 
that a price change of 
one good will have on the 
demand of another good.
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— B Y  K A T E  M E L V I L L E

Much to the dismay of Western conservation-
ists, traditional Chinese medicine has often 
relied on a bizarre mix of animal parts to 

cure ailments ranging from gout to erectile dysfunc-
tion. But that may be changing, and the beneficia-
ries are a wide range of animal species that have 
traditionally been sought for their virility-enhancing 
properties. A study, in the journal Environmental 
Conservation, suggests that Chinese men are switch-
ing from traditional Chinese medicine remedies to 
the drug Viagra to treat erectile dysfunction.

The researchers, from the University of New 
South Wales (UNSW) and the University of Alaska, 
say they predicted the trend at the advent of Viagra’s 
release in 1998, but at the time were pooh-poohed 
by conservationists. “When we proposed that Viagra 
might make inroads into traditional Chinese medi-
cine treatments for impotence, conservationists told 
us we were naïve and that consumers were unwilling 
to use a product outside their own medical tradi-
tion,” said UNSW researcher Bill von Hippel.

The study was based on data from men attend-
ing a large traditional Chinese medicine clinic in 
Hong Kong. They were questioned about their use 
of traditional and Western treatments of arthritis, 
indigestion, gout, and impotence. The findings were 
unambiguous, said von Hippel. “First, significantly 
more men had formerly used a traditional Chinese 
medicine treatment for impotence than were current 
users. Second, they were significantly more likely to 
be using a Western treatment for impotence than a 
traditional treatment. Finally, among men who for-
merly used either Western or traditional treatments 

for impotence, they were more likely to switch from 
a traditional treatment to Western drug than vice 
versa. In fact, nobody had switched from a Western 
drug to a traditional treatment for impotence.”

“The fact is that prior to the commercial avail-
ability of Viagra in 1998, no product in any medical 
tradition had been proven to be an effective and 
non-intrusive treatment of erectile dysfunction. So 
despite their history of using traditional medicines 
and their alleged suspicions of Western medicine, 
the men we interviewed chose the product that 
works best,” von Hippel added. . .

ENDANGERED SPECIES GET A LIFT FROM VIAGRA

 consider this:
It looks like the cross-price elasticity between Viagra and 
traditional Chinese medicine from a mix of animal parts is 
positive. This may be very good news for endangered species.

in the demand divided by the percentage 
change in income, or

Income elasticity of demand

�    % � in demand  ______________  
% � in income

    

Calculating the Income 
Elasticity of Demand
Let’s calculate the income elasticity of demand 
for lobster, where a 10 percent increase in income 

results in a 15 percent increase in the 
demand for lobster. In this case, the 
income elasticity of demand is �1.5 
(�15 percent � �10 percent � �1.5). 
Lobster, then, is a normal good because 
an increase in income results in an 
increase in demand. In general, if the 
income elasticity is positive, then the 

good in question is a normal good because income and 
demand move in the same direction.

income elasticity 
of demand 
the percentage change 
in demand divided by the 
percentage change in 
consumer’s income
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In comparison, let’s calculate the income elasticity 
of demand for beans, where a 10 percent increase in 
income results in a 15 percent decrease in the demand 
for beans. In this case, the income elasticity of demand 
is �1.5 (�15 percent ÷ �10 percent � �1.5). In this 
example, then, beans are an inferior good because an 

increase in income results in a decrease in the demand 
for beans. If the income elasticity is negative, then the 
good in question is an inferior good because the change 
in income and the change in demand move in opposite 
directions.

S E C T I O N    C H E C K

1. The cross-price elasticity of demand is the percentage change in the demand of one good divided by the per-
centage change in the price of another related good.

2. If the sign on the cross-price elasticity is positive, the two goods are substitutes; if it is negative, the two 
goods are complements.

3. The income elasticity of demand is the percentage change in demand divided by the percentage change in 
income.

4. If the income elasticity is positive, then the good is a normal good; if it is negative, the good is an 
inferior good.

1. How does the cross-price elasticity of demand tell you whether two goods are substitutes? Complements?

2. How does the income elasticity of demand tell you whether a good is normal? Inferior?

3. If the cross-price elasticity of demand between potato chips and popcorn was positive and large, would 
popcorn makers benefit from a tax imposed on potato chips?

4. As people’s incomes rise, why will they spend an increasing portion of their incomes on goods with income 
elasticities greater than 1 (DVDs) and a decreasing portion of their incomes on goods with income elasticities 
less than 1 (food)?

5. If people spent three times as much on restaurant meals and four times as much on DVDs as their incomes 
doubled, would restaurant meals or DVDs have a greater income elasticity of demand?

What Is the Price Elasticity 
of Supply?

According to the law of supply, there is 
a positive relationship between price 

and quantity supplied, ceteris paribus.
But by how much does quantity supplied 
change as price changes? It is often help-
ful to know the degree to which a change 
in price changes the quantity  supplied. 

The price elasticity of supply measures how responsive 
the quantity sellers are willing and able to sell is to 
changes in price. In other words, it measures the relative 
change in the quantity supplied that results from a change 

in price. Specifically, the price elasticity of 
supply (ES) is defined as the percentage 
change in the quantity supplied divided by 
the percentage change in price, or

 ES �   
% Δ in the quantity supplied

   _________________________  
% � in price

    

n What is the price elasticity of supply?

n How does time affect the supply elasticity?

n How does the relative elasticity of supply and demand determine the tax burden?

Price Elasticity of Supply
S E C T I O N

6.4

price elasticity of supply 
the measure of the 
sensitivity of the quantity 
supplied to changes in price 
of a good
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Calculating the Price Elasticity of Supply
The price elasticity of supply is calculated in much the 
same manner as the price elasticity of demand. Consider, 
for example, the case in which it is determined that a 
10 percent increase in the price of artichokes results 
in a 25 percent increase in the quantity of artichokes 
supplied after, say, a few harvest seasons. In this 
case, the price elasticity is �2.5 (�25 percent ÷ �10 
percent � �2.5). This coefficient indicates that each 
1 percent increase in the price of artichokes induces 
a 2.5 percent increase in the quantity of artichokes 
supplied.

Types of Supply Curves
As with the elasticity of demand, the ranges of the price 
elasticity of supply center on whether the elasticity 
coefficient is greater than or less than 1. Goods with a 
supply elasticity that is greater than 1 (ES > 1) are said 
to be relatively elastic in supply. With that, a 1 percent 
change in price will result in a greater than 1 percent 
change in quantity supplied. In our example, artichokes 
were elastic in supply because a 1 percent price increase 
resulted in a 2.5 percent increase in quantity supplied. 
An example of an elastic supply curve is shown in 
Exhibit 1(a).

Goods with a supply elasticity that is less than 1 
(ES < 1) are said to be inelastic in supply. In other 
words, a 1 percent change in the price of these goods 
will induce a proportionately smaller change in the 
quantity supplied. An example of an inelastic supply 
curve is shown in Exhibit 1(b).

Finally, two extreme cases of price elasticity of sup-
ply are perfectly inelastic supply and perfectly elastic 
supply. In a condition of perfectly inelastic supply, an 
increase in price will not change the quantity supplied. 
In this case the elasticity of supply is zero. For example, 
in a sports arena in the short run  (that is, in a period 
too brief to adjust the structure), the number of seats 
available will be almost fixed, say at 20,000 seats. 
Additional portable seats might be available, but for 
the most part, even if a higher price is charged, only 
20,000 seats will be available. We say that the elasticity 
of supply is zero, which describes a perfectly inelastic 
supply curve. Famous paintings, such as Van Gogh’s 
Starry Night, provide another example: Only one origi-
nal exists; therefore, only one can be supplied, regard-
less of price. An example of this condition is shown in 
Exhibit 1(c).

At the other extreme is a perfectly elastic supply 
curve, where the elasticity equals infinity, as shown in 
Exhibit 1(d). In a condition of perfectly elastic supply, the 
price does not change at all. It is the same regardless of the 
quantity supplied, and the elasticity of supply is infinite. 

Firms would supply as much as the market wants at the 
market price (P1) or above. However, firms would supply 
nothing below the market price because they would not be 
able to cover their costs of production. Most cases fall some-
where between the two extremes of perfectly elastic and 
perfectly inelastic.

How Does Time Affect 
Supply Elasticities?
Time is usually critical in supply elasticities (as well 
as in demand elasticities), because it is more costly for 
sellers to bring forth and release products in a shorter 
period. For example, higher wheat prices may cause 
farmers to grow more wheat, but big changes cannot 
occur until the next growing season. That is, immedi-
ately after harvest season, the supply of wheat is rela-
tively inelastic, but over a longer time extending over 
the next growing period, the supply curve becomes 
much more elastic. Thus, supply tends to be more 
elastic in the long run than in the short run, as shown 
in Exhibit 2.

Another example of a good whose supply is 
completely inelastic in the short run is rental units 
in most urban areas without rent controls. There is 
generally only a fixed amount of rental units  available 
in the short run. Thus, in the short run, an increase 
in demand will only lead to higher prices (rents). 
However, in the long run, the higher prices (rents) 
provide an incentive to renovate and build new 
rental units.

In the short run, firms can increase output by 
using their existing facilities to a greater capacity, pay-
ing workers to work overtime, and hiring additional 
workers. However, firms will be able to change output 
much more in the long run when firms can build new 
factories or close existing ones. In addition, some firms 
can enter as others exit. In other words, the quantity 
supplied will be much more elastic in the long run than 
in the short run.

Elasticities and Taxes: 
Combining Supply 
and Demand Elasticities

Who pays the tax? Someone may be legally 
required to send the check to the government 

but that is not necessarily the party that bears the bur-
den of the tax.

The relative elasticity of supply and demand deter-
mines the distribution of the tax burden for a good. 
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As we will see, if demand is relatively less elastic than 
supply in the relevant tax region, the largest portion of 
the tax is paid by the consumer. However, if demand 
is relatively more elastic than supply in the relevant 
tax region, the largest portion of the tax is paid by the 
producer.

In Exhibit 3(a), the pre-tax equilibrium price is 
$1.00 and the pre-tax equilibrium quantity is QBT—
the quantity before tax. If the government imposes a 
$0.50 tax on the seller, the supply curve shifts verti-
cally by the amount of the tax (just as if an input price 
rose $0.50).

When demand is relatively less elastic than supply 
in the relevant region, the consumer bears more of the 

burden of the tax. For example, in Exhibit 3(a), the 
demand curve is relatively less elastic than the  supply 
curve. In response to the tax, the consumer pays 
$1.40 per unit, $0.40 more than the consumer paid 
before the tax increase. The producer, however, receives 
$0.90 per unit, which is $0.10 less than the producer 
received before the tax.

In Exhibit 3(b), demand is relatively more elastic 
than the supply in the relevant region. Here we see that 
the greater burden of the same $0.50 tax falls on the 
producer. That is, the producer is now responsible for 
$0.40 of the tax, while the consumer only pays $0.10. 
In general, then, the tax burden falls on the side of the 
market that is relatively less elastic.

The Price Elasticity of Supply
section 6.4
exhibit 1

A change in price leads to a larger percentage change in 
quantity supplied.

The quantity supplied does not change regardless of the 
change in price.

A change in price leads to a smaller percentage change 
in quantity supplied.

Even a small percentage change in price will change 
quantity supplied by an infinite amount.
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$30,000; boats, $100,000; private planes, $250,000; 
and furs and jewelry, $10,000. The Congressional 
Budget Office forecasted that the luxury tax would 
raise about $1.5 billion over five years. However, in 
1991, the luxury tax raised less than $30 million in tax 
revenues. Why? People stopped buying items subject to 
the luxury tax.

Let’s focus our attention on the luxury tax on 
yachts. Congress passed this tax thinking that the 
demand for yachts was relatively inelastic and that 
the tax would have only a small impact on the sale 
of new yachts. However, the people in the market for 
new boats had plenty of substitutes—used boats, boats 
from other countries, new houses, vacations, and so on. 
In short, the demand for new yachts was more elastic 
than Congress thought. Remember, when demand is 
relatively more elastic than supply, most of the tax is 
passed on to the seller—in this case, the boat  industry 
(workers and retailers). And supply was relatively 
inelastic because boat factories are not easy to change 
in the short run. So sellers received a lower price for 
their boats, and sales fell. In the first year after the 
tax, yacht retailers reported a 77 percent drop in sales, 
and approximately 25,000 workers were laid off. The 
point is that incorrectly predicting elasticities can lead 
to huge social, political, and economic problems. After 
intense lobbying by industry groups, Congress repealed 
the luxury tax on boats in 1993, and on January 1, 
2003, the tax on cars finally expired.

Short-Run and Long-Run 
Supply Curves

section 6.4
exhibit 2

For most goods, supply is more elastic in the long 
run than in the short run. For example, if the price 
of a certain good increases, firms have an incentive 
to produce more but are constrained by the size of 
their plants. In the long run, they can increase their 
capacity and produce more.

Elasticity and the Burden of Taxation
section 6.4
exhibit 3

When demand is less elastic (or more inelastic) than supply, the tax burden falls primarily on consumers, as shown in 
(a). When demand is more elastic than supply, as shown in (b), the tax burden falls primarily on producers.
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Yachts, Taxes, and Elasticities
In 1991, Congress levied a 10 percent luxury tax. The 
tax applied to the “first retail sale” of luxury goods with 
sales prices above the following thresholds: automobiles 
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Business News

QIn the last half-century, farm prices expe-
rienced a steady decline—roughly 2 percent per 
year. Why?

AThe demand for farm products grew more 
slowly than supply. Productivity advances in agricul-
ture caused large increases in supply. And because 
of the inelastic demand for farm products, farmers’ 
incomes fell considerably. That is, the total revenues 
(P � Q) that farmers collected at the higher price, 
P1, was much greater, area 0P1 E1Q1, than the total 
revenue collected by farmers now when prices are 
lower, P2, at area 0P2 E2Q2.

FARM PRICES FALL OVER THE LAST 
HALF-CENTURY
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The United States spends billions of dollars a year 
to halt the importation of illegal drugs across 
the border. Although these efforts are clearly 

targeted at suppliers, who really pays the higher 
enforcement and evasion costs? The government 
crackdown has increased the probability of appre-
hension and conviction for drug smugglers. That 
increase in risk for suppliers increases their cost of 
doing business, raising the cost of importing and 
distributing illegal drugs. This would shift the sup-
ply curve for illegal drugs to the left, from S1 to S2, 
as seen in Exhibit 4. For most drug users—addicts, 
in particular—the price of drugs such as cocaine 
and heroin lies in the highly inelastic region of the 
demand curve. Because the demand for drugs is 

in the news Drugs Across the Border

Government Effort to Reduce 
the Supply of Illegal Drugs

section 6.4
exhibit 4
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(continued)
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Business News
relatively inelastic in this region, the seller would be 
able to shift most of this cost onto the consumer 
(think of it as similar to the tax shift just discussed). 
The buyer now has to pay a much higher price, PB, 
and the seller receives a slightly lower price, PS. 
That is, enforcement efforts increase the price of 
illegal drugs, but only a small reduction in quan-
tity demanded results from this price increase. 
Increased enforcement efforts may have unintended 
consequences due to the fact that buyers bear the 
majority of the burden of this price increase. Tighter 
smuggling controls may, in fact, result in higher 
levels of burglary, muggings, and white-collar crime, 
as more cash-strapped buyers search for alternative 
ways of funding their increasingly expensive habit. In 
addition, with the huge financial rewards in the drug 
trade, tougher enforcement and higher illegal drug 
prices could lead to even greater corruption in law 
enforcement and the judicial system.

These possible reactions do not mean we 
should abandon our efforts against illegal drugs. 
Illegal drugs can impose huge personal and social 
costs—billions of dollars of lost productivity and 
immeasurable personal tragedy. However, solely 
targeting the supply side can have unintended con-
sequences. Policy makers may get their best results 
by focusing on a reduction in demand—changing 
user preferences. For example, if drug education 
leads to a reduction in the demand for drugs, the 
demand curve will shift to the left—reducing the 
price and the quantity of illegal drugs exchanged, as 
shown in Exhibit 5. The remaining drug users, at Q2, 
will now pay a lower price, P2. This lower price for 

drugs will lead to fewer drug-related crimes, ceteris 
paribus.

It is also possible that the elasticity of demand for 
illegal drugs may be more elastic in the long run than 
the short run. In the short run, as the price rises, the 
quantity demanded falls less than proportionately 
because of the addictive nature of illegal drugs (this 
relationship is also true for goods such as tobacco 
and alcohol). However, in the long run, the demand 
for illegal drugs may be more elastic; that is, the 
higher price may deter many younger, and poorer, 
people from experimenting with illegal drugs.

in the news Drugs Across the Border (cont.)

Drug Education 
Reduces Demand

section 6.4
exhibit 5
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One reason that small changes in supply (or 
demand) lead to large changes in oil prices and 
small changes in quantity is because of the inelastic-
ity of demand (and supply) in the short run. Because 
bringing the production of oil to market takes a 
long time, the elasticity of supply is relatively low—
supply is inelastic. Few substitutes for oil products 

(e.g., gasoline) are available in the short run as seen 
in (a).

However, in the long run, demand and supply are 
more elastic. At higher prices, consumers will replace 
gas guzzlers with more fuel-efficient cars, and non-
OPEC oil producers will expand exploration and 
production. Thus, in the long run, when supply and 
demand are much more elastic, a reduction in supply 
will have a smaller impact on price, as seen in (b).

OIL PRICES

section 6.4
exhibit 6
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a. Oil Prices in the Short Run section 6.4
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b. Oil Prices in the Long Run

S E C T I O N    C H E C K

1. The price elasticity of supply measures the relative change in the quantity supplied that results from a change 
in price.

2. If the supply price elasticity is greater than 1, it is elastic; if it is less than 1, it is inelastic.

3. Supply tends to be more elastic in the long run than in the short run.

4. The relative elasticity of supply and demand determines the distribution of the tax burden for a good. If 
demand is more elastic than supply, producers bear the greater burden of the tax; if the supply is more elastic 
than the demand,  consumers bear the greater burden.

1. What does it mean to say the elasticity of supply for one good is greater than that for another?

2. Why does supply tend to be more elastic in the long run than in the short run?

3. How do the relative elasticities of supply and demand determine who bears the greater burden of a tax?
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Fill in the blanks:

 1. The price elasticity of demand measures the responsive-
ness of quantity _____________ to a change in price.

 2. The price elasticity of demand is defined as the percent-
age change in _____________ divided by the percentage 
change in _____________.

 3. If the price elasticity of demand is elastic, it means 
the quantity demanded changes by a relatively 
_____________ amount than the price change.

 4. If the price elasticity of demand is inelastic, it means 
the quantity demanded changes by a relatively 
_____________ amount than the price change.

 5. A demand curve or a portion of a demand curve can be 
relatively _____________, _____________, or relatively 
_____________.

 6. For the most part, the price elasticity of demand 
depends on the availability of _____________, the 
_____________ spent on the good, and the amount of 
_____________ people have to adapt to a price change.

 7. The elasticity of demand for a Ford automobile would 
likely be _____________ elastic than the demand for 
automobiles, because there are more and better substi-
tutes for a certain type of car than for a car itself.

 8. The smaller the proportion of income spent on a good, 
the _____________ its elasticity of demand.

 9. The more time that people have to adapt to a new price 
change, the _____________ the elasticity of demand. The 
more time that passes, the more time consumers have to 
find or develop suitable _____________ and to plan and 
implement changes in their patterns of consumption.

 10. When demand is price elastic, total revenues will 
_____________ as the price declines because the percent-
age increase in the _____________ is greater than the 
percentage reduction in price.

 11. When demand is price inelastic, total revenues will 
_____________ as the price declines because the percent-
age increase in the _____________ is less than the per-
centage reduction in price.

 12. When the price falls on the _____________ half of 
a straight-line demand curve, demand is relatively 
_____________. When the price falls on the lower half 
of a straight-line demand curve, demand is relatively 
_____________.

 13. The cross-price elasticity of demand is defined as the 
percentage change in the _____________ _____________ 
of good A divided by the percentage change in 
_____________ of good B.

 14. The income elasticity of demand is defined as the per-
centage change in the _____________ by the percentage 
change in _____________.

 15. The price elasticity of supply measures the sensitivity of 
the quantity _____________ to changes in the price of 
the good.

 16. The price elasticity of supply is defined as the percent-
age change in the _____________ divided by the percent-
age change in _____________.

 17. Goods with a supply elasticity that is greater than 1 are 
called relatively _____________ in supply.

 18. When supply is inelastic, a 1 percent change in the price 
of a good will induce a _____________ 1 percent change 
in the quantity supplied.

 19. Time is usually critical in supply elasticities because it 
is _____________ costly for sellers to bring forth and 
release products in a shorter period of time.

 20. The relative _____________ determines the distribution 
of the tax burden for a good.

 21. If demand is relatively _____________ elastic than sup-
ply in the relevant region, the largest portion of a tax is 
paid by the producer.

In te rac t i ve  Chapter  Summary

Key Terms and Concepts

price elasticity of demand 152
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unit elastic demand 153
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6.1 Price Elasticity of Demand
 1. What question is the price elasticity of demand 

designed to answer?
The price elasticity of demand is designed to answer 
the question: How responsive is quantity demanded to 
changes in the price of a good?

 2. How is the price elasticity of demand calculated?
The price elasticity of demand is calculated as the per-
centage change in quantity demanded, divided by the 
percentage change in the price that caused the change 
in quantity demanded.

 3. What is the difference between a relatively 
price elastic demand curve and a relatively price 
inelastic demand curve?
Quantity demanded changes relatively more than price 
along a relatively price elastic segment of a demand 
curve, while quantity demanded changes relatively less 
than price along a relatively price inelastic segment of a 
demand curve.

 4. What is the relationship between the price elas-
ticity of demand and the slope at a given point 
on a demand curve?
At a given point on a demand curve, the flatter the 
demand curve, the more quantity demanded changes 
for a given change in price, so the greater is the elastic-
ity of demand.

 5. What factors tend to make demand curves more 
price elastic?
Demand curves tend to become more elastic, the larger 
the number of close substitutes available for the good, 
the larger proportion of income spent on the good, 
and the greater the amount of time that buyers have to 
respond to a change in the good’s price.

 6. Why would a tax on a particular brand of 
 cigarettes be less effective at reducing smoking 
than a tax on all brands of cigarettes?
A tax on one brand of cigarettes would allow smokers 
to avoid the tax by switching brands rather than by 
smoking less, but a tax on all brands would raise the 
cost of smoking any cigarettes. A tax on all brands of 
cigarettes would therefore be more effective in reducing 
smoking.

 7. Why is the price elasticity of demand for prod-
ucts at a 24-hour convenience store likely to be 
lower at 2 AM than at 2 P.M.?
Fewer alternative stores are open at 2 a.m. than at 
2 p.m., and with fewer good substitutes, the price elas-

ticity of demand for products at 24-hour convenience 
stores is greater at 2 p.m.

 8. Why is the price elasticity of demand for turkeys 
likely to be lower, but the price elasticity of 
demand for turkeys at a particular store likely to 
be greater, at Thanksgiving than at other times 
of the year?
For many people, far fewer good substitutes are accept-
able for turkey at Thanksgiving than at other times, 
so that the demand for turkeys is more inelastic at 
Thanksgiving. But grocery stores looking to attract cus-
tomers for their entire large Thanksgiving shopping trip 
also often offer and heavily advertise turkeys at far bet-
ter prices than normally, which means shoppers have 
available more good substitutes and a more price elastic 
demand curve for buying a turkey at a particular store 
than normally.

6.2 Total Revenue and the Price 
Elasticity of Demand
 1. Why does total revenue vary inversely with price 

if demand is relatively price elastic?
Total revenue varies inversely with price if demand is 
relatively price elastic, because the quantity demanded 
(which equals the quantity sold) changes relatively 
more than price along a relatively elastic demand curve. 
Therefore, total revenue, which equals price times 
quantity demanded (sold) at that price, will change in 
the same direction as quantity demanded and in the 
opposite direction from the change in price.

 2. Why does total revenue vary directly with price, 
if demand is relatively price inelastic?
Total revenue varies in the same direction as price, if 
demand is relatively price inelastic, because the  quantity 
demanded (which equals the quantity sold) changes rel-
atively less than price along a relatively inelastic demand 
curve. Therefore, total revenue, which equals price times 
quantity demanded (and sold) at that price, will change 
in the same direction as price and in the opposite direc-
tion from the change in quantity demanded.

 3. Why is a linear demand curve more price elastic 
at higher price ranges and more price inelastic 
at lower price ranges?
Along the upper half of a linear (constant slope) 
demand curve, total revenue increases as the price falls, 
indicating that demand is relatively price elastic. Along 
the lower half of a linear (constant slope) demand 
curve, total revenue decreases as the price falls, indicat-
ing that demand is relatively price inelastic.

Sect ion Check Answers
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 4. If demand for some good was perfectly price 
inelastic, how would total revenue from its sales 
change as its price changed?
A perfectly price inelastic demand curve would be one 
where the quantity sold did not vary with the price. In 
such an (imaginary) case, total revenue would increase 
proportionately with price—a 10 percent increase in 
price with the same quantity sold would result in a 
10 percent increase in total revenue.

 5. Assume that both you and Art, your partner in a 
picture-framing business, want to increase your 
firm’s total revenue. You argue that in order to 
achieve this goal, you should lower your prices; 
Art, on the other hand, thinks that you should 
raise your prices. What assumptions are each of 
you making about your firm’s price elasticity of 
demand?
You are assuming that a lower price will increase total 
revenue, which implies you think the demand for your 
picture frames is relatively price elastic. Art is assuming 
that an increase in your price will increase your total 
revenue, which implies he thinks the demand for your 
picture frames is relatively price inelastic.

6.3 Other Types of Demand 
Elasticities
 1. How does the cross-price elasticity of demand 

tell you whether two goods are substitutes? 
Complements?
Two goods are substitutes when an increase (decrease) 
in the price of one good causes an increase (decrease) in 
the demand for another good. Substitutes have a posi-
tive cross-price elasticity. Two goods are complements 
when an increase (decrease) in the price of one good 
decreases (increases) the demand for another food. 
Compliments have a negative cross-price elasticity.

 2. How does the income elasticity of demand tell 
you whether a good is normal? Inferior?
If demand for a good increases (decreases) when 
income rises (falls), it is a normal good and has a posi-
tive income elasticity. If demand for a good decreases 
(increases) when income rises (falls), it is an inferior 
good and has a negative income elasticity.

 3. If the cross-price elasticity of demand between 
potato chips and popcorn was positive and 
large, would popcorn makers benefit from a tax 
imposed on potato chips?
A large positive cross-price elasticity of demand 
between potato chips and popcorn indicates that they 

are close substitutes. A tax on potato chips, which 
would raise the price of potato chips as a result, would 
also substantially increase the demand for popcorn, 
increasing the price of popcorn and the quantity of 
popcorn sold, increasing the profits of popcorn makers.

 4. As people’s incomes rise, why will they spend 
an increasing portion of their incomes on goods 
with income elasticities greater than 1 (DVDs) 
and a decreasing portion of their incomes on 
goods with income elasticities less than 1 (food)?
An income elasticity of 1 would mean people spent the 
same fraction or share of their income on a particular 
good as their incomes increase. An income elasticity 
greater than 1 would mean people spent an increasing 
fraction or share of their income on a particular good 
as their incomes increase, and an income elasticity less 
than 1 would mean people spent a decreasing fraction 
or share of their income on a particular good as their 
incomes increase.

 5. If people spent three times as much on restau-
rant meals and four times as much on DVDs as 
their incomes doubled, would restaurant meals or 
DVDs have a greater income elasticity of demand?
DVDs would have a higher income elasticity of demand 
(4) in this case than restaurant meals (3).

6.4 Price Elasticity of Supply
 1. What does it mean to say the elasticity of supply 

for one good is greater than that for another?
For the elasticity of supply for one good to be greater 
than for another, the percentage increase in quantity sup-
plied that results from a given percentage change in price 
will be greater for the first good than for the second.

 2. Why does supply tend to be more elastic in the 
long run than in the short run?
Just as the cost of buyers changing their behavior 
is lower, the longer they have to adapt, leading to 
 long-run demand curves being more elastic than short-
run demand curves, the same is true of suppliers. The 
cost of producers changing their behavior is lower, the 
longer they have to adapt, leading to long-run supply 
curves being more elastic than short-run supply curves.

 3. How do the relative elasticities of supply and 
demand determine who bears the greater 
 burden of a tax?
When demand is more elastic than supply, the tax 
burden falls mainly on producers; when supply is more 
elastic than demand, the tax burden falls mainly on 
consumers.
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True or False:

 1. If a small change in quantity demanded results from a huge change in price, then demand is said to be elastic.

 2. A segment of a demand curve has an elasticity less than 1 if the percentage change in quantity demanded is less than the 
percentage change in price that caused it.

 3. A perfectly elastic demand curve would be horizontal, but a perfectly inelastic demand curve would be vertical.

 4. Using the formula, the same elasticity results whether going from a higher (lower) price to a lower (higher) price.

 5. Along a segment of a demand curve that is unit elastic, quantity demanded would change by 10 percent as a result of a 
10 percent change in the price.

 6. Goods with close substitutes tend to have more elastic demands, while goods without close substitutes tend to have less 
elastic demands.

 7. We would expect that the elasticity of demand for Ford automobiles would be greater than the demand for insulin by diabetics.

 8. Based on the percentage of a person’s budget devoted to a particular item, you would expect that the elasticity of demand 
for salt would be greater than the elasticity of demand for attending a university.

 9. The short-run demand curve is generally more elastic than the long-run demand curve.

 10. Along a demand curve, if the price rises and total revenue falls as a result, then demand must be relatively elastic along 
that range of the demand curve.

 11. If demand is inelastic, the price and total revenue will move in opposite directions along the demand curve.

 12. A straight-line demand curve will have a constant elasticity of demand along its length.

 13. The price elasticity of supply measures the relative change in the quantity supplied that results from a change in price.

 14. When supply is relatively elastic, a 10 percent change in price will result in a greater than 10 percent change in quantity 
supplied.

 15. A perfectly elastic supply curve would be vertical, but a perfectly inelastic supply curve would be horizontal.

 16. Goods with a supply elasticity that is less than 1 are called relatively inelastic in supply.

 17. Unlike demand, supply tends to be more elastic in the long run than in the short run.

 18. If demand has a lower elasticity than supply in the relevant region, the largest portion of a tax is paid by the producer.

 19. Who bears the burden of a tax has nothing to do with who actually pays the tax at the time of the purchase.

Multiple Choice:

 1. Price elasticity of demand is defined as the _____________ change in quantity demanded divided by the _____________ 
change in price.

 a. total; percentage
 b. percentage; marginal
 c. marginal; percentage
 d. percentage; percentage
 e. total; total

 2. Demand is said to be _____________ when the quantity demanded is not very responsive to changes in price.
 a. independent
 b. inelastic
 c. unit elastic
 d. elastic

 CHAPTER 6  STUDY GUIDE
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 3. For a given decrease in price, the greater the elasticity of demand, the greater the resulting
 a. increase in quantity demanded.
 b. increase in demand.
 c. decrease in quantity demanded.
 d. decrease in demand.

 4. When demand is inelastic,
 a. price elasticity of demand is less than 1.
 b. consumers are not very responsive to changes in price.
 c. the percentage change in quantity demanded resulting from a price change is less than the percentage change in price.
 d. all of the above are correct.

 5. Using the midpoint formula for the elasticity of demand, if a price increase from $57 to $63 reduces quantity demanded 
from 66 units to 54 units, the elasticity of demand

 a. equals 0.5.
 b. equals 1.
 c. equals 2.
 d. cannot be determined from the information given.

 6. Which of the following will not tend to increase the elasticity of demand for a good?
 a. an increase in the availability of close substitutes
 b. an increase in the amount of time people have to adjust to a change in the price
 c. an increase in the proportion of income spent on the good
 d. all of the above will increase the elasticity of demand for a good

 7. Which of the following would tend to have the most elastic demand curve?
 a. automobiles
 b. Chevrolet automobiles
 c. a and b would be the same
 d. none of the above

 8. Iron Mike’s steel mill finds that a 10 percent increase in its price leads to a 14 percent decrease in the quantity it is able to 
sell. The demand curve for the mill’s output is

 a. elastic.
 b. inelastic.
 c. unit elastic.
 d. perfectly elastic.

 9. Price elasticity of demand is said to be greater
 a. the shorter the period of time consumers have to adjust to price changes.
 b. the longer the period of time consumers have to adjust to price changes.
 c. when there are fewer available substitutes.
 d. when the elasticity of supply is greater.

 10. If recent sharp increases in the price of insulin have had only a small effect on the amount of insulin purchased, then the 
demand for insulin is

 a. elastic.
 b. inelastic.
 c. unit elastic.
 d. perfectly elastic.

 11. The price-elasticity-of-demand coefficient for herbal tea is estimated to be equal to 0.5. It is expected, therefore, that a 
10 percent decrease in price would lead to _____________ in the quantity of herbal tea demanded.

 a. a 5 percent decrease
 b. a 5 percent increase
 c. a 10 percent decrease
 d. a 10 percent increase
 e. a 0.5 percent increase
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 12. The long-run demand curve for gasoline is likely to be
 a. more elastic than the short-run demand curve for gasoline.
 b. more inelastic than the short-run demand curve for gasoline.
 c. the same as the short-run demand curve for gasoline.
 d. more inelastic than the short-run supply of gasoline.

 13. Demand curves for goods tend to become more inelastic
 a. when more good substitutes for the good are available.
 b. when the good makes up a larger portion of a person’s income.
 c. when people have less time to adapt to a given price change.
 d. when any of the above is true.
 e. in none of the above situations.

 14. When the local symphony recently raised the ticket price for its summer concerts in the park, the symphony was surprised 
to see that its total revenue had actually decreased. The reason was that the elasticity of demand for tickets was

 a. unit elastic.
 b. unit inelastic.
 c. inelastic.
 d. elastic.

 15. For a given increase in price, the greater the elasticity of supply, the greater the resulting
 a. decrease in quantity supplied.
 b. decrease in supply.
 c. increase in quantity supplied.
 d. increase in supply.

 16. If the demand for gasoline is highly inelastic and the supply is highly elastic, and then a tax is imposed on gasoline, it will 
be paid

 a. largely by the sellers of gasoline.
 b. largely by the buyers of gasoline.
 c. equally by the sellers and buyers of gasoline.
 d. by the government.

 17. An increase in demand will increase the price but not the quantity sold in a market if
 a. supply is perfectly elastic.
 b. supply is perfectly inelastic.
 c. supply is relatively elastic.
 d. supply is relatively inelastic.

 18. A straight-line demand curve would
 a. have the same elasticity along its entire length.
 b. have a higher elasticity of demand near its top than near its bottom.
 c. have a lower elasticity of demand near its bottom than near its top.
 d. be relatively inelastic at high prices, but relatively elastic at low prices.

 19. The longer the time horizon, a permanent increase in demand will tend to increase the quantity traded _____________ , 
and increases the price _____________.

 a. more; more
 b. more; less
 c. less; more
 d. less; less

 20. If you observed that price increased 20 percent when the quantity traded increased by 10 percent, then
 a. the elasticity of demand is 2.0.
 b. the elasticity of demand is 0.5.
 c. the elasticity of supply is 2.0.
 d. the elasticity of supply is 0.5.
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 21. If the cross-price elasticity of demand between two goods is negative, we know that
 a. they are substitutes.
 b. they are complements.
 c. they are both inferior goods.
 d. they are both normal goods.

 22. If the income elasticity of demand for good A is 0.5 and the income elasticity of demand for good B is 1.5, then
 a. both A and B are normal goods.
 b. both A and B are inferior goods.
 c. A is a normal good, but B is an inferior good.
 d. A is an inferior good, but B is a normal good.

 23. If good X has a negative cross-price elasticity of demand with good Y and good X also has a negative income elasticity of 
demand, then

 a. X is a substitute for Y, and X is a normal good.
 b. X is a substitute for Y, and X is an inferior good.
 c. X is a complement for Y, and X is a normal good.
 d. X is a complement for Y, and X is an inferior good.

Problems:

 1. In each of the following cases, indicate which good you think has a relatively more price elastic demand and identify the 
most likely reason, in terms of the determinants of the elasticity of demand (more substitutes, greater share of budget, or 
more time to adjust).

 a. cars or Chevrolets
 b. salt or housing
 c. going to a New York Mets game or a Cleveland Indians game
 d. natural gas this month or over the course of a year

 2. How might your elasticity of demand for copying and binding services vary if your work presentation is next week versus 
in two hours?

 3. The San Francisco Giants want to boost revenues from ticket sales next season. You are hired as an economic consultant 
and asked to advise the Giants whether to raise or lower ticket prices next year. If the elasticity of demand for Giants 
game tickets is estimated to be �1.6, what would you advise? If the elasticity of demand equals �0.4?

 4. For each of the following pairs, identify which one is likely to exhibit more elastic demand:
 a. shampoo; Paul Mitchell Shampoo
 b. air travel prompted by an illness in the family; vacation air travel
 c. paper clips; an apartment rental
 d. prescription heart medication; generic aspirin

 5. Using the midpoint formula for calculating the elasticity of demand, if the price of a good fell from $42 to $38, what 
would be the elasticity of demand if the quantity demanded changed from:

 a. $19 to $21?
 b. $27 to $33?
 c. $195 to $205?

 6. Explain why using the midpoint formula for calculating the elasticity of demand gives the same result whether price 
increases or decreases, but using the initial price and quantity instead of the average does not.

 7. Why is a more narrowly defined good (pizza) likely to have a greater elasticity of demand than a more broadly defined 
good (food)?

 8. If the elasticity of demand for hamburgers equals �1.5 and the quantity demanded equals 40,000, predict what will 
happen to the quantity demanded of hamburgers when the price increases by 10 percent. If the price falls by 5 percent, 
what will happen?
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 9. Evaluate the following statement: “Along a downward-sloping linear demand curve, the slope and therefore the elasticity 
of demand are both ‘constant.’”

 10. If the midpoint on a straight-line demand curve is at a price of $7, what can we say about the elasticity of demand for a 
price change from $12 to $10? What about from $6 to $4?

 11. Assume the following weekly demand schedule for Sunshine DVD Rentals in Cloverdale.
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 a. When Sunshine DVD Rentals lowers their rental price from $4 to $3, what happens to its total revenue?
 b. Between a price of $4 and a price of $3, is the demand for Sunshine DVD Rentals in Cloverdale elastic or inelastic?
 c. Between a price of $2 and a price of $1, is the demand for Sunshine DVD Rentals in Cloverdale elastic or inelastic?

 12. The Cowtown Hotel is the only first-class hotel in Fort Worth. The hotel owners hired economics advisors for advice 
about improving the hotel’s profitability. They suggested the hotel could increase this year’s revenue by raising prices. The 
owners asked, “Won’t raising prices reduce the quantity of hotel rooms demanded and increase vacancies?” What do you 
think the advisors replied? Why would they suggest increasing prices?

 13. A movie production company faces a linear demand curve for its film, and it seeks to maximize total revenue from the 
film’s distribution. At what level should the price be set? Where is demand elastic, inelastic, or unit elastic? Explain.

 14. Isabella always spends $50 on red roses each month and simply adjusts the quantity she purchases as the price changes. 
What can you say about Isabella’s elasticity of demand for roses?

 15. If taxi fares in a city rise, what will happen to the total revenue received by taxi operators? If the fares charged for sub-
way rides, a substitute for taxi rides, do not change, what will happen to the total revenue earned by the subway as a 
result?

 16. Mayor George Henry has a problem. He doesn’t want to anger voters by taxing them because he wants to be reelected, 
but the town of Gapville needs more revenue for its schools. He has a choice between taxing tickets to professional bas-
ketball games or taxing food. If the demand for food is relatively inelastic while the supply is relatively elastic, and if the 
demand for professional basketball games is relatively elastic while the supply is relatively inelastic, in which case would 
the tax burden fall primarily on consumers? In which case would the tax burden fall primarily on producers?

 17. Indicate whether a pair of products are substitutes, complements, or neither based upon the following estimates for the 
cross-price elasticity of demand:

 a. 0.5
 b. �0.5

 18. Using the midpoint formula for calculating the elasticity of supply, if the price of a good rose from $95 to $105, what 
would be the elasticity of supply if the quantity supplied changed from:

 a. 38 to 42?
 b. 78 to 82?
 c. 54 to 66?
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 19. Why is an increase in price more likely to decrease the total revenue of a seller in the long run than in the short run?

 20. If both supply curves and demand curves are more elastic in the long run than in the short run, how does the incidence 
of a tax change from the short run to the long run as a result? What happens to the revenue raised from a given tax over 
time, ceteris paribus?

 21. Assume you had the following observations on U.S. intercity rail travel: Between 1990 and 1993 rail travel increased 
from 17.5 passenger miles per person to 19 passenger miles per person. At the same time neither per-mile railroad price 
or incomes changed but the per-mile price of intercity airline travel increased by 7.5 percent. Between 1995 and 1998 
per capita incomes rose by approximately 13 percent while the price of travel by rail and plane stayed constant. Intercity 
rail travel was 20 passenger miles per person in 1995 and 19.5 in 1998. Assuming the demand for travel didn’t change 
between these periods:

 a. calculate the income elasticity of demand for intercity rail travel.
 b. calculate the cross-price elasticity of demand for intercity rail travel.
 c. are air travel and rail travel substitutes or complements? Is intercity rail travel a normal or an inferior good?
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Are the price and output that result from the 
equilibrium of supply and demand right from 
society’s standpoint?

Using the tools of consumer and producer 
surplus, we can demonstrate the efficiency of 
a competitive market. In other words, we can 
show that the equilibrium price and quantity in 
a competitive market maximize the economic 
welfare of consumers and producers. Maximizing 
total surplus (the sum of consumer and pro-
ducer surplus) leads to an efficient allocation 
of resources. Efficiency makes the size of the 
economic pie as large as possible. How we dis-
tribute that economic pie (equity) is the subject 
of future chapters. Efficiency can be measured on 
objective, positive grounds while equity involves 
 normative analysis.

We can also use the tools of consumer and 
producer surplus to study the welfare effects of 

government policy—rent controls, taxes, and 
agricultural support prices. To economists, wel-
fare does not mean a government payment to 
the poor; rather, it is a way that we measure the 
impact of a policy on a particular group, such 
as consumers or producers. By calculating the 
changes in producer and consumer surplus that 
result from government intervention, we can 
measure the impact of such policies on buyers 
and sellers. For example, economists and policy-
makers may want to know how much a consumer 
or producer might benefit or be harmed by a tax 
or subsidy that alters the equilibrium price and 
quantity.

Let’s begin by presenting the most widely 
used tool for measuring consumer and producer 
 welfare. ■

In earlier chapters, we saw how the market forces of supply and 
demand allocate society’s scarce resources. However, we did not 
discuss whether this outcome was desirable or to whom. 

Market Efficiency 
and Welfare

7.1 Consumer Surplus and Producer Surplus 7.2 The Welfare Effects of Taxes, Subsidies, 
and Price Controls

7

182



Consumer Surplus

In a competitive market, consumers and producers buy 
and sell at the market equilibrium price. However, 

some consumers will be willing and able to pay more 
for the good than they have to. But they would never 
knowingly buy something that is worth less to them. 
That is, what a consumer actually pays for a unit of a 
good is usually less than the amount she is willing to 
pay. For example, you would be willing and able to 
pay far more than the market price for a rope ladder 
to get out of a burning building. You would be will-
ing to pay more than the market price for a tank of 
gasoline if you had run out of gas on a desolate high-
way in the desert. Consumer surplus is the monetary 
difference between the amount a consumer is willing 
and able to pay for an additional unit of a good and 
what the consumer actually pays—the market price. 
Consumer surplus for the whole market is the sum of 
all the individual consumer surpluses for those con-
sumers who have purchased the good.

Marginal Willingness 
to Pay Falls as More 
Is Consumed

Suppose it is a hot day and iced tea 
is going for $1 per glass, but Julie 

is willing to pay $4 for the first glass 
(point a), $2 for the second glass (point b), 
and $0.50 for the third glass (point c), 
reflecting the law of demand. How much 
consumer surplus will Julie receive? First, it is impor-
tant to note the general fact that if the consumer is 
a buyer of several units of a good, the earlier units 
will have greater marginal value and therefore create 
more consumer surplus, because marginal willingness 
to pay falls as greater quantities are consumed in any 
period. In fact, you can think of the demand curve as a 
marginal benefit curve—the additional benefit derived 
from consuming one more unit. Notice in Exhibit 1 
that Julie’s demand curve for iced tea has a step-like 
shape. This is demonstrated by Julie’s willingness to 

pay $4 and $2 successively for the first 
two glasses of iced tea. Thus, Julie will 
receive $3 of consumer surplus for the 
first glass ($4 � $1) and $1 of consumer 
surplus for the second glass ($2 � $1), 
for a total consumer surplus of $4, as 
seen in Exhibit 1. Julie will not be will-
ing to purchase the third glass, because 
her willingness to pay is less than its 
price ($0.50 versus $1.00).

In Exhibit 2, we can easily measure 
the consumer surplus in the market by 
using a market demand curve rather 

than an individual demand curve. In short, the market 
consumer surplus is the area under the market demand 
curve and above the market price (the shaded area in 
Exhibit 2). The market for chocolate contains millions 
of potential buyers, so we will get a smooth demand 
curve. Because the demand curve represents the mar-
ginal benefits consumers receive from consuming an 
additional unit, we can conclude that all buyers of 
chocolate receive at least some consumer surplus in the 
market because the marginal  benefit is greater than the 
market price—the shaded area in Exhibit 2.

n What is consumer surplus?

n What is producer surplus?

n How do we measure the total gains from trade?

Consumer Surplus and Producer Surplus
S E C T I O N

7.1

consumer surplus 
the difference between 
the price a consumer is 
willing and able to pay for 
an additional unit of a good 
and the price the consumer 
actually pays; for the whole 
market, it is the sum of all 
the individual consumer 
surpluses

Imagine it is 115 degrees in the shade. Do you think 
you would get more consumer surplus from your 
first glass of iced tea than you would from a 
fifth glass?
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Price Changes and Changes 
in Consumer Surplus

Imagine that the price of your favorite beverage fell 
because of an increase in supply. Wouldn’t you feel 

better off? An increase in supply and a lower price will 

increase your consumer surplus for each unit you were 
already consuming and will also increase your con-
sumer surplus from additional purchases at the lower 
price. Conversely, a decrease in supply and increase in 
price will lower your consumer surplus.

Exhibit 3 shows the gain in consumer surplus asso-
ciated with, say, a technological advance that shifts the 
supply curve to the right. As a result, equilibrium price 
falls (from P1 to P2) and quantity rises (from Q1 to Q2). 
Consumer surplus then increases from area P1AB to 
area P2AC, or a gain in consumer surplus of P1BCP2. 
The increase in consumer surplus has two parts. First, 
there is an increase in consumer surplus, because Q1

can now be purchased at a lower price; this amount 
of additional consumer surplus is illustrated by area 
P1BDP2 in Exhibit 3. Second, the lower price makes 
it advantageous for buyers to expand their purchases 
from Q1 to Q2. The net benefit to buyers from expand-
ing their consumption from Q1 to Q2 is illustrated by 
area BCD.

Producer Surplus

As we have just seen, the difference between what 
 a consumer would be willing and able to pay for 

a given quantity of a good and what a consumer actu-
ally has to pay is called consumer surplus. The parallel 

Julie’s Consumer Surplus 
for Iced Tea

section 7.1
exhibit 1
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(glasses per day)

0
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Maximum price willing
to pay for 1st glass

Market price

$0.50

Maximum price willing
to pay for 2nd glass
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to pay for 3rd glass

Julie receives $3 of consumer surplus for the first 
glass of iced tea and $1 of consumer surplus for the 
second glass. Her total consumer surplus is $4.

Impact of an Increase in Supply 
on Consumer Surplus

section 7.1
exhibit 3
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Q1 can now be purchased
 at a lower price

 A lower price makes it
advantageous for buyers to 

expand their purchases

As a result of the increase in supply, the price falls 
from P1 to P2. The initial consumer surplus at P1 is 
the area P1AB. The increase in the consumer surplus 
from the fall in price is from P1 to P2.

Consumer Surplus
section 7.1
exhibit 2
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Demand
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Quantity of Chocolate 
(billions of pounds per year)

0

Consumer surplus
in the market

Market price

Marginal willingness
to pay for last unit

The area below the market demand curve but above 
the market price is called consumer surplus. It is 
represented by the shaded area. The market demand 
curve is smooth because many buyers purchase 
chocolate each year.
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concept for producers is called producer surplus. 
Producer surplus is the difference between what a pro-
ducer is paid for a good and the cost of producing one 
unit of that good. Producers would never knowingly 
sell a good that is worth more to them than the asking 
price. Imagine selling coffee for half of what it cost to 
produce—you won’t be in business very long with that 
pricing strategy. The supply curve shows the minimum 
amount that sellers must receive to be willing to supply 
any given quantity; that is, the supply curve reflects the 
marginal cost to sellers. The marginal cost is the cost 
of producing one more unit of a good. In other words, 
the supply curve is the marginal cost curve, just like the 
demand curve is the marginal benefit curve. Because 
some units can be produced at a cost that is lower than 
the market price, the seller receives a 
surplus, or a net benefit, from producing 
those units. For example, in Exhibit 4, 
the market price is $5. Say the firm’s 
marginal cost is $2 for the first unit, $3 
for the second unit, $4 for the third unit, 
and $5 for the fourth unit. Because pro-
ducer surplus for a particular unit is the 
difference between the market price and 
the seller’s cost of producing that unit, 
producer surplus would be as follows: 
The first unit would yield $3; the second 
unit would yield $2; the third unit would 
yield $1; and the fourth unit would add 
no more to producer surplus, because 
the market price equals the seller’s cost.

When there are a lot of producers, the supply curve 
is more or less smooth, like in Exhibit 5. Total pro-
ducer surplus for the market is obtained by summing 
all the producer surpluses of all the sellers—the area 
above the market supply curve and below the market 
price up to the quantity actually produced—the shaded 
area in Exhibit 5. Producer surplus is a measurement of 
how much sellers gain from trading in the market.

Suppose an increase in market demand causes the 
market price to rise, say from P1 to P2; the seller now 
receives a higher price per unit, so additional producer 
surplus is generated. In Exhibit 6, we see the addi-
tions to producer surplus. Part of the added surplus 
(area P2DBP1) is due to a higher price for the quantity 
already being produced (up to Q1) and part (area DCB) 

is due to the expansion of output made 
profitable by the higher price (from Q1

to Q2).

Market Efficiency 
and Producer and 
Consumer Surplus

With the tools of consumer and 
producer surplus, we can better 

analyze the total gains from exchange. 
The demand curve represents a collec-
tion of maximum prices that consum-
ers are willing and able to pay for 

producer surplus 
the difference between what 
a producer is paid for a good 
and the cost of producing 
that unit of the good; for 
the market, it is the sum 
of all the individual sellers’ 
producer surpluses—the 
area above the market 
supply curve and below the 
market price

marginal cost 
the cost of producing one 
more unit of a good

A Firm’s Producer Surplus
section 7.1
exhibit 4
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The firm’s supply curve looks like a staircase. The 
marginal cost is under the stair and the producer 
surplus is above the red stair and below the market 
price for each unit.

Market Producer Surplus
section 7.1
exhibit 5
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The market producer surplus is the shaded area 
above the supply curve and below the market price 
up to the quantity produced, 50,000 units.
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 additional quantities of a good or service. It also shows 
the marginal benefits derived by consumers. The sup-
ply curve represents a collection of minimum prices 
that suppliers require to be willing and able to supply 
each additional unit of a good or service. It also shows 
the marginal cost of production. Both 
are shown in Exhibit 7. For example, 
for the first unit of output, the buyer is 
willing to pay up to $7, while the seller 
would have to receive at least $1 to 
produce that unit. However, the equi-
librium price is $4, as indicated by the intersection of 
the supply and demand curves. It is clear that the two 
would gain from getting together and trading that unit, 
because the consumer would receive $3 of consumer 
surplus ($7 � $4), and the producer would receive $3 
of producer surplus ($4 � $1). Both would also benefit 
from trading the second and third units of output—in 
fact, both would benefit from trading every unit up 
to the market equilibrium output. That is, the buyer 
purchases the good, except for the very last unit, for 
less than the maximum amount she would have been 
willing to pay; the seller receives for the good, except 
for the last unit, more than the minimum amount 
for which he would have been willing to supply the 
good. Once the equilibrium output is reached at the 

 equilibrium price, all the mutually ben-
eficial trade opportunities between the 
demander and supplier will have taken 
place, and the sum of consumer surplus 
and producer surplus is maximized. 

This is where the marginal benefit to buyers is equal to 
the marginal cost to producers. Both buyer and seller 
are better off from each of the units traded than they 
would have been if they had not exchanged them.

It is important to recognize that, in this case, the 
total welfare gains to the economy from trade in this 
good is the sum of the consumer and producer sur-
pluses created. That is, consumers benefit from addi-
tional amounts of consumer surplus, and producers 
benefit from additional amounts of producer surplus. 
Improvements in welfare come from additions to both 
consumer and producer surpluses. In competitive mar-
kets with large numbers of buyers and sellers, at the 
market equilibrium price and quantity, the net gains to 
society are as large as possible.

Impact of an Increase in 
Demand on Producer Surplus

section 7.1
exhibit 6
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 A higher price for quantity
already being produced

Expansion of output from
Q1 to Q2 made profitable
because of higher price

A higher market price due to an increase in market 
demand will increase total producer surplus. The 
initial producer surplus at P1 is the area ABP1. The 
increase in producer surplus from the higher price is 
area P2CBP1.

Consumer and Producer Surplus
section 7.1
exhibit 7
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Increasing output beyond the competitive equilibrium 
output, 4 million units, decreases welfare, because 
the cost of producing this extra output exceeds the 
value the buyer places on it (MC > MB)—producing 
5 million units rather than 4 million units leads to a 
deadweight loss of area ECD. Reducing output below 
the competitive equilibrium output level, 4 million 
units, reduces total welfare, because the buyer val-
ues the extra output by more than it costs to 
produce that output—producing 3 million units rather 
than 4 million units leads to a deadweight loss of 
area EAB, MB > MC, only at equillibrium, E, is 
MB � MC.

total welfare gains 
the sum of consumer 
and producer surpluses
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Business News
In America, retailers make 25% of their yearly sales 

and 60% of their profits between Thanksgiving 
and Christmas. Even so, economists find some-

thing to worry about in the nature of the purchase 
being made.

Much of the holiday spending is on gifts for 
others. At the simplest level, giving gifts involves 
the giver thinking of something that the recipient 
would like—he tries to guess her preferences, as 
economists say—and then buying the gift and deliv-
ering it. Yet this guessing of preferences is no mean 
feat; indeed, it is often done badly. Every year, ties 
go unworn and books unread. And even if a gift is 
enjoyed, it may not be what the recipient would 
have bought had she spent the money herself.

Intrigued by this mismatch between wants and 
gifts, in 1993 Joel Waldfogel, then an economist at 
Yale University, sought to establish the disparity in 
dollar terms. In a paper that has proved seminal in 
the literature on the issue, he asked students two 
questions at the end of the holiday season: first, 
estimate the total amount paid (by givers) for all 
holiday gifts you received; second, apart from senti-
mental value of the items, if you did not have them, 
how much would you be willing to pay to get them? 
His results were gloomy: on average, a gift was 
valued by the recipient well below the price paid by 
the giver.

The most conservative estimate put the average 
receiver’s valuation at 90% of the buying price. The 
missing 10% is what economists call a deadweight 
loss: a waste of resources that could be averted 
without making anyone worse off. In other words, 
if the giver gave the cash value of the purchase 
instead of the gift itself, the recipient could then 
buy what she really wants, and be better off for no 
extra cost.

Perhaps not surprisingly, the most effective gifts 
(those with the smallest deadweight loss) were those 
from close friends and relations, while non-cash 
gifts from extended family were the least efficient. 
As the age difference between giver and recipient 
grew, so did the inefficiency. All of which suggests 
what many grandparents know: when  buying gifts 
for someone with largely unknown preferences, the 

in the news Is Santa a Deadweight Loss?

best present is one that is totally flexible (cash) or 
very flexible (gift vouchers).

If the results are generalized, a waste of one 
dollar in ten represents a huge aggregate loss to 
society. It suggests that in America, where givers 
spend $40 billion on Christmas gifts, $4 billion is 
being lost annually in the process of gift giving. Add 
in birthdays, weddings, and non-Christian occasions 
and the figure would balloon. So should economists 
advocate an end to gift giving, or at least press for 
money to become the gift of choice?

Sentimental Value
There are a number of reasons to think not. First, 
recipients may not know their own preferences very 
well. Some of the best gifts, after all, are the unex-
pected items that you would never have thought of 
buying but turn out to be especially well picked. And 
preferences can change. So by giving a jazz CD, for 
example, the giver may be encouraging the recipi-
ent to enjoy something that was shunned before. 
This, and a desire to build skills, is presumably the 
hope held by the many parents who ignore their 
children’s pleas for video games and give them 
books instead.

(continued)
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Business News
Second, the giver may have access to items—

because of travel or an employee discount, for 
example—that the recipient does not know existed, 
cannot buy, or can only buy at a higher price. Finally, 
there are items that a recipient would like to receive 
but not purchase. If someone else buys them, 
however, they can be enjoyed guilt-free. This might 
explain the high volume of chocolate that changes 
hands over the holidays.

But there is a more powerful argument for gift 
giving, deliberately ignored by most surveys. Gift giv-
ing, some economists think, is a process that adds 
value to an item over and above what it would oth-
erwise be worth to the recipient. Intuition backs this 
up, of course. A gift’s worth is not only a function of 
its price but also of the giver and the circumstances 
in which it is given.

Hence, a wedding ring is more valuable to 
its owner than to a jeweler, and the imprint of a 
child’s hand on dried clay is priceless to a loving 
grandparent. Moreover, not only can gift giving 
add value for the recipient, but it can be fun for 
the giver, too. It is good, in other words, to give as 
well as to receive.

The lesson then, for gift givers? Try hard to guess 
the preferences of each person on your list and then 
choose a gift that will have high sentimental value. 
As economists have studied hard to tell you, it’s the 
thought that counts.

SOURCE: From “Economics Focus: Is Santa a Deadweight Loss?”, ‘The Economist’, 

December 20, 2001. © The Economist Newspaper Limited, London 2001. Reprinted 

with permission.

Why would it be inefficient to produce only 3 mil-
lion units? The demand curve in Exhibit 7 indicates 
that the buyer is willing to pay $5 for the 
3 millionth unit. The supply curve shows 
that it only costs the seller $3 to produce 
that unit. That is, as long as the buyer 
values the extra output by more than it 
costs to produce that unit, total welfare 
would increase by expanding output. 
In fact, if output is expanded from 3 million units to 
4 million units, total welfare (the sum of consumer 
and producer surpluses) will increase by area AEB in 
Exhibit 7.

What if 5 million units are produced? The demand 
curve shows that the buyer is only willing to pay $3 
for the 5 millionth unit. However, the supply curve 
shows that it would cost about $5.50 to produce that 
5 millionth unit. Thus, increasing output beyond equi-
librium decreases total welfare, because the cost of 
producing this extra output is greater than the value 
the buyer places on it. If output is reduced from 5 mil-
lion units to 4 million units, total welfare will increase 
by area ECD in Exhibit 7.

Not producing the efficient level of output, in this 
case 4 million units, leads to what economists call a 

deadweight loss. A deadweight loss is 
the reduction in both consumer and 
producer surpluses—it is the net loss 
of total surplus that results from the 
misallocation of resources.

In a competitive equilibrium, sup-
ply equals demand at the equilibrium. 

This means that the buyers value the last unit of output 
consumed by exactly the same amount that it cost to 
produce. If consumers valued the last unit by more 
than it cost to produce, welfare could be increased by 
expanding output. If consumers valued the last unit 
by less than it cost to produce, then welfare could be 
increased by producing less output.

In sum, market efficiency occurs when we have 
maximized the sum of consumer and producer sur-
plus, when the margin of benefits of the last unit con-
sumed is equal to the marginal cost of productivity, 
MB � MC.

deadweight loss 
net loss of total surplus that 
results from an action that 
alters a market equilibrium

in the news Is Santa a Deadweight Loss? (cont.)
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A
lfred Marshall was born outside of London 
in 1842. His father, a domineering man 
who was a cashier for the Bank of England, 

wanted nothing more than for Alfred to become a 
minister. But the young Marshall enjoyed math and 
chess, both of which were forbidden by his authori-
tarian father. When he was older, Marshall turned 
down a theological scholarship to Oxford to study at 
Cambridge, with the financial support of a wealthy 
uncle. Here he earned academic honors in mathemat-
ics. Upon graduating, Marshall set upon a period of 
self-discovery. He traveled to Germany to study meta-
physics, later adopting the philosophy of agnosticism, 
and moved on to studying ethics. He found within 
himself a deep sorrow and disgust over the condi-
tion of society. He resolved to use his skills to lessen 
poverty and human suffering, and, in wanting to use 
his mathematics in this broader capacity, Marshall 
soon developed a fascination with economics.

Marshall became a fellow and lecturer in political 
economy at Cambridge. He had been teaching for nine 
years when, in 1877, he married a former student, 
Mary Paley. Because of the university’s celibacy rules, 
Marshall had to give up his position at Cambridge. 
He moved on to teach at University College at Bristol 
and at Oxford. But in 1885, the rules were relaxed 
and Marshall returned to Cambridge as the Chair in 
Political Economy, a position that he held until 1908, 
when he resigned to devote more time to writing.

Before this point in time, economics was grouped 
with philosophy and the “moral sciences.” Marshall 
fought all of his life for economics to be set apart as 

a field all its own. In 1903, Marshall finally succeeded 
in persuading Cambridge to establish a separate eco-
nomics course, paving the way for the discipline as 
it exists today. As this event clearly demonstrates, 
Marshall exerted a great deal of influence on the 
development of economic thought in his time. 
Marshall popularized the heavy use of illustration, 
real-world examples, and current events in teaching, 
as well as the modern diagrammatic approach to 
economics. Relatively early in his career, it was being 
said that Marshall’s former students occupied half of 
the economic chairs in the United Kingdom. His most 
famous student was John Maynard Keynes.

Marshall is most famous for refining the marginal 
approach. He was intrigued by the self-adjusting and 
self-correcting nature of economic markets, and he 
was also interested in time—how long did it take 
for markets to adjust? Marshall coined the analogy 
that compares the tools of supply and demand to 
the blades on a pair of scissors—that is, it is fruit-
less to talk about whether it was supply or demand 
that determined the market price; rather, one should 
consider both in unison. After all, the upper blade is 
not of more importance than the lower when using a 
pair of scissors to cut a piece of paper. Marshall was 
also responsible for refining some of the most impor-
tant tools in economics—elasticity and consumer 
and producer surplus. Marshall’s book Principles of 
Economics was published in 1890; immensely popu-
lar, the book went into eight editions. Much of the 
content in Principles is still at the core of microeco-
nomics texts today.

ALFRED MARSHALL (1842–1924)

S E C T I O N    C H E C K

1. The difference between how much a consumer is willing and able to pay and how much a consumer has to 
pay for a unit of a good is called consumer surplus.

2. An increase in supply will lead to a lower price and an increase in consumer surplus; a decrease in supply will 
lead to a higher price and a decrease in consumer surplus.

3. Producer surplus is the difference between what a producer is paid for a good and the cost of producing that 
good.

4. An increase in demand will lead to a higher market price and an increase in producer surplus; a decrease in 
demand will lead to a lower market price and a decrease in producer surplus.

(continued)
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In the previous section we used the tools of consumer 
and producer surplus to measure the efficiency of 

a competitive market—that is, how the equilibrium 
price and quantity in a competitive market lead to the 
maximization of aggregate welfare (for both buyers and 
sellers). Now we can use the same tools, consumer and 
producer surplus, to measure the welfare effects of vari-
ous government programs—taxes and price controls. 
When economists refer to the welfare effects of a gov-
ernment policy, they are referring to the 
gains and losses associated with govern-
ment intervention. This use of the term 
should not be confused with the more 
common reference to a welfare recipient 
who is getting aid from the government.

Using Consumer and Producer 
Surplus to Find the Welfare 
Effects of a Tax

To simplify the explanation of elasticity and the tax 
incidence, we will not complicate the illustration by 

shifting the supply curve (tax levied on sellers) or demand 
curve (tax levied on buyers) as we did in 
Section 6.4. We will simply show the result 
a tax must cause. The tax is illustrated by 
the vertical distance between the supply 
and demand curves at the new after-tax 
output—shown as the bold vertical line in 

5. We can think of the demand curve as a marginal benefit curve and the supply curve as a marginal 
cost curve.

6. Total welfare gains from trade to the economy can be measured by the sum of consumer and producer 
surpluses.

1. What is consumer surplus?

2. Why do the earlier units consumed at a given price add more consumer surplus than the later units 
consumed?

3. Why does a decrease in a good’s price increase the consumer surplus from consumption of that good?

4. Why might the consumer surplus from purchases of diamond rings be less than the consumer surplus from
purchases of far less expensive stones?

5. What is producer surplus?

6. Why do the earlier units produced at a given price add more producer surplus than the later units produced?

7. Why does an increase in a good’s price increase the producer surplus from production of that good?

8. Why might the producer surplus from sales of diamond rings, which are expensive, be less than the
producer surplus from sales of far less expensive stones?

9. Why is the efficient level of output in an industry defined as the output where the sum of consumer and 
producer surplus is maximized?

10. Why does a reduction in output below the efficient level create a deadweight loss?

11. Why does an expansion in output beyond the efficient level create a deadweight loss?

n What are the welfare effects of a tax?

n What is the relationship between a 
deadweight loss and price elasticities?

n What are the welfare effects of subsidies?

n What are the welfare effects of price 
controls?

The Welfare Effects of Taxes, 
Subsidies, and Price Controls

S E C T I O N

7.2

welfare effects 
the gains and losses 
associated with government 
intervention in markets
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the tax is imposed, the price is P1 and the quantity is 
Q1; at that price and output, the amount of consumer 
surplus is area a � b � c, and the amount of producer 
surplus is area d � e � f. To get the total surplus, or 
total welfare, we add consumer and producer sur-
pluses, area a � b � c � d � e � f. Without a tax, tax 
revenues are zero.

After the tax, the price the buyer pays is PB, the 
price the seller receives is PS, and the output falls to 
Q2. As a result of the higher price and lower output 
from the tax, consumer surplus is smaller—area a. 
After the tax, sellers receive a lower price, so pro-
ducer surplus is smaller—area f. However, some of 
the loss in consumer and producer surpluses is trans-
ferred in the form of tax revenues to the government, 
which can be used to reduce other taxes, fund public 
projects, or be redistributed to others in society. This 
transfer of society’s resources is not a loss from soci-
ety’s perspective. The net loss to society can be found 
by measuring the difference between the loss in con-
sumer surplus (area b � c) plus the loss in producer 
surplus (area d � e) and the gain in tax revenue (area 
b � d). The reduction in total surplus is area c � e, 
or the shaded area in Exhibit 2. This deadweight loss 
from the tax is the reduction in producer and con-
sumer surpluses minus the tax revenue transferred to 
the government.

Deadweight loss occurs because the tax reduces 
the quantity exchanged below the original output 
level, Q1, reducing the size of the total surplus real-
ized from trade. The problem is that the tax distorts 
market incentives: The price to buyers is higher than 
before the tax, so they consume less; and the price to 
sellers is lower than before the tax, so they produce 
less. These effects lead to deadweight loss, or market 
inefficiencies—the waste associated with not producing 
the efficient level of output. That is, the tax causes a 
deadweight loss because it prevents some mutual ben-
eficial trade between buyers and sellers.

Supply and Demand of a Tax
section 7.2
exhibit 1
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After the tax, the buyers pay a higher price, PB, and 
the sellers receive a lower price, PS; and the equilib-
rium quantity of the good (both bought and sold) falls 
from Q1 to Q2. The tax revenue collected is measured 
by multiplying the amount of the tax times that 
quantity of the good sold after the tax is imposed 
(T � Q2).

QWhat if we placed a $0.50 tax on gasoline to 
reduce dependence on foreign oil and to raise the 
tax revenue?

A If the demand and supply curves are both 
equally elastic, as in Exhibit 2, both consumers and 

producers will share the burden equally. The tax 
collected would be b � d, but total loss in consumer 
surplus (b � c) and producer surplus (d � e) would 
be greater than the gains in tax revenue. Not sur-
prisingly, both consumers and producers fight such 
a tax every time it is proposed.

SHOULD WE USE TAXES TO REDUCE 
DEPENDENCY ON FOREIGN OIL?

Exhibit 1. After the tax, the buyers pay a higher price, 
PB, and the sellers receive a lower price, PS; and the 
equilibrium quantity of the good (both bought and 
sold) falls from Q1 to Q2. The tax revenue collected is 
measured by multiplying the amount of the tax times 
the quantity of the good sold after the tax is imposed 
(T � Q2).

In Exhibit 2, we can now use consumer and pro-
ducer surpluses to measure the amount of welfare loss 
associated with a tax. First, consider the amounts of 
consumer and producer surplus before the tax. Before 
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All taxes lead to deadweight loss. The deadweight 
loss is important because if the people are to benefit from 
the tax, then more than $1 of benefit must be produced 
from $1 of government expenditure. For example, if a 
gasoline tax leads to $100 million in tax revenues and 
$20 million in deadweight loss, then the government 
needs to provide a benefit to the public of more than 
$120 million with the $100 million revenues.

Elasticity and the Size 
of the Deadweight Loss

The size of the deadweight loss from a tax, as well 
as how the burdens are shared between buyers and 

sellers, depends on the price elasticities of supply and 
demand. In Exhibit 3(a) we can see that, other things 
being equal, the less elastic the demand curve, the 
smaller the deadweight loss. Similarly, the less elastic 
the supply curve, other things being equal, the smaller 
the  deadweight loss, as shown in Exhibit 3(b). However, 

when the supply and/or demand curves become more 
elastic, the deadweight loss becomes larger, because a 
given tax reduces the quantity exchanged by a greater 
amount, as seen in Exhibit 3(c). Recall that elasticities 
measure how responsive buyers and sellers are to price 
changes. That is, the more elastic the curves are, the 
greater the change in output and the larger the dead-
weight loss.

Elasticity differences can help us understand tax 
policy. Goods that are heavily taxed, such as alcohol, 
cigarettes, and gasoline, often have a relatively inelastic 
demand curve in the short run, so the tax burden falls 
primarily on the buyer. It also means that the deadweight 
loss to society is smaller for the tax revenue raised than 
if the demand curve were more elastic. In other words, 
because consumers cannot find many close substitutes in 
the short run, they reduce their consumption only slightly 
at the higher after-tax price. Even though the deadweight 
loss is smaller, it is still positive, because the reduced 
after-tax price received by sellers and the increased after-
tax price paid by buyers reduces the quantity exchanged 
below the previous market equilibrium level.

Welfare Effects of a Tax
section 7.2
exhibit 2
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The net loss to society due to a tax can be found by measuring the difference between the loss in consumer surplus 
(area b � c) plus the loss in producer surplus (area d � e) and the gain in tax revenue (area b � d). The deadweight 
loss from the tax is the reduction in the consumer and producer surpluses minus the tax revenue transferred to the 
government, area c � e.

192 PART 3  Market Efficiency, Market Failure, and the Public System



Elasticity and Deadweight Loss
section 7.2
exhibit 3

In (a) and (b), we see that when one of the two curves is relatively price inelastic, the deadweight loss from the tax is 
relatively small. However, when the supply and/or demand curves become more elastic, the deadweight loss becomes 
larger, because a given tax reduces the quantity exchanged by a greater amount, as seen in (c). The more elastic the 
curves are, the greater the change in output and the larger the deadweight loss.
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The Welfare Effects of Subsidies

If taxes cause deadweight or welfare losses, do sub-
sidies create welfare gains? For example, what if a 

government subsidy (paid by taxpayers) was provided 
in a particular market? Think of a subsidy as a negative 
tax. Before the subsidy, say the equilibrium price was 
P1 and the equilibrium quantity was Q1, as shown in 
Exhibit 4. The consumer surplus is area a � b, and the 
producer surplus is area c � d. The sum of producer 
and consumer surpluses is maximized (a � b � c � d), 
with no deadweight loss.

In Exhibit 4, we see that the subsidy lowers the 
price to the buyer to PB and increases the quantity 
exchanged to Q2. The subsidy results in an increase in 
consumer surplus from area a � b to area a � b � c 
� g, a gain of c � g. And producer surplus increases 
from area c � d to area c � d � b � e, a gain of b � e. 
With gains in both consumer and producer surpluses, it 
looks like a gain in welfare, right? Not quite. Remember 
that the government is paying for this subsidy, and the 
cost to government (taxpayers) of the subsidy is area 
b � e � f � c � g (the subsidy per unit times the num-
ber of units subsidized). That is, the cost to government 
(taxpayers), area b � e � f � c � g, is greater than the 
gains to consumers, c � g, and the gains to producers, 
b � e, by area f. Area f is the deadweight or welfare 
loss to society from the subsidy because it results in 
the production of more than the competitive market 
equilibrium, and the market value of that expansion to 

buyers is less than the marginal cost of producing that 
expansion to sellers. In short, the market overproduces 
relative to the efficient level of output, Q1.

Price Ceilings 
and Welfare Effects

As we saw in Chapter 5, price controls involve the 
use of the power of the government to establish 

prices different from the equilibrium market price that 
would otherwise prevail. The motivations for price 
controls vary with the markets under consideration. 
A maximum, or ceiling, is often set for goods deemed 
important, such as housing. A minimum price, or floor, 
may be set on wages because wages are the primary 
source of income for most people, or on agricultural 
products, in order to guarantee that producers will get 
a certain minimum price for their products.

If a price ceiling (that is, a legally established maxi-
mum price) is binding and set below the equilibrium 
price at PMAX, the quantity demanded will be greater 
than the quantity supplied at that price, and a shortage 
will occur. At this price, buyers will compete for the 
limited supply, Q2.

We can see the welfare effects of a price ceiling by 
observing the change in consumer and producer sur-
pluses from the implementation of the price  ceiling in 
Exhibit 5. Before the price ceiling, the buyer receives 
area a � b � c of consumer surplus at price P1 and 
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 quantity Q1. However, after the price ceiling is imple-
mented at PMAX, consumers can buy the good at a lower 
price but cannot buy as much as before (they can only 
buy Q2 instead of Q1). Because consumers can now buy 
Q2 at a lower price, they gain area d of consumer surplus 
after the price ceiling. However, they lose area c of con-
sumer surplus because they can only purchase Q2 rather 
than Q1 of output. Thus, the change in consumer sur-
plus is d � c. In this case, area d is larger than area e and 
area c and the consumer gains from the price ceiling.

The price the seller receives for Q2 is PMAX (the 
ceiling price), so producer surplus falls from area 
d � e � f before the price ceiling to area f after the 
price ceiling, for a loss of area d � e. That is, any pos-
sible gain to consumers will be more than offset by 
the losses to producers. The price ceiling has caused a 
deadweight loss of area c � e.

There is a deadweight loss because less is sold at Q2

than at Q1; and consumers value those units between 
Q2 and Q1 by more than it cost to produce them. For 
example, at Q2, consumers will value the unit at P2, 

which is much higher than it cost to produce it—the 
point on the supply curve at Q2.

Applications of Consumer 
and Producer Surplus
Rent Controls
If consumers use no additional resources, search costs, 
or side payments for a rent controlled unit, the con-
sumer surplus is equal to a � b � d in Exhibit 5. If 
landlords were able to extract P2 from renters, consumer 
surplus would be reduced to area a. Landlords are able 
to collect higher “rent” using a variety of methods. 
They might have the tenant slip them a couple hundred 
dollars each month; they might charge a high rate for 
parking in the garage; they might rent used furniture 
at a high rate; or they might charge an exorbitant key 
price—the price for changing the locks for a new ten-
ant. These types of arrangements take place in so-called 

Welfare Effects of a Subsidy
section 7.2
exhibit 4
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With a subsidy, the price producers receive (PS) is the price consumers pay (PB) plus the subsidy ($S). Because the 
subsidy leads to the production of more than the efficient level of output Q1, a deadweight loss results. For each unit 
produced between Q1 and Q2, the supply curve lies above the demand curve, indicating that the marginal benefits to 
consumers are less than society’s cost of producing those units.

Before Tax Subsidy After Tax Subsidy Change

Consumer Surplus a � b a � b � c � g c � g

Producer Surplus c � d c � d � b � e b � e

Government (Taxpayers) zero �b � e � f � c � g �b � e � f � c � g

Total Welfare (CS � PS � G) a � b � c � d a � b � c � d � f �f
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black  markets—markets where goods are transacted 
outside the boundaries of the law. One problem is that 
law-abiding citizens will be among those least likely to 
find a rental unit. Other problems include black market 
prices that are likely to be higher than the price would 
be if restrictions were lifted and the inability to use legal 
means to enforce contracts and resolve disputes.

If the landlord is able to charge P2, then the area 
b � d of consumer surplus will be lost by consumers 
and gained by the landlord. This redistribution from 
the buyer to the seller does not change the size of the 
deadweight loss; it remains area c � e.

The measure of the deadweight loss in the price 
ceiling case may underestimate the true cost to consum-
ers. At least two inefficiencies are not measured. One, 
consumers may spend a lot of time looking for rental 
units because vacancy rates will be very low—only Q2

is available and consumers are willing to pay as much 
as P2 for Q2 units. Two, someone may have been lucky 
to find a rental unit at the ceiling price, PMAX, but some-
one who values it more, say at P2, may not be able to 
find a rental unit.

It is important to distinguish between deadweight 
loss, which measures the overall efficiency loss, and the 

distribution of the gains and losses from a particular 
policy. For example, as a rent control tenant, you may be 
pleased with the outcome—a lower price than you would 
ordinarily pay (a transfer from landlord to tenant) pro-
viding that you can find a vacant rent-controlled unit.

Rent Controls—Short Run 
Versus Long Run
In the absence of rent control (a price ceiling), the 
equilibrium price is P1 and the equilibrium quantity is 
Q1, with no deadweight loss. However, a price ceiling 
leads to a deadweight loss, but the size of the dead-
weight loss depends on elasticity: The deadweight loss 
is greater in the short run (less elastic supply) than the 
long run (more elastic supply). Why? A city that enacts 
a rent control program will not lose many rental units 
in the next week. That is, even at lowered legal prices, 
 roughly the same number of units will be available this 
week as last week; thus, in the short run the supply 
of rental units is virtually fixed—relatively inelastic, 
as seen in Exhibit 6(a). In the long run, however, the 
supply of rental units is much more elastic; landlords 
respond to the lower rental prices by allowing rental 

Welfare Effects of a Price Ceiling
section 7.2
exhibit 5
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If area d is larger than area c, consumers in the aggregate would be better off from the price ceiling. However, any 
 possible gain to consumers will be more than offset by the losses to producers, area d � e. Price ceiling causes a 
 deadweight loss of c � e.
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units to deteriorate and building fewer new rental 
units. In the long run, then, the supply curve is much 
more elastic, as seen in Exhibit 6(b). It is also true 
that demand becomes more elastic over time as buyers 
respond to the lower prices by looking for their own 
apartment (rather than sharing one) or moving to the 
city to try to rent an apartment below the equilibrium 
rental price. What economic implications do these 
varying elasticities have on rent control policies?

In Exhibit 6(a), only a small reduction in rental 
unit availability occurs in the short term as a result of 
the newly imposed rent control price—a move from 
Q1 to QSR. The corresponding deadweight loss is small, 
indicated by the shaded area in Exhibit 6(a). However, 
the long-run response to the rent ceiling price is much 
larger: The quantity of rental units falls from Q1 to 
QLR, and the size of the deadweight loss and the short-
age are both larger, as seen in Exhibit 6(b). Hence, rent 
controls are much more harmful in the long run than 
the short run, from an efficiency standpoint.

Price Floors

Since the Great Depression, several agricultural 
programs have been promoted as assisting small-

scale farmers. Such a price-support system guarantees 
a minimum price—promising a dairy farmer a price of 

$4 per pound for cheese, for example. The reasoning is 
that the equilibrium price of $3 is too low and would 
not provide enough revenue for small-volume farm-
ers to maintain a “decent” standard of living. A price 
floor sets a minimum price that is the lowest price a 
consumer can legally pay for a good.

The Welfare Effects of a Price 
Floor When the Government 
Buys the Surplus

Who gains and who loses under price-support 
programs when the government buys the sur-

plus? In Exhibit 7, the equilibrium price and quantity 
without the price floor are at P1 and Q1, respectively. 
Without the price floor, consumer surplus is area 
a � b � c, and producer surplus is area e � f, for a 
total surplus of area a � b � c � e � f.

After the price floor is in effect, price rises to P2; 
output falls to Q2; consumer surplus falls from area 
a � b � c to area a, a loss of b � c; and producer 
surplus increases from area e � f to area b � c � 
d � e � f, a gain of area b � c � d. If those changes 
were the end of the story, we would say that produc-
ers gained (area b � c � d) more than consumers 
lost (area b � c), and, on net, society would benefit 

Deadweight Loss of Rent Control: Short Run vs. Long Run
section 7.2
exhibit 6
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The reduction in rental units in response to the rent ceiling price PC is much smaller in the short run (Q1 to QSR) than 
in the long run (Q1 to QLR). The deadweight loss is also much greater in the long run than in the short run, as indicated 
by the shaded areas in the two graphs. In addition, the size of the shortage is much greater in the long run than in 
the short run.
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You may recall from your geometry class that the area 
of a triangle is ½   base � height. Suppose the gov-
ernment imposes a price ceiling on wheat at $2 per 

bushel. Use the graph to answer the following ques-
tions: What would be the change in consumer surplus? 
In producer surplus? In the deadweight loss?
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Consumer Surplus a � b � c a � b � d d � c � $47.50 ($70 � $22.50)

Producer Surplus d � e � f f � d � e = � $85 (�$70 � $15)

Total Welfare (CS � PS) a � b � c � d � e � f a � b � d � f � c � e � �$32.50

Suppose the government imposes a $0.50 per gallon 
gasoline tax. Use the graph to answer the following 
questions: How much is the annual revenue from the 

tax? How much is the loss to consumers and produc-
ers? How much is the deadweight loss?
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The total revenue from the tax is $45 billion 
($0.50 � 90 billion gallons). This amount is also a 
cost to consumers and producers of $45 billion in 
tax revenues. The total loss to producers and con-
sumers is larger than the revenues raised because 

consumers lose (a � b) and producers lose (c � d) 
and the government gains (a � c), so society is 
out the deadweight loss, or $2.5 billion per year 
[(½  )($0.50) � 10 billion gallons per year].
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by area d from the implementation of the price floor. 
However, those changes are not the end of the story. 
The government (taxpayers) must pay for the surplus 
it buys, area c � d � f � g � h � i. That is, the cost 
to government, area c � d � f � g � h � i, is greater 
than the gain to producers, area d. Assuming no alter-
native use of the surplus the government purchases, 
the result is a deadweight loss from the price floor of 
area c � f � g � h � i. Why? Consumers are consum-
ing less than the previous market equilibrium output, 
eliminating mutually beneficial exchanges, while sellers 
are producing more than is being consumed, with the 
excess production stored, destroyed, or exported.

Deficiency Payment Program

Another possibility is the deficiency payment pro-
gram. In Exhibit 8, if the government sets the target 

price at P2, producers will supply Q2 and sell all they 
can at the market price, PM. The government then pays 
the producers a deficiency payment (DP)—the vertical 

distance between the price the producers receive, PM, 
and the price they were guaranteed, P2. Producer surplus 
increases from area c � d to area c � d � b � e, which is 
a gain of area b � e, because producers can sell a greater 
quantity at a higher price. Consumer surplus increases 
from area a � b to area a � b �c � g, which is a gain of 
area c � g, because consumers can buy a greater quantity 
at a lower price. The cost to government (Q2 � DP), area 
b � e � f � c � g, is greater than the gains in producer 
and consumer surpluses (area b � e � c � g), and the 
deadweight loss is area f. The deadweight loss occurs 
because the program increases the output beyond the 
efficient level of output, Q1. From Q1 to Q2, the marginal 
cost to sellers for producing the good (the height of the 
supply curve) is greater than the marginal benefit to con-
sumers (the height of the demand curve).

Compare area f in Exhibit 8 with the much larger 
deadweight loss for price supports in Exhibit 7. The 
deficiency payment program does not lead to the 
production of crops that will not be consumed, or to 
the storage problem we saw with the previous price-
support program in Exhibit 8.

Welfare Effects of a Price Floor When Government Buys the Surplus
section 7.2
exhibit 7
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After the price floor is implemented, the price rises to P2 and output falls to Q2; the result is a loss in consumer surplus 
of area b � c but a gain in producer surplus of area b � c � d. However, these changes are not the end of the story, 
because the cost to the government (taxpayers), area c � d � f � g � h � i, is greater than the gain to producers, area d, 
so the deadweight loss is area c � f � g � h � i.
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Welfare Effects of a Deficiency Payment Plan
section 7.2
exhibit 8

Before Plan After Plan Change
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Producer Surplus c � d c � d � b � e b � e

Government (Taxpayers) zero �b � e � f � c � g �b � e � f � c � g

Total Welfare (CS � PS � G) a � b � c � d a � b � c � d � f �f

The cost to government (taxpayers), area b � e � f � c � g, is greater than the gains to producer and consumer surplus, 
area b � e � c � g. The deficiency payment program increases the output level beyond the efficient output level of Q1. 
From Q1 to Q2, the marginal cost of producing the good (the height of the supply curve) is greater than the marginal benefit 
to the consumer (the height of the demand curve)—area f.
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S E C T I O N    C H E C K

1. Taxes distort market incentives—the price to buyers is higher than before the tax, so they are able to 
 consume less and the price to sellers is lower than before the tax, so they produce less. This situation leads 
to deadweight loss, or market inefficiencies—the waste associated with not producing the efficient output.

2. The size of the deadweight loss from a tax, as well as how the burdens are shared between buyers and 
 sellers, depends on the elasticities of supply and demand.

3. A price ceiling causes a deadweight loss because the efficient level of output is not produced.

4. A price floor causes a deadweight loss because consumers are consuming less than the efficient output, 
eliminating mutually beneficial exchanges, and sellers are producing more than is being consumed.

1. Could a tax be imposed without a welfare cost?

2. How does the elasticity of demand represent the ability of buyers to “dodge” a tax?

3. If both supply and demand were highly elastic, how large would the effect be on the quantity exchanged, the 
tax revenue, and the welfare costs of a tax?

4. What impact would a larger tax have on trade in the market? What will happen to the size of the 
deadweight loss?

5. What would be the effect of a price ceiling?

6. What would be the effect of a price floor if the government does not buy up the surplus?

7. What causes the welfare cost of subsidies?

8. Why does a deficiency payment program have the same welfare cost analysis as a subsidy?
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In te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. The monetary difference between the price a consumer 
is willing and able to pay for an additional unit of a 
good and the price the consumer actually pays is called 
_____________.

 2. We can think of the demand curve as a ____________ 
curve.

 3. Consumer surplus for the whole market is shown 
graphically as the area under the market _____________ 
(willingness to pay for the units consumed) and 
above the _____________ (what must be paid for 
those units).

 4. A lower market price due to an increase in supply will 
_____________ consumer surplus.

 5. A _____________ is the difference between what a 
 producer is paid for a good and the cost of producing 
that unit of the good.

 6. We can think of the supply curve as a _____________ 
curve.

 7. Part of the added producer surplus when the price rises 
as a result of an increase in demand is due to a higher 
price for the quantity _____________ being produced, 
and part is due to the expansion of _____________ 
made profitable by the higher price.

 8. The demand curve represents a collection of _________ 
prices that consumers are willing and able to pay for 
additional quantities of a good or service, while the 
supply curve represents a collection of ____________ 
prices that suppliers require to be  willing to supply 
additional quantities of that good or service.

 9. The total welfare gain to the economy from trade 
in a good is the sum of the _____________ and 
_____________ created.

 10. In competitive markets, with large numbers of buyers 
and sellers at the market equilibrium price and quantity, 
the net gains to society are _____________ as possible.

 11. After a tax is imposed, consumers pay a(n) ___________ 
price and lose the corresponding amount of consumer 
surplus as a result. Producers receive a _____________ 
price after tax and lose the corresponding amount 
of producer surplus as a result. The government 
_____________ the amount of the tax revenue gener-
ated, which is transferred to others in society.

 12. The size of the deadweight loss from a tax, as well as 
how the burdens are shared between buyers and sellers, 
depends on the relative _____________.

 13. When there is a subsidy, the market _____________ 
relative to the efficient level of output.

 14. Because the _____________ leads to the production of 
more than the efficient level of output, a _____________ 
results.

 15. With a _____________, any possible gain to consumers 
will be more than offset by the losses to producers.

 16. With a price floor where the government buys up the 
surplus, the cost to the government is _____________ 
than the gain to _____________.

 17. With no alternative use of the government purchases 
from a price floor, a _____________ will result because 
consumers are consuming _____________ than the pre-
vious market equilibrium output and sellers are produc-
ing _____________ than is being consumed.

 18. With a deficiency payment program, the deadweight loss 
is _____________ than with an agricultural price support 
program when the government buys the surplus.

Answers: 1. consumer surplus 2. marginal benefit 3. demand curve; market price 4. increase 5. producer surplus 6. marginal cost 7. already; 
output 8. maximum; minimum 9. consumer surplus; producer surplus 10. as large 11. higher; lower; gains 12. elasticities of supply and 
demand 13. overproduces 14. subsidy; deadweight loss 15. price ceiling 16. greater; producers 17. deadweight loss; less; more 18. smaller
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Sect ion Check Answers

7.1 Consumer Surplus and Producer 
Surplus
 1. What is consumer surplus?

Consumer surplus is defined as the monetary difference 
between what a consumer is willing to pay for a good 
and what the consumer is required to pay for it.

 2. Why do the earlier units consumed at a given 
price add more consumer surplus than the later 
units consumed?
Because what a consumer is willing to pay for a good 
declines as more of that good is consumed, the differ-
ence between what he is willing to pay and the price he 
must pay also declines for later units.

 3. Why does a decrease in a good’s price increase 
the consumer surplus from consumption 
of that good?
A decrease in a good’s price increases the consumer 
surplus from consumption of that good by lower-
ing the price for those goods that were bought at the 
higher price and by increasing consumer surplus from 
increased purchases at the lower price.

 4. Why might the consumer surplus from purchases 
of diamond rings be less than the consumer 
surplus from purchases of far less expensive 
stones?
Consumer surplus is the difference between what 
 people would have been willing to pay for the 
amount of the good consumed and what they must 
pay. Even though the marginal value of less expen-
sive stones is lower than the marginal value of a 
diamond ring to buyers, the difference between the 
total value of the far larger number of less expen-
sive stones  purchased and what consumers had to 
pay may well be larger than that difference for dia-
mond rings.

 5. What is producer surplus?
Producer surplus is defined as the monetary difference 
between what a producer is paid for a good and the 
producer’s cost.

 6. Why do the earlier units produced at a given 
price add more producer surplus than the later 
units produced?
Because the earlier (lowest cost) units can be produced 
at a cost that is lower than the market price, but the 
cost of producing additional units rises, the earlier units 
produced at a given price add more producer surplus 
than the later units produced.

 7. Why does an increase in a good’s price 
increase the producer surplus from production of 
that good?
An increase in a good’s price increases the producer 
surplus from production of that good because it results 
in a higher price for the quantity already being pro-
duced and because the expansion in output in response 
to the higher price also increases profits.

 8. Why might the producer surplus from sales of 
diamond rings, which are expensive, be less 
than the producer surplus from sales of far less 
expensive stones?
Producer surplus is the difference between what a pro-
ducer is paid for a good and the producer’s cost. Even 
though the price, or marginal value, of a less expensive 
stone is lower than the price, or marginal value of a 
diamond ring to buyers, the difference between the 
total that sellers receive for those stones in revenue 
and the producer’s cost of the far larger number of less 
expensive stones produced may well be larger than that 
difference for diamond rings.

 9. Why is the efficient level of output in an industry 
defined as the output where the sum of consumer 
and producer surplus is maximized?
The sum of consumer surplus plus producer surplus 
measures the total welfare gains from trade in an indus-
try, and the most efficient level of output is the one that 
maximizes the total welfare gains.

 10. Why does a reduction in output below the effi-
cient level create a deadweight loss?
A reduction in output below the efficient level elimi-
nates trades whose benefits would have exceeded their 
costs; the resulting loss in consumer surplus and pro-
ducer surplus is a deadweight loss.

 11. Why does an expansion in output beyond the 
efficient level create a deadweight loss?
An expansion in output beyond the efficient level 
involves trades whose benefits are less than their costs; 
the resulting loss in consumer surplus and producer sur-
plus is a deadweight loss.

7.2 The Welfare Effects of Taxes, 
Subsidies, and Price Controls
 1. Could a tax be imposed without a welfare cost?

A tax would not impose a welfare cost only if the quan-
tity exchanged did not change as a result—only when 
supply was perfectly inelastic or in the nonexistent case 
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where the demand curve was perfectly  inelastic. In all 
other cases, a tax would create a welfare cost by elimi-
nating some mutually beneficial trades (and the wealth 
they would have created) that would otherwise have 
taken place.

 2. How does the elasticity of demand represent the 
ability of buyers to “dodge” a tax?
The elasticity of demand represents the ability of buy-
ers to “dodge” a tax, because it represents how easily 
buyers could shift their purchases into other goods. If it 
is relatively low cost to consumers to shift out of buy-
ing a particular good when a tax is imposed on it—that 
is, demand is relatively elastic—they can dodge much 
of the burden of the tax by shifting their purchases to 
other goods. If it is relatively high cost to consumers 
to shift out of buying a particular good when a tax is 
imposed on it—that is, demand is relatively inelastic—
they cannot dodge much of the burden of the tax by 
shifting their purchases to other goods.

 3. If both supply and demand were highly elastic, 
how large would the effect be on the quantity 
exchanged, the tax revenue, and the welfare 
costs of a tax?
The more elastic are supply and/or demand, the larger 
the change in the quantity exchanged that would result 
from a given tax. Given that tax revenue equals the 
tax per unit times the number of units traded after the 
imposition of a tax, the smaller after-tax quantity traded 
would reduce the tax revenue raised, other things equal. 
Because the greater change in the quantity traded wipes 
out more mutually beneficial trades than if demand and/
or supply was more inelastic, the welfare cost in such a 
case would also be greater, other things equal.

 4. What impact would a larger tax have on trade in 
the market? What will happen to the size of the 
deadweight loss?
A larger tax creates a larger wedge between the price 
including tax paid by consumers and the price net 
of tax received by producers, resulting in a greater 
increase in prices paid by consumers and a greater 
decrease in price received by producers, and the laws of 

supply and demand imply that the quantity exchanged 
falls more as a result. The number of mutually ben-
eficial trades eliminated will be greater and the conse-
quent welfare cost will be greater as a result.

 5. What would be the effect of a price ceiling?
A price ceiling reduces the quantity exchanged, because 
the lower regulated price reduces the quantity sellers 
are willing to sell. This lower quantity causes a wel-
fare cost equal to the net gains from those exchanges 
that no longer take place. However, that price ceil-
ing would also redistribute income, harming sellers, 
increasing the well-being of those who remain able to 
buy successfully at the lower price, and decreasing the 
well-being of those who can no longer buy successfully 
at the lower price.

 6. What would be the effect of a price floor if the 
government does not buy up the surplus?
Just as in the case of a tax, a price floor where the 
government does not buy up the surplus reduces the 
quantity exchanged, thus causing a welfare cost equal 
to the net gains from the exchanges that no longer take 
place. However, that price floor would also redistrib-
ute income, harming buyers, increasing the incomes of 
those who remain able to sell successfully at the higher 
price, and decreasing the incomes of those who can no 
longer sell successfully at the higher price.

 7. What causes the welfare cost of subsidies?
Subsidies cause people to produce units of output 
whose benefits (without the subsidy) are less than the 
costs, reducing the total gains from trade.

 8. Why does a deficiency payment program have 
the same welfare cost analysis as a subsidy?
Both tend to increase output beyond the efficient level, 
so that units whose benefits (without the subsidy) are 
less than the costs, reducing the total gains from trade 
in the same way; further, the dollar cost of the deficiency 
payments are equal to the dollar amount of taxes nec-
essary to finance the subsidy, in the case where each 
increases production the same amount.
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True or False:

 1. A lower price will increase your consumer surplus for each of the units you were already consuming and will also increase 
your consumer surplus from increased purchases at the lower price.

 2. Because some units can be produced at a cost that is lower than the market price, the seller receives a surplus, or net 
benefit, from producing those units.

 3. Producer surplus is shown graphically as the area under the demand curve and above the supply curve.

 4. If the market price of a good falls as a result of a decrease in demand, additional producer surplus is generated.

 5. At the market equilibrium, both consumers and producers benefit from trading every unit up to the market equilibrium 
output.

 6. Once the equilibrium output is reached at the equilibrium price, all of the mutually beneficial trade opportunities between 
the suppliers and the demanders will have taken place, and the sum of consumer and producer surplus is maximized.

 7. The deadweight loss of a tax is the difference between the lost consumer and producer surpluses and the tax revenue 
generated.

 8. The deadweight loss of a tax occurs because the tax reduces the quantity exchanged below the original output level, 
reducing the size of the total surplus realized from trade.

 9. Other things being equal, the more elastic the demand curve or the more elastic the supply curve, the smaller the 
deadweight loss of a tax.

 10. If either the supply or demand curve becomes more inelastic, a given tax will reduce the quantity exchanged by a greater 
amount.

 11. Those goods that are heavily taxed often have a relatively inelastic demand curve in the short run, so the burden falls 
mainly on the buyer, and the deadweight loss to society is smaller than if the demand curve were more elastic.

 12. Consumers never benefit from a binding price ceiling.

 13. Any possible gains to consumers are more than offset by losses to producers when a binding price ceiling 
is in place.

 14. With an agricultural price-support program where the government buys up the surplus, a net benefit is realized because 
the benefits to producers are greater than the cost to consumers.

 15. The deadweight loss is greater in an agricultural price-support program than in a deficiency payment plan.

Multiple Choice:

 1. In a supply and demand graph, the triangular area under the demand curve but above the market price is
 a. the consumer surplus.
 b. the producer surplus.
 c. the marginal cost.
 d. the deadweight loss.
 e. the net gain to society from trading that good.

  Use the following demand schedule to answer questions 2 and 3.
  Fred’s demand schedule for DVDs is as follows: At $30 each, he would buy 1; at $25, he would buy 2; at $15, he would 

buy 3; and at $10, he would buy 4.

 2. If the price of DVDs is $20, the consumer surplus Fred receives from purchasing two DVDs would be
 a. $10.
 b. $15.
 c. $20.
 d. $55.
 e. $90.

CHAPTER 7  STUDY GUIDE
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 3. If the price of DVDs is $25, the consumer surplus Fred receives from purchasing one DVD would be
 a. $0.
 b. $5.
 c. $25.
 d. $55.
 e. $70.

 4. Which of the following is not true about consumer surplus?
 a. Consumer surplus is the difference between what consumers are willing to pay and what they actually pay.
 b. Consumer surplus is shown graphically as the area under the demand curve but above the market price.
 c. An increase in the market price due to a decrease in supply will increase consumer surplus.
 d. A decrease in market price due to an increase in supply will increase consumer surplus.

 5. Which of the following is not true about producer surplus?
 a. Producer surplus is the difference between what sellers are paid and their cost of producing those units.
 b. Producer surplus is shown graphically as the area under the market price but above the supply curve.
 c. An increase in the market price due to an increase in demand will increase producer surplus.
 d. All of the above are true about producer surplus.

 6. At the market equilibrium price and quantity, the total welfare gains from trade are measured by
 a. the total consumer surplus captured by consumers.
 b. the total producer surplus captured by producers.
 c. the sum of consumer surplus and producer surplus.
 d. the consumer surplus minus the producer surplus.

 7. In a supply and demand graph, the triangular area under the demand curve but above the supply curve is
 a. the consumer surplus.
 b. the producer surplus.
 c. the marginal cost.
 d. the deadweight loss.
 e. the net gain to society from trading that good.

 8. In a supply and demand graph, the triangular area between the demand curve and the supply curve lost because of the 
imposition of a tax, price ceiling, or price floor is

 a. the consumer surplus.
 b. the producer surplus.
 c. the marginal cost.
 d. the deadweight loss.
 e. the net gain to society from trading that good.

 9. Taxes on goods with ______________ demand curves will tend to raise more tax revenue for the government than taxes 
on goods with ______________ demand curves.

 a. elastic; unit elastic
 b. elastic; inelastic
 c. inelastic; elastic
 d. unit elastic; inelastic

 10. After the imposition of a tax,
 a. consumers pay a higher price, including the tax.
 b. consumers lose consumer surplus.
 c. producers receive a lower price after taxes.
 d. producers lose producer surplus.
 e. all of the above occur.
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 11. Other things being equal, for a given tax, if the demand curve is less elastic,
 a. the greater the tax revenue raised and the greater the deadweight cost of the tax.
 b. the greater the tax revenue raised and the smaller the deadweight cost of the tax.
 c. the less the tax revenue raised and the greater the deadweight cost of the tax.
 d. the less the tax revenue raised and the smaller the deadweight cost of the tax.

 12. An increase in a subsidy will increase
 a. consumer surplus.
 b. producer surplus.
 c. the deadweight loss.
 d. all of the above.

 13. With a subsidy,
 a. the price producers receive is the price consumers pay plus the subsidy.
 b. the subsidy leads to the production of more than the efficient level of output.
 c. there is a deadweight loss.
 d. all of the above are true.

 14. The longer the time people have to adjust to a tax, the _____________ revenue it will raise and the _____________ 
quantity traded will fall.

 a. more; more
 b. more; less
 c. less; more
 d. less; less

 15. A permanent increase in price would tend to decrease the consumer surplus by _____________ or increase the producer 
surplus by _____________ in the long run than in the short run.

 a. more; more
 b. more; less
 c. less; more
 d. less; less

 16. In the case of a price floor, if the government buys up the surplus,
 a. consumer surplus decreases.
 b. producer surplus increases.
 c. a greater deadweight loss occurs than with a deficiency payment system.
 d. all of the above are true.

 17. The longer a price ceiling is left below the equilibrium price in a market, the _____________ is the reduction in the 
quantity exchanged and the _____________ is the resulting deadweight loss.

 a. greater; greater
 b. greater; smaller
 c. smaller; greater
 d. smaller; smaller

 18. With a deficiency payment program,
 a. the government sets the target price at the equilibrium price.
 b. producer and consumer surplus falls.
 c. there is a deadweight loss because the program increases the output beyond the efficient level of output.
 d. all of the above are true.
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Problems:

 1. Refer to the following exhibit.
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 a. If the price of each karate lesson is P0, the consumer surplus is equal to what area?
 b. If the price falls from P0 to P1, the change in consumer surplus is equal to what area?

 2. Steve loves potato chips. His weekly demand curve is shown in the following exhibit.
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 a. How much is Steve willing to pay for one bag of potato chips?
 b. How much is Steve willing to pay for a second bag of potato chips?
 c. If the actual market price of potato chips is $2.50, and Steve buys five bags as shown, what is the value of his 

consumer surplus?
 d. What is Steve’s total willingness to pay for five bags?

 3. If a freeze ruined this year’s lettuce crop, show what would happen to consumer surplus.

 4. If demand for apples increased as a result of a news story that highlighted the health benefits of two apples a day, what 
would happen to producer surplus?

 5. How is total surplus (the sum of consumer and producer surpluses) related to the efficient level of output? Using a supply 
and demand curve, demonstrate that producing less than the equilibrium output will lead to an inefficient allocation of 
resources—a deadweight loss.

 6. If the government’s goal is to raise tax revenue, which of the following are good markets to tax?
 a. luxury yachts
 b. alcohol
 c. movies
 d. gasoline
 e. grapefruit juice
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 7. Which of the following do you think are good markets for the government to tax if the goal is to boost tax revenue? 
Which will lead to the least amount of deadweight loss? Why?

 a. luxury yachts
 b. alcohol
 c. motor homes
 d. cigarettes
 e. gasoline
 f. pizza

 8. Elasticity of demand in the market for one-bedroom apartments is 2.0, elasticity of supply is 0.5, the current market price 
is $1,000, and the equilibrium number of one-bedroom apartments is 10,000. If the government imposes a price ceiling of 
$800 on this market, predict the size of the resulting apartment shortage.

 9. Use the diagram to answer the following questions (a–d).
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 a. At the equilibrium price before the tax is imposed, what area represents consumer surplus? What area represents 
producer surplus?

 b. Say that a tax of $T per unit is imposed in the industry. What area now represents consumer surplus? What area 
represents producer surplus?

 c. What area represents the deadweight cost of the tax?
 d. What area represents how much tax revenue is raised by the tax?

 10. Use consumer and producer surplus to show the deadweight loss from a subsidy (producing more than the equilibrium 
output). (Hint: Remember that taxpayers will have to pay for the subsidy.)

 11. Use the diagram to answer the following questions (a–c).

  

QSQ = Q2 Q1 QD

Quantity

P
ri

ce

Price Ceiling

0

a

b c
ed

f

P

Supply

Demand

1PP

P2PP

E1EE

E2EE



208

 a. At the initial equilibrium price, what area represents consumer surplus? What area represents producer surplus?
 b. After the price ceiling is imposed, what area represents consumer surplus? What area represents producer surplus?
 c. What area represents the deadweight loss cost of the price ceiling?

 12. Use the diagram to answer the following questions (a–c).
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 a. At the competitive output, Q1, what area represents the consumer surplus? What area represents the producer 
surplus?

 b. At the larger output, Q2, what area represents the consumer surplus? What area represents the producer surplus?
 c. What area represents the deadweight loss of producing too much output?

 13. The 2000–2001 California energy crisis produced brownouts, utility company bankruptcies, and worries about high 
prices. The California electric power regulatory program imposed price ceilings on electricity sold to consumers. The 
following exhibit describes the California situation with PS as the price ceiling. Answer the following questions referring 
to this exhibit.
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 a. What was the loss imposed on consumers by this price ceiling?
 b. What was the loss imposed on producers by this price ceiling?
 c. What was the total loss imposed on California by this price ceiling?
 d. Using this exhibit, explain the brownouts in California.
 e. What would have to be true for consumers to support market set prices? Use the exhibit to explain why there might 

not be support among consumers for raising prices.
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What are the assumptions?
First, in our model of supply and demand, we 

assumed that markets are perfectly competitive—
many buyers and sellers exchanging similar goods 
in an environment where buyers and sellers can 
easily enter and exit the market. This is not 
always true. In some markets, few firms may have 
control over the market price. When firms can 
control the market price, we say that they have 
market power. This market power can cause inef-
ficiency because it will lead to higher prices and 
lower quantities than the competitive solution.

Sometimes the market system fails to produce 
efficient outcomes because of side effects econo-
mists call externalities. With positive externali-
ties, the private market supplies too little of the 
good in question (such as education). In the case 
of negative externalities (such as pollution), the 
market supplies too much.

Another possible source of market failure is 
that competitive markets provide less than the 

efficient quantity of public goods. A public good 
is a good or service that someone can consume 
simultaneously with everyone else even if he or 
she doesn’t pay for it. For example, everyone 
enjoys the benefits of national defense and yet it 
would be difficult to exclude anyone from receiv-
ing these benefits. The problem is that if consum-
ers know it is too difficult to exclude them, then 
they could avoid paying their share of the public 
good (take a free ride), and producers would find 
it unprofitable to provide the good. Therefore, 
the government provides important public goods 
such as national defense.

Many economists believe that asymmet-
ric information can cause market failures. 
Asymmetric information is a situation where 
some people know what other people don’t 
know. This can lead to adverse selection where 
an informed party benefits in an exchange by 
taking advantage of knowing more than the 
other party. ■

In the last several chapters, we concluded that markets are  efficient. But 
we made some assumptions about how markets work. If these assump-
tions do not hold, our conclusion about efficiency may be flawed.

8.1 Externalities

8.2 Public Goods

8.3 Asymmetric Information
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Even if the economy is competi-
tive, it is still possible that the 

market system fails to produce the 
efficient level of output because of 
side effects economists call externali-

ties. With positive externalities, the 
private market supplies too little of 
the good in question (such as educa-
tion). In the case of negative externali-

ties (such as pollution), the market 
supplies too much. Both types of 
externalities are caused by economic 
agents—producers and consumers—
receiving the wrong signals. That is, 
the free market works well in pro-
viding most goods but does less well 
without regulations, taxes, and subsi-
dies in providing others.

Negative Externalities 
in Production

The classic example of a negative externality in 
production is air pollution from a factory, such 

as a steel mill. If the firm uses clean air in production 
and returns dirty air to the atmosphere, it creates a 
negative externality. The polluted air “spills over” to 
outside parties. Now people in the neighboring com-
munities may experience higher incidences of disease, 
dirtier houses, and other property damage. Such dam-
ages are real costs; but because no one owns the air, 
the firm does not have to pay for its use, unlike the 
other resources the firm uses in production. A steel 
mill pays for labor, capital, energy, and raw materials 
because it must compensate the owners of those inputs 
for their use. If a firm can avoid paying the costs it 
imposes on others—the external costs—it has lowered 
its own costs of production, but not the true costs to 
society.

Examples of negative externalities are numer-
ous: the roommate who plays his stereo too loud at 
2:00 a.m., the neighbor’s dog that barks all night long or 
leaves “messages” on your front lawn, or the gardener 

who runs her leaf blower on full power at 
7:00 a.m. on a Saturday. Driving our 
cars may be another area in which 
people don’t bear the full costs of their 
choices. We pay the price to purchase 
cars, as well as to maintain, insure, and 
fuel them—those are the private costs. 
But do we pay for all of our exter-
nal costs such as emissions, congestion, 
wear and tear on our highways, and the 
possible harm to those driving in cars 
smaller than ours?

Graphing Negative External 
Costs in Production
Let’s take a look at the steel industry. 
In Exhibit 1, we see the market for 

steel. Notice that at each level of output, the first 
supply curve, SPRIVATE, is lower than the second, 
SSOCIAL. The reason is simple: SPRIVATE only includes 
the private costs to the firm—the capital, entrepre-
neurship, land, and labor for which it must pay. 
However, SSOCIAL includes all of these costs, plus the 
external costs that production imposes on others. If 
the firm could somehow be required to compensate 
society for the damage it causes, the cost of produc-
tion for the firm would increase and would shift 
the supply curve to the left. That is, the true social 
cost of producing steel is represented by SSOCIAL in 
Exhibit 1. The equilibrium at P2 and Q2 is efficient. 
The market  equilibrium is not efficient because the 
true supply curve is above the demand curve at Q1. 
At Q1 the marginal benefits (point a) are less than the
marginal cost (point b) and society would be better 
off if the firm produced less steel. The deadweight 
loss from overproduction is measured by the shaded 
area in Exhibit 1. From society’s standpoint, Q2 is 
the efficient level of output because it represents 
all the costs (private plus external costs) associated 
with the production of this good. If the suppliers 
of steel are not aware of or not responsible for the 
external costs, they will tend to produce too much, 
Q1 from society’s standpoint and efficiency would be 
improved if less were produced.

n What is a negative externality?

n How are negative externalities 
internalized?

n What is a positive externality?

n How are positive externalities 
internalized?

Externalities
S E C T I O N

8.1

externality 
a benefit or cost from 
consumption or production 
that spills over onto those 
who are not consuming or 

producing the good

positive externality 
occurs when benefits spill 
over to an outside party who 
is not involved in producing 
or consuming the good

negative externality 
occurs when costs spill over 
to an outside party who is 
not involved in producing or 
consuming the good
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What Can the Government 
Do to Correct 
for Negative Externalities?

The government can intervene in market decisions 
in an attempt to take account of these negative 

externalities. It may do this by estimating the amount 
of those external costs and then taxing the manufac-
turer by that amount, forcing the manufacturer to 
internalize (bear) the costs.

Pollution Taxes
Pollution taxes are designed to internalize negative exter-
nalities. If government could impose a pollution tax equal 
to the exact size of the external cost, then the firm would 
produce the efficient level of output, Q2. That is, the tax 
would shift the supply curve for steel leftward to SSOCIAL 
and would provide an incentive for the firm to produce 
at the socially optimum level of output. Additionally, 
tax revenues would be generated that could be used to 
compensate those who had suffered damage from the 
pollution or in some other productive way.

Regulation
Alternatively, the government could use regulation. 
The government might simply prohibit certain types of 
activities that cause pollution or force firms to adopt a 
specific technology to reduce their emissions. However, 
regulators, would have to know the best available tech-
nology for each and every industry. The purchase and 
use of new pollution-control devices will increase the 
cost of production and shift the supply curve to the left, 
from SPRIVATE to SSOCIAL.

Which Is Better—Pollution Tax 
or Regulation?
Most economists agree that a pollution tax, or a 
corrective tax, is more efficient than regulation.The 
pollution tax is good because it gets rid of the exter-
nality and moves society closer to the efficient level of 
output. The tax also gives firms an incentive to find 
and apply new technology to further reduce pollu-
tion levels in their plant and consequently lower the 
tax they would have to pay. Under regulation, a firm 
has little incentive to further reduce emissions once it 
reaches the predetermined level set by the regulated 
standard.

For example, a gas tax is a form of pollution tax: It 
helps reduce the externalities of pollution and conges-
tion. The higher the tax, the fewer the vehicles on the 
road, the fewer miles driven, and the more fuel efficient 

In the United States, people deposit large amounts 
of solid waste as litter on beaches, campgrounds, 
highways, and vacant lots. Some of this litter is 
removed by government agencies, and some of it 
biodegrades over many years. Several solutions 
are possible for the litter problem. Stiffer fines and 
penalties and more aggressive monitoring could be 
employed. Alternatively, through education and civic 
pride, individuals and groups could be encouraged 
to pick up trash.
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Negative Externalities 
in Production

section 8.1
exhibit 1

When a negative externality in production is present, 
firms do not bear the full cost of their actions, and they 
will produce more than the efficient level of output: Q1 
rather than Q2. SPRIVATE reflects the private cost of the 
firm. SSOCIAL reflects the private costs plus the external (or 
spillover) costs that the steel production imposes on oth-
ers. If the supply curve is SPRIVATE, the market equilibrium 
is at P1 and Q1. This level is not efficient and leads to a 
deadweight loss—the shaded area. However, when the 
supply curve is SSOCIAL, then the equilibrium occurs at P2 
and Q2, which is the efficient equilibrium.
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The mayor of London [recently set a fee of over 
$8.00 for driving in the city center] on week-
days between 7 A.M. and 6:30 P.M. The aim of 

the plan . . . is to ease congestion, not drive all the 
cars from the road.

Consider the following:

M  Vehicles in central London move no faster today 
than horse-drawn vehicles did 100 years ago. . . .

M  Estimates of the economic costs—in lost time, 
wasted fuel, and increased vehicle operating 
costs—tend to be in the range of 2 to 4 percent 
of the gross domestic product.

No city has attempted a scheme with anything 
like the size, scale, and complexity of the London 
congestion charge:

M  About 50 million vehicle miles are traveled in 
London every day.

M  Motorists will have to pay to drive into or inside 
an area roughly 10 square miles around the City 
(the financial district) and the West End.

M  The zone will be policed by hundreds of fixed 
mobile cameras, which will automatically pick up 
vehicles’ license plates.

M  Computers will match the registrations with a data-
base of drivers who have paid in advance. . . .

[Hopefully,] the scheme will cut traffic in the 
zone by 10–15 percent, reduce delays by 20–30 per-
cent, and raise about $210,700,000 a year to invest 
in public transport and road schemes.

SOURCE: National Center for Policy Analysis, “London Tolls Are a Taxing Problem for 

Drivers,” synopsis of “Economists Agree That the Best Way to Tackle the Growing 

Problem of Overcrowded Roads Is to Introduce Tolls at Peak Times,” by Chris Giles 

and Juliette Joweit (Financial Times, 13 February 2003). 14 February 2003; http://

ncpa.org/iss/pri/2003/pd021403d.html

LONDON TOLLS ARE A TAXING PROBLEM 
FOR DRIVERS

 consider this:
If a road is crowded, it creates a negative externality. That is, 
when one person enters a road, all other people must drive 
a little more slowly. Highway space is overused because we 
pay so little for it. At least at some particular times—at rush 
hours, for example—if we charge a zero money price, a short-
age of highway space will result. A toll raises the price and 
brings the market closer to equilibrium as seen in Exhibit 2.

A Shortage of Freeway Space 
During Peak Hours

section 8.1
exhibit 2

The supply of highway space is fixed in the short run, 
so the supply curve is perfectly inelastic. The demand 
varies during the day considerably. For example, the 
demand at peak hours (7 A.M.–8:30 A.M. and 
4:00 P.M.–6:30 P.M.) is much higher than at nonpeak 
hours. At some price, the shortage during peak hours 
will disappear. In this example, it is at $2.
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vehicles purchased, each of which leads to less conges-
tion and pollution. Therefore, the pollution tax, unlike 
other taxes, can enhance economic efficiency while 
generating revenue for the government.

Positive Externalities 
in Consumption

Unlike negative externalities, positive externalities ben-
efit others. For some goods, the individual consumer 

receives all the benefits. If you buy a  hamburger, for exam-
ple, you get all its benefits. On the other hand, consider 
education. This is a positive externality in consumption 
whose benefits extend beyond the individual consumer of 
education. Certainly, when you “buy” an education, you 
receive many of its benefits: greater future income, more 
choice of future occupations, and the consumption value 
of knowing more about life as a result of classroom (and 
extracurricular) learning. However, these benefits, great as 
they may be, are not all the benefits associated with your 
education. You may be less likely to be unemployed or 
commit crimes; you may end up curing cancer or solving 
some other social problem. These nontrivial benefits are 
the positive external benefits of education.

Many economists like the gas tax because it is easy 
to collect, difficult for users to avoid, and encourages 
fuel economy. It puts the tax on highway users. But 
completely internalizing the externality may cost an addi-
tional $2 a gallon; the national average gas tax is $0.50. 
In England, the gas tax is over $3 per gallon. It is much 
more efficient to pay for transportation improvements by 
using a gas tax than a sales tax because it associates the 
tax with those who are creating the externality.

The government frequently subsidizes education. Why? 
Presumably because the private market does not provide 
enough. It is argued that the education of a person ben-
efits not only that person but all society, because a more 
informed citizenry can make more intelligent collective deci-
sions, which benefits everyone. Public health departments 
sometimes offer “free” inoculations against certain com-
municable diseases, such as influenza, because by protecting 
one group of citizens, everyone gets some protection; if one 
citizen is prevented from getting the disease, that person 
cannot pass it on to others. Many governmental efforts in 
the field of health and education are justified on the basis of 
positive externalities. Of course, because positive externali-
ties are often difficult to measure, it is hard to demonstrate 
empirically whether many governmental education and 
health programs achieve their intended purposes.

In short, the presence of positive externalities inter-
feres with reaching economic efficiency because of the 
tendency for the market to underallocate (produce too 
little) of this good.

Graphing Positive External Benefits 
of Consumption
Let’s take the case of a new vaccine against the com-
mon cold. The market for the vaccine is shown in 
Exhibit 3. The demand curve, DPRIVATE, represents the 
prices and quantities that buyers would be willing to 
pay in the private market to reduce their probability of 
catching the common cold. The supply curve shows the 
amounts that suppliers would offer for sale at different 
prices. However, at the equilibrium market output, Q1, 
the output of vaccinations falls far short of the efficient 
level, Q2. Why? Many people benefit from the vac-
cines, including those who do not have to pay for them; 
they are now less likely to be infected because others 
took the vaccine. If we could add the benefits derived 
by nonpaying consumers, the demand curve would 
shift to the right, from DPRIVATE to DSOCIAL. The greater 
level of output, Q2, that would result if DSOCIAL were the 
observed demand reflects the efficient output level.

The market equilibrium at P1 and Q1 is not efficient 
because DSOCIAL is above DPRIVATE for all levels of output 
between Q1 and Q2. That is, at Q1 the marginal benefits 
(DSOCIAL) at point b are greater than the marginal cost 
(SSOCIAL) at point a. Consequently, a deadweight loss 
is associated with the underproduction. In short, too 
little of the good is produced. Because producers are 
unable to collect payments from all those who benefit 

Positive Externalities 
in Consumption

section 8.1
exhibit 3

The private demand curve plus external benefits is present-
ed as the demand curve DSOCIAL. This demand curve is to the 
right of the private demand curve, DPRIVATE. At Q1 the marginal
benefits (point b) are greater than the marginal cost (point a)
leading to a deadweight loss—the shaded area. The market 
equilibrium output, Q1, falls short of the efficient level of out-
put, Q2. The market produces too little of the good or service.
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employees “free” inoculations at the office. If the sub-
sidy was exactly equal to the external benefit of inocu-
lation, the demand curve would shift from DPRIVATE to 
DSOCIAL, resulting in an efficient level of output, Q2.

Regulation
The government could also pass a regulation requir-
ing each person to get an inoculation. This approach 
would also shift the demand curve rightward toward 
the efficient level of output.

In summary, with positive externalities, the private 
market supplies too little of the good in question (such as 
education or inoculations for communicable diseases). In 
the case of negative externalities, the market supplies too 
much. In either case, buyers and sellers are receiving the 
wrong signals. The producers and consumers are not doing 
what they do because they are evil; rather, whether well-in-
tentioned or ill-intentioned, they are behaving according to 
the incentives they face. The free market, then, works fine 
in providing most goods, but it functions less well without 
regulations, taxes, and subsidies in providing others.

Nongovernmental Solutions 
to Externalities

Sometimes the externality problems can be handled 
by individuals without the intervention of govern-

ment, and people may decide to take steps on their own 

Sometimes it is difficult to enforce statutes that 
are designed to reduce negative externalities such 
as drunk driving. In this case, police officers are 
soliciting the public’s help. However, the sign is 
a bit confusing. Perhaps the sign should say “To 
Report a Drunk Driver—Call 911.”

These types of systems use a hidden radio 
 transmitter to help owners retrieve their stolen 
cars. If the devices also help law enforcement break 
up rings of car thieves, they will have  spillover ben-
efits (positive externalities) for car owners who do 
not own the devices, because they will reduce the 
probability of their cars being stolen.
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from the good or service, the market has a tendency to 
underproduce. In this case, the market is not producing 
enough vaccinations from society’s standpoint and an 
underallocation of resources occurs.

What Can the Government 
Do to Correct for 
Positive Externalities?

How could society correct for this market failure? 
Two particular methods of achieving the higher 

preferred output are subsidies and regulation.

Subsidies
Government could provide a subsidy—either give 
refunds to individuals who receive an inoculation 
or provide an incentive for businesses to give their 
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Business News
—BY BRET SCHULTE

Suddenly, those drivers talking on their cell-
phones seem relatively harmless, at least when 
compared to drivers who are staring at their 

cellphones, texting. An estimated 20 percent of 
drivers are sending or receiving text messages 
while behind the wheel, according to a Nationwide 
Insurance study. And, according to another poll, that 
number skyrockets to 66 percent when drivers 18 
to 24 are isolated. The practice, especially popular 
among young people, is exacting a deadly toll.

No one knows how many vehicular crashes are 
related to drivers distracted by text messaging, but 
anecdotal evidence is mounting. A fiery crash made 
headlines in June when five female friends died in 
a collision with a tractor trailer just a week after 
graduating from their suburban Rochester, N.Y., 
high school. Police discovered the teenage driver 
had been texting moments before the crash. Similar 
accidents are happening with increasingly regularity 
nationwide.

Now, at least 16 states are considering legis-
lation that would outlaw or restrict the practice. 
“Certainly, texting is the issue du jour this year in 
the legislatures,” says Matt Sundeen of the National 
Conference of State Legislatures. That means another 
fight over the role of National Conference of State 
Legislatures. That means another fight over the role 
of government in regulating cellphone use, but it’s 
one that proponents of new laws expect to win. 
Indeed, a Harris Interactive Poll from August shows 
9 out of 10 American adults believe that sending text 
messages or E-mails while driving is “distracting, 
dangerous, and should be outlawed.”

Only two states expressly prohibit texting 
while driving. Washington banned the practice last 
May, and New Jersey followed suit in November. 
Similar bills are now in the works in Delaware, 
Florida, Hawaii, Iowa, Kansas, Kentucky, Maryland, 
Massachusetts, Michigan, New Hampshire, New 

in the news Outlawing Text Messaging While Driving—
Legislators in Several States Respond 
to Safety Concerns

York, Ohio, Rhode Island, Tennessee, Virginia, and 
West Virginia.

Sundeen cites two reasons for the proposed 
legislation: the growing sophistication of cellphones 
that are increasingly catered to texting and, perhaps 
more important, the growing number of “high-profile 
accidents—and those always tend to translate into 
legislation.”

In Iowa, Democratic Rep. McKinley Bailey pro-
posed a texting ban that would target only begin-
ning drivers, ages 16 and 17. He wrote the bill 
because of several text-related accidents after 
the last legislative session ended. Not everyone 
was for it. The ACLU called it discriminatory 
against young people, and Bailey received some 
phone calls from people who saw the ban as “an 
erosion of freedom,” he says. Some Republicans 
are also trying to muster opposition. But, he 
notes, “overall, the response was positive.” In 
fact, party leaders liked it so well that they’re 
rewriting the bill to include a texting ban on driv-
ers of all ages.

Experts say anti-texting laws are following on 
the heels of a wave of more general bans on the 
use of cellphones while driving. Five states already 
prohibit all drivers from using hand-held phones, 
and 24 more have considered similar legislation. 
Several states have such restrictions for younger 
drivers.

 consider this:
Many would consider that texting while driving creates a 
negative externality—distracting and dangerous for other 
drivers. The dangers of multitasking behind the wheel are 
well documented. Of course, if you pull over to the side of the 
road and use your cell phone to report a crime or an accident, 
the use of the phone may provide a positive externality.
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Private Goods 
Versus Public Goods

Externalities are not the only culprit 
behind resource misallocation. A 

public good is another source of market 
failure. As used by economists, this term 
refers not to how these particular goods 
are purchased—by a government agency 
rather than some private economic 
agent—but to the properties that charac-
terize them. In this section, we learn the 
difference between private goods, public 
goods, and common resources.

Private Goods
A private good such as a cheeseburger has two criti-
cal properties in this context; it is rival and exclud-

able. First, a cheeseburger is rival in 
consumption because if one person 
eats a particular cheeseburger, nobody 
else can eat the same cheeseburger. 
Second, a cheeseburger is excludable. 
It is easy to keep someone from eat-
ing your cheeseburger by not giving 
it to him. Most goods in the economy 
like food, clothing, cars, and houses 
are private goods that are rival and 
excludable.

n What is a public good?

n What is the free-rider problem?

n Why does the government provide 
public goods?

n What is a common resource good?

n What is the tragedy of the commons?

Public Goods
S E C T I O N

8.2

public good 
a good that is nonrivalrous 
in consumption and 
nonexcludable

private good 
a good with rivalrous 
consumption and excludability

S E C T I O N    C H E C K

1. When the action of one party poses a cost on another party, it is called a negative externality.

2. The government can use taxes or other forms of regulation to correct the overallocation problem associated 
with negative externalities.

3. When the action of one party benefits another party, it is called a positive externality.

4. The government can provide subsidies or other forms of regulation to correct the underallocation problem 
associated with positive externalities.

1. Why are externalities also called spillover effects?

2. How do external costs affect the price and output of a polluting activity?

3. How can the government intervene to force producers to internalize external costs?

4. How do external benefits affect the output of an activity that causes them?

5. How can the government intervene to force external benefits to be internalized?

6. Why do most cities have more stringent noise laws for the early morning and late evening hours than for 
during the day?

to minimize negative externalities. Moral and social 
codes may prevent some people from littering, driv-
ing gas-guzzling cars, or using gas-powered mowers 
and log-burning fireplaces. The same self-regulation 
also applies to positive  externalities. Philanthropists, 

for example, frequently donate money to public and 
private schools. In part, this must be because they view 
the positive externalities from education as a good buy 
for their charitable dollars.
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Public Goods
The consumption of public goods, unlike private 
goods, is neither rival nor excludable. A public good 
is not rival because everyone can consume the good 
simultaneously; that is, one person’s use of it does 
not diminish another’s ability to use it. A public good 
is likewise not excludable because once the good is 
produced, it is prohibitively costly to exclude anyone 
from consuming the good. Consider national defense. 
Everyone enjoys the benefits of national defense (not 
rival) and it would be too costly to exclude anyone 
from those benefits (not excludable). That is, once the 
military has its defense in place, everyone is protected 
simultaneously (not rival) and it would be prohibitively 
costly to exclude anyone from consuming national 
defense (not excludable).

Another example of a public good is a flood con-
trol project. A flood control project would allow all 
the people who live in the flood plain area to enjoy the 
protection of the new program simultaneously. It would 
also be very difficult to exclude someone who lived in 
the middle of the project who said she did not want 
to pay. Like national defense, the good is nonrival in 
consumption—everyone within the flood project enjoys 
the protection simultaneously. Other examples of public 
goods include outdoor fireworks (not 
stadium) displays and tornado sirens 
in small towns. You cannot easily keep 
someone from seeing the  fireworks or 
hearing the siren (not excludable). Also, 
when one person gets the benefits of 
the fireworks display or the siren warning it does not 
reduce the benefits to anyone else (not rival).

Public Goods and the 
Free-Rider Problem

The fact that a public good is not rival and not 
excludable makes the good difficult to produce 

privately. Some would know they could derive the ben-
efits from the good without paying for it, because once 
it is produced, it is too difficult to exclude them. Some 
would try to take a free ride—derive benefits from some-
thing they did not pay for. Let’s return to the example 
of national defense. Suppose the private protection of 
national defense is actually worth $100 to you. Assume 
that 100 million households in the United States are 
willing to make a $100 contribution for national 
defense. These contributions would add up to $10 bil-
lion. You might write a check for $100, or you might 
reason as follows: “If I don’t give $100 and everybody 
else does, I will be equally well  protected plus derive the 

benefits of $100 in my pocket.” Taking 
the latter course represents a rational 
attempt to be a free rider. The rub is 
that if everyone attempts to take a free 
ride, the ride will not exist.

The free-rider problem prevents the private market 
from supplying the efficient amounts of public goods. 
That is, no private firm would be willing to supply 
national defense because people can consume it with-
out paying for it—the free rider problem. Therefore, 
the government provides important public goods such 
as national defense.

The Government 
and Benefit-Cost Analysis

Everything the government provides has an oppor-
tunity cost. What is the best level of national 

defense? More national defense means less of some-
thing else that society may value more, like health care 
or Social Security. To be efficient, additional goods 
from the public sector must also follow the rule of 
rational choice—pursue additional government activi-
ties if and only if the expected marginal benefits exceed 
the expected  marginal costs. It all comes back to the 
adage—there are no free lunches.

Voters may disagree on whether we have too much 
or too little, but most agree that we must have 
national defense. If national defense were provided 
privately and people were asked to pay for the use 
of national defense, many would be free riders, 
knowing they could derive the benefits of the good 
without paying for it. For this reason, the govern-
ment provides important public goods, such as 
national defense.
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free rider 
deriving benefits from 
something not paid for 
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Business News

In addition, there is also the problem of assessing 
the value of these goods. Consider the case of a new 
highway. Before it builds the highway, the appropri-
ate government agency will undertake a benefit-cost 
analysis of the situation. In this case, it must evaluate 
consumers’ willingness to pay for the highway against 
the costs that will be incurred for construction and 
maintenance. However, those individuals that want the 
highway have an incentive to exaggerate their desire 
for it. At the same time, individuals who will be dis-
placed or otherwise harmed by the highway have an 
incentive to exaggerate the harm that will be done to 
them. Together, these elements make it difficult for the 
government to accurately assess need. Ultimately, their 
evaluations are reduced to educated guesses about the 

net impact, weighing both positive and negative effects, 
of the highway on all parties concerned.

Common Resources and the 
Tragedy of the Commons

In many cases we do not have exclusive private prop-
erty rights to things such as the air around us or the 

fish in the sea. They are common resources—goods 
that are owned by everyone and therefore not owned 
by anyone. When a good is not owned by anyone, 
individuals feel little incentive to conserve or use the 
resource efficiently.

— B Y  D A N I E L  M C F A D D E N

Immigrants to New England in the 17th cen-
tury formed villages in which they had privately 
owned homesteads and gardens, but they also set 

aside community-owned pastures, called commons, 
where all of the villagers’ livestock could graze. 
Settlers had an incentive to avoid overuse of their 
private lands, so they would remain productive in 
the future. However, this self-interested steward-
ship of private lands did not extend to the commons. 
As a result, the commons were overgrazed and 
degenerated to the point that they were no longer 
able to support the villagers’ cattle. This failure of 
private incentives to provide adequate maintenance 
of public resources is known to economists as “the 
tragedy of the commons.”

Contemporary society has a number of cur-
rent examples of the tragedy of the commons: the 
depletion of fish stocks in international waters, 
congestion on urban highways, and the rise of 
resistant diseases due to careless use of antibiot-
ics. However, the commons that is likely to have 
the greatest impact on our lives in the new century 

in the news The Tragedy of the Commons

is the digital commons, the information available 
on the Internet through the portals that provide 
access. The problem with digital information is 
the mirror image of the original grazing commons: 
Information is costly to generate and organize, but 
its value to individual consumers is too dispersed 
and small to establish an effective market. The infor-
mation that is provided is inadequately catalogued 
and organized. Furthermore, the Internet tends to fill 
with low-value information: The products that have 
high commercial value are marketed through revenue-
producing channels, and the Internet becomes inun-
dated with products that cannot command these 
values. Self-published books and music are cases 
in point. . . .

The solutions that resolve the problem of the 
digital commons are likely to be ingenious ways to 
collect money from consumers with little noticeable 
pain, and these should facilitate the operation of the 
Internet as a market for goods and services. Just 
don’t expect it to be free.

SOURCE: Daniel McFadden, “The Tragedy of the Commons,” Forbes, 10 September 

2001, pp. 61–63. Daniel McFadden won the Nobel Prize for economics in 2000.
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S E C T I O N    C H E C K

1. A public good is both nonrivalrous in consumption (one person’s usage of it does not diminish another’s 
ability to use it) and nonexclusive (no one can be excluded from using it).

2. A free rider is someone who attempts to enjoy the benefits of a good without paying for it.

3. The free-rider problem prevents the private market from supplying the efficient amount of public goods.

4. A common resource good is rival in consumption but nonexcludable.

5. The failure of private incentives to maintain public resources leads to the tragedy of the commons.

1. How are public goods different from private goods?

2. Why does the free-rider problem arise in the case of public goods?

3. In what way can government provision of public goods solve the free-rider problem?

4. What is a common resource?

5. What is the tragedy of the commons?

A common resource is a rival good 
that is nonexcludable; that is, nonpayers 
cannot be easily excluded from consum-
ing the good, and when one unit is con-
sumed by one person, it means that it can-
not be consumed by another. Fish in the vast ocean waters 
are a good example of a common resource. They are rival 

because fish are limited—a fish taken by 
one person is not available for others. They 
are nonexcludable because it is prohibi-
tively costly to keep anyone from catching 
them—almost anyone with a boat and a 

fishing rod could catch one. Common resources can lead 
to tragedy—see the In the News story.

common resource 
a rival good that is 
nonexcludable

What Is Asymmetric Information?

When the available information is initially distrib-
uted in favor of one party relative to another, 

asymmetric information is said to exist. Suppose you 
bought a new car for $25,000 and about a month later 
you decide that you would be much happier with your 
old car and the money. So you call your salesperson 
and ask what your car is worth—perfect 
condition and less than 1,000 miles on 
the odometer. The salesperson tells you 
about $20,000. Why did your “new” 
car depreciate $5,000 in just one month? 
The problem is that a potential buyer is 
going to be skeptical. Why is that new 
car being sold? Is it a lemon?

Sellers are at an information advantage over 
potential buyers when selling a car because they have 
more information about the car than does the poten-
tial buyer. However, potential buyers know that sellers 
are more likely to sell a lemon. As a result, potential 
buyers will offer a lower price than they would if 
they could be certain of the quality. This is known 
as the lemon problem. Without incurring significant 

quality detection costs, such as hav-
ing it inspected by a mechanic, the 
potential buyer is at an informational 
disadvantage relative to the seller. It is 
rational for the seller to claim that the 
car is in good shape and has no known 
defects, but the potential buyer cannot 
detect whether the car is a lemon or not 

n What is asymmetric information?

n What is adverse selection?

n What is moral hazard?

Asymmetric Information
S E C T I O N

8.3

asymmetric information 
occurs when the available 
information is initially 
distributed in favor of one 
party relative to another in 
an exchange
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When players get traded from one team to 
another, a potential asymmetric information and 
adverse selection problem occurs—especially 
with pitchers. The team that is trading the pitcher 
knows more about his medical past, his pitching 
mechanics, his demeanor on and off the field, and 
so on, than the team that is trading for him. Even 
though trades are not finalized until the player 
passes a physical, many ailments or potential 
problems may go undetected.
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without incurring costs. If the quality detection costs 
are sufficiently high, a solution is to price all used cars 
as if they are average quality. That is, 
used cars of the same year, make, and 
model generally will be offered at the 
same price, regardless of their known 
conditions. The seller of a lemon will 
then receive a payment that is more 
than the car is worth, and the seller 
of a relatively high-quality car will 
receive less than the car is worth. However, if a seller 
of a high-quality car does not receive what the car 
would sell for if the potential buyer knew its quality, 
the seller will rationally withdraw the offer to sell the 
car. Given the logical response of sellers of higher-
than-average quality cars, the average quality of used 
cars on the market will fall, and consequently, many 
people will avoid buying in the used car market. In 
other words, the bad cars will drive the good cars out 
of the market. Thus, fewer used cars are bought and 
sold because fewer good cars are offered for sale. That 
is, information problems reduce economic efficiency. 
A situation where an informed party benefits in an 
exchange by taking advantage of knowing more than 
the other party is called adverse selection.

This distortion in the used car market resulting 
from adverse selection can be reduced by the buyer 

acquiring more information so that the buyer and 
seller have equal information. In the used car example, 
it might mean that an individual buyer would demand 
that an independent mechanic do a detailed inspec-
tion of the used car or that the dealership provide an 
extended warranty. A warranty provides a credible 
signal that this dealer is not selling lemons. In  addition, 
new services such as carfax.com allow you to pay 
to find the history of a used car before you buy it. 
These services help in eliminating the adverse selection 
problem because buyers would have more information 
about the product they are buying.

The least-cost solution would have sellers reveal 
their superior information to potential buyers. The 
problem is that it is not individually rational for the 
seller to provide a truthful and complete disclosure, a 
point that is known by a potential buyer. Only if the 
seller is punished for not truthfully revealing exchange-
relevant information will a potential buyer perceive the 
seller’s disclosure as truthful.

Adverse selection also occurs in the insurance 
market. Imagine an auto insurance company that has 
a one-size-fits-all policy for their insurance premiums. 
Careful drivers would be charged the same premium as 
careless drivers. The company would assess the average 
risk of accidents for all drivers and then set the pre-
mium. Of course, this would be very appealing to care-
less drivers, who are more likely to get in an accident; 

but not very appealing to careful drivers 
who have a much lower probability of 
getting in an accident. Under this pricing 
scheme, the bad drivers would drive the 
good drivers out of the market. Good 
drivers would be less likely to buy a 
policy, thinking that they are paying too 
much, since they are less likely to get in 

an accident than a careless driver. Many good drivers 
would exit the market, leaving a disproportionate share 
of bad drivers—exactly what the insurance companies 
do not want—people with a higher risk of getting in 
accidents. So what do they do?

Insurance companies set premiums according to 
the risk associated with particular groups of drivers, so 
good drivers do not exit the market. One strategy they 
use for dealing with adverse selection is called screen-
ing, where they use observable information about 
people to reveal private information. For example, a 
17-year-old male driving a sports car will be charged a 
much higher premium than a 40-year-old female driv-
ing a minivan, even if he is a careful driver. Or some-
one with a good driving record or good grades gets a 
discount on his insurance. Insurance companies have 
data on different types of drivers and the  probability of 

adverse selection 
a situation where an 
informed party benefits 
in an exchange by taking 
advantage of knowing more 
than the other party
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those drivers being in accidents, and they use this data 
to set insurance premiums. They may be wrong on an 
individual case (the teenager may be accident-free for 
years), but they are likely to be correct on average.

Reputation and Standardization
Asymmetric information is also present in other mar-
kets like rare stamps, coins, paintings, and sports mem-
orabilia where the dealer (seller) knows more about the 
product than does the potential buyer. Potential buyers 
want to be assured that these items are authentic, not 
counterfeits. Unless the seller can successfully provide 
evidence of the quality of the product, bad products 
will tend to drive good products out of the market, 
resulting in a market failure.

One method that sellers can use to convince 
potential buyers that their products are high qual-
ity is reputation. For example, if a supermarket has 
a reputation of selling fresh produce, you are more 
likely to shop there. The same is true when you choose 
an electrician, plumber, or physician. In the used car 
market, the dealer might advertise how long he has 
been in business. This provides a signal that he has 
many satisfied customers. Therefore, he is likely to sell 
more used cars at a higher price. In short, if there is a 
reputation of high quality, it will minimize the market 
failure problem.

However, there may be cases where it is difficult 
to develop a reputation. For example, take a restaurant 
or a motel on a desolate highway. These establishments 
may not receive repeat customers. Customers have little 
idea of the quality of food, the probability of bedbugs, 
and so on. In this case, standardization is important. A 
national restaurant or a motel chain provides standard-
ization. While you may not frequent McDonald’s when 
you are at home, when confronted with the choice 
between a little known restaurant and McDonald’s, you 
may pick the McDonald’s because of the standardized 
products backed by a large corporation.

Asymmetric Information 
and Job Market Signaling
Why does non-job-related schooling raise your income? 
Why would salaried workers work longer hours—
putting in 60 to 70 hours a week? The reason is this 
behavior provides a useful signal to the employer about 
the person’s intelligence and work ethic.

Signaling is important because it reduces informa-
tion costs associated with asymmetric information; the 
seller of labor (potential employee) has more informa-
tion about her work ethic and reliability than the buyer 
of labor (potential employer). Imagine how costly it 

would be to try out 150 potential employees for a job. 
In short, signals provide a measure that can help reduce 
asymmetric information and lower hiring costs.

There are strong signals and weak signals. Wearing 
a nice suit to work would be a weak signal because it 
does not necessarily distinguish a high productivity 
worker from a low productivity worker—a lazy worker 
can dress well too. To provide a strong signal, it must 
be harder for a low productivity worker to give the 
signal than a high productivity worker. Education is a 
strong signal in labor markets because it requires effort 
that many low productivity workers may find too diffi-
cult to obtain. The education signal is also relatively easy 
to measure—years of education, grade point average, 
highest degree attained, reputation of the university of 
college, rigor of courses attempted, and so on. Education 
can clearly improve a person’s productivity; even if it did 
not, however, it would be a useful signal because more 
productive people find it easier to obtain education than 
lazy people. Furthermore, productive people are more 
likely to attain more education in order to signal to their 
employer that they are productive. So it may not just 
be the knowledge obtained from a college education, it 
may be the effort that you are signaling—something you 
presumably already had before you entered college. So 
according to the signaling model, workers go to college, 
not for the knowledge gained, but to send the important 
signal that they are highly productive.

In all likelihood, education provides knowledge 
and enhances productivity. However, it also sends an 
important signal. For example, many firms will not hire 
managers without an MBA because of the knowledge 
potential employees gained in courses like finance and 
economics, but also because an MBA sends a powerful 
signal that the worker is disciplined and hard working.

Durable Goods, Signals, and Warranties
Why are people reluctant to buy durable goods like tele-
visions, refrigerators, and cameras without a warranty? 
Warranties are a signal. Honest and reliable firms find 
it less expensive to provide a  warranty than dishonest 
firms. The dilemma for consumers is that they are try-
ing to distinguish the good brands from the bad brands. 
One way to do this is to see what kind of warranty the 
producer offers. Low-quality items would require more 
frequent and expensive servicing than high-quality 
items. Thus, producers of low-quality items will tend 
to not offer extensive warranties. In short, extensive 
warranties signal high quality, while low-quality items 
without extensive warranties signal poor quality. With 
this knowledge, consumers will pay more for high-
quality products with good warranties.
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What Is Moral Hazard?

Another information problem 
is associated with the insurance 

market and is called moral hazard. If 
an individual is fully insured for fire, 
theft, auto, life, and so on, what incen-
tives will this individual have to take 
additional precautions from risk? For 
example, a person with auto insurance 
may drive less cautiously than would a 
person without auto insurance.

Insurance companies do, however, 
try to remedy the adverse selection 
problem by requiring regular checkups, 
discounts for nonsmokers, charging different deduct-
ibles and different rates for different age and occupa-
tional groups, and so on.

Additionally, those with health insurance may 
devote less effort and resources to staying healthy than 
those who are not covered. The problem, of course, is 
that if the insured are behaving more recklessly than they 
would if they were not insured, the result might be much 
higher insurance rates. The moral hazard arises from the 
fact that it is costly for the insurer to monitor the behav-
iors of the insured party. Suppose an individual knew 
that his car was protected with a “bumper to bumper” 
warranty. He might have less incentive to take care of 
the car, despite the manufacturer’s contract specifying 
that the warranty was only valid under “normal wear 
and tear.” It would be too costly for the manufacturer 

to detect if a product failure was the consequence of a 
manufacturing defect or the abuse of the owner-user.

Adverse Selection versus Moral Hazard
Don’t confuse adverse selection and moral hazard. 
Adverse selection is the phenomenon that occurs when 
one party in the exchange takes advantage of knowing 
more than the other party. Moral hazard involves the 
action taken after the exchange, such as if you were a 
nonsmoker who had just bought a life insurance policy 
and then started smoking heavily.

Winner’s Curse
Suppose you and five other classmates were asked to 
bid on a jar of pennies. Nobody knows how many 
pennies are in the jar and you are not allowed to open 
the jar. The winner gets the jar of pennies. Let’s say 
there are 500 pennies ($5) in the jar and you win by 
bidding $7. You are happy you won the bid until they 
count the pennies and you realize you just paid $7 for 
$5 worth of pennies. A common-value auction is where 
the auctioned item has the same value for all buyers 
but the value is unknown prior to the bidding. We call 
this a winner’s curse because in this case the “winner” 

is overly optimistic and bids more for 
an item than its worth. Therefore, the 
winner could end up being worse off 
(cursed) than the loser.

The problem also occurs because 
value is subjective. In some cases bid-
ders have a difficult time establishing an 
item’s value. Without complete infor-
mation, participants with limited skill in 
establishing valuation may overpay for 
an item. Historically, we have seen this 
when speculative bubbles in the stock or 
real estate markets occur. Then, inves-

tors with little skill in valuation and incomplete infor-
mation tend to push prices beyond their true value.

However, an actual overpayment will generally 
occur only if the winner fails to account for the win-
ner’s curse when bidding. So despite its dire-sounding 
name, the winner’s curse does not necessarily have ill 
effects.

The severity of the winner’s curse tends to increase 
with the number of bidders. This is because the more 
bidders, the more likely it is that some of them have 
overestimated the auctioned item’s value. The more 
serious your error of overbidding, the more likely you 
are to win. However, if you win you probably made 
a serious error. The best strategy may be to underbid. 
If the winner normally overestimates the true value by 
20 percent then you might offer 80 percent of what you 

Asymmetric information occurs when the avail-
able information is initially distributed in favor of 
one party relative to another. In the used car mar-
ket, the problem of asymmetric information can 
be reduced if a private seller can show records of 
regular maintenance and service and dealers can 
offer extended warranties.

M
O

N
K

E
Y

B
U

S
IN

E
S

S
IM

A
G

E
S

/I
S

T
O

C
K

P
H

O
T

O
.C

O
M

moral hazard 
taking additional risks 
because you are insured

winner’s curse 
a situation that arises in 
certain auctions where the 
winner is worse off than the 
loser because of an overly 
optimistic value placed on 
the good
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think the item is worth. That way, if you happen to win 
by overbidding you won’t “get taken to the cleaners.” 
You might also choose not to participate in auctions 
likely to generate a winner’s curse.

There is often confusion that winner’s curse applies 
to the winners of all auctions. However, it is worth 
repeating here that for auctions based on the private 
value someone places on a good (i.e., when the item 
is desired independent of its value in the market), the 
winner’s curse does not arise.

The winner’s curse can also occur with under-
bidding, where people offer to do a job for less than 
other bidders. Imagine you need to hire a landscaper, 
so you get estimates from various landscapers. Who 
is likely to win? Probably, the landscaper with the 
lowest estimate. However, he may not think he won 
if he underestimated the amount of work required in 
your yard.

QIf individuals know a lot more about their 
health condition than an insurance company, do we 
have a case of adverse selection?

AYes. Even after a medical examination, indi-
viduals will know more about their health than the 
insurance company. That is, the buyers of health 
insurance have a better idea about their overall 

body conditions and nutritional habits than the 
seller, the insurance company. People with greater 
health problems tend to buy more health insur-
ance than those who are healthy. This tendency 
drives up the price of health insurance to reflect 
the costs of sicker-than-average people, which 
drives people of average health out of the market. 
So the people who end up buying insurance will be 
the riskiest group.

ADVERSE SELECTION

I
t’s the middle of winter. Right now base-
ball General Managers (GMs) are hitting the 
phones talking to player agents, trying to 

sign the men they think will push them over the top 
next season. The fans enter the season with great 
expectations. Yet so many times the player thought 
to be a savior to the team ends up not being worth 
the money it took to sign him. Is it because free 
agents lose their edge after signing their big-money 
contracts? Seeing as many of these guys were set 
for life before they switched teams, this explanation 

doesn’t seem to work. To find the real answer, we 
have to drill for oil.

Back in the 1950s the players in the American 
petroleum industry turned their eyes to the Gulf of 
Mexico. With newer technology it was possible to drill 
offshore. So the race began and the oil companies bid 
for drilling rights and set up operations. There was 
only one problem. These offshore oil wells weren’t 
turning a profit. Is drilling on the seabed harder than 
drilling on dry land? Sure, but that wasn’t the dif-
ficulty. The real problem was the bidding process 

THE WINNER’S CURSE—OIL FIELD ECONOMICS 
AND BASEBALL

(continued)
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given the uncertainties in information available to 
the oil companies. This was explained in an article 
published in the Journal of Petroleum Technology 
titled “Competitive bidding in high risk situations,” by 
Capen, Clapp and Campbell of the Atlantic Richfield 
Company (ARCO) in 1971. Here they coined the term 
“winner’s curse.”

Suppose you have four oil companies all inter-
ested in the same patch of offshore property. Back 
in the 1950s the methods available for determining 
the amount of liquid gold under a few hundred feet 
of water were primitive. This led to a large spread 
in the estimations of the value of the oil, and hence 
the drilling rights. Suppose that after all the costs of 
drilling were accounted for there was $10M worth of 
oil in the ground. Company A might determine that 
there was only $5M worth of oil. On the other hand, 
Company B might nail it at $10M, Company C could 
value the oil at $12M and Company D could make 
a gross overestimation and believe that there was 
$20M worth of oil in the ground. 

Now we come to the bidding for the drilling 
rights. At $5M, Company A drops out of the com-
petition. At $10M, we lose Company B. At $12M 
Company C bows out, and Company D is very happy 
because they have paid $12M for property they 
believe is worth $20M. But since there is only $10M 
worth of oil in the ground, Company D is in the red 
for $2M. They have suffered the winner’s curse. In 
an auction, the prize goes to whoever has the most 
optimistic view of the value of the object being bid 
upon. In many cases, this also means that the winner 
is the person who has overestimated the most.

Is a baseball player really like an oil well? He is 
in that some estimation to his value can be made 
with the data available, but his future value (what 
the owners are bidding on) is in many cases an open 
question. How much will a thirty-year-old outfielder 
with a .280 batting average and 30 homers a year 
be worth over the span of his next contract? $5M a 
year? $7M a year? It’s hard to guess, especially when 
the future free-market value of his competition is 
factored in. How fast will the average salary rise over 
the next three years? (Note that the oil companies 

need to make a similar calculation—they need to not 
only estimate the amount of oil in the ground, but 
they also have to make an estimation of the future 
price of oil.) It’s easy to see how several different 
teams could make very different estimations of the 
value of this player. And the team that signs him in 
the end is the team that was the most optimistic 
about his value. Like an oil company, this optimism 
could leave them well in the red.

So what solutions exist to the winner’s curse? 
Information and caution are two big factors. Improving 
technology allowed oil companies to get a better 
grasp on how much oil is in the ground. Obviously a 
company that had better information made smarter 
bids, and was less likely to overbid. After the win-
ner’s curse phenomenon became better understood, 
oil companies were more cautious and started bid-
ding fractions of what they thought the drilling rights 
were worth in order to avoid the curse. If all of the 
oil companies were bidding .75 what they thought 
the true value of the drilling rights were worth, they 
were much less likely to be  bitten. A higher-risk 
operator might be willing to bid .8 the estimated 
value, whereas a more conservative player might 
only bid .65. The problem that quickly surfaced is 
that newcomers to the industry often did not factor 
in the fractional weighting when making their bids. 
Well, these newcomers were often bitten by the win-
ner’s curse, and while the newcomers might have 
annoyed the older companies, in the long run it was 
mainly the newcomers that were hurt.

In baseball more information will also lead to a 
better bid. A team that understands statistics will 
probably realize that a certain slugger’s gaudy RBI 
(Runs Batted In) totals are due to his high-OBP (on 
base percentage) table-setters, while a team that 
doesn’t analyze the situation as well will drool over 
the RBIs and adjust their bid accordingly. A team 
that understands how aging affects performance 
is less likely to overbid for the thirty-five-year-old 
shortstop. Caution also comes into play. A GM can 
estimate a player’s value, discount it by a fraction 
as would an oil executive, and then bid accordingly. 
The problem is the newcomers. How often do we 

THE WINNER’S CURSE—OIL FIELD ECONOMICS 
AND BASEBALL (cont .)
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see a new owner come in and make a big splash in 
the free agent market? This is the case of the new 
oil company that hasn’t figured out how the modified 
bidding works to fight against the winner’s curse.

Sadly, the baseball owners can’t just sit back 
and watch the new guy squirm under the burden of 
his foolish purchases. Because of the salary arbitra-
tion process the winner’s curse becomes everyone’s 
curse. The grossly overpaid shortstop can be used 

as evidence against all the other teams in baseball 
when the arbitration process sets the next year’s 
salaries. Perhaps when new owners are initiated into 
baseball and taught the secret handshake, they also 
need to be given a short course on the history of oil 
field economics.

SOURCE: From http://economics.about.com/cs/baseballeconomics/a/winnerscurse

.htm. Used by permission of the author.

THE WINNER’S CURSE—OIL FIELD ECONOMICS 
AND BASEBALL (cont .)

S E C T I O N    C H E C K

1. Asymmetric information occurs when the available information is initially distributed in favor of one party 
relative to another in an exchange.

2. Adverse selection is a situation where an informed party benefits in an exchange by taking advantage of 
knowing more than the other party.

3. Moral hazard occurs when one party to a contract passes on the cost of its behavior to the 
other party.

4. Asymmetric information, adverse selection, and moral hazard are information problems that can distort 
 market signals.

5. Asymmetric information leads to signaling behavior.

6. Auctions for goods of uncertain value may suffer from the winner’s curse. In the winner’s curse the most 
optimistic buyer wins, but may overpay as a result, leaving the winner worse off.

1. How do substantial warranties offered by sellers of used cars act to help protect buyers from the problem 
of asymmetric information and adverse selection? Why might too extensive a warranty lead to a moral 
hazard problem?

2. If where you got your college degree acted as a signaling device to potential employers, why would you want 
the school from which you graduated to raise its academic standards after you leave?

3. Why might withdrawals in several classes send a poor signal to potential employers?

4. Why is the winner’s curse less likely for repeat-purchase items?
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Fill in the blanks:

 1. Sometimes the market system fails to produce efficient 
outcomes because of side effects economists call 
_____________.

 2. Whenever an activity has physical impacts on 
individuals not directly involved in the activity, if the 
impact on the outside party is negative, it is called a 
_____________; if the impact is positive, it is called a 
_____________.

 3. If a firm can avoid paying the external costs it imposes 
on others, it _____________ its own costs of production 
but not the _____________ cost to society.

 4. If the government taxed a manufacturer by the amount 
of those external costs it imposes on others, it would 
force the manufacturer to _____________ the costs.

 5. The benefits of a product or service that spill over to an 
outside party not involved in producing or consuming 
the good are called _____________.

 6. If suppliers are unaware of or not responsible for 
the external costs created by their production, the 
result is a(n) _____________ of scarce resources to the 
production of the good.

 7. Because producers are unable to collect payments from 
all who are benefiting from the good or service, the 
market has a tendency to _____________ goods with 
external benefits.

 8. In the case of either external benefits or external costs, 
buyers and sellers are receiving the wrong signals: The 
apparent benefits or costs of some actions differ from 
the _____________ benefits or costs.

 9. Unlike the consumption of private goods, the 
consumption of public goods is both _____________ 
and _____________.

 10. If once a good is produced it is prohibitively costly to 
exclude anyone from consuming the good, consumption 
of that good is called _____________.

 11. If everyone can consume a good simultaneously, it is 
_____________.

 12. When individuals derive the benefits of a good without 
paying for it, it is called a(n) _____________.

 13. The government may be able to overcome the free-
rider problem by _____________ the public good and 
imposing taxes to pay for it.

 14. Goods that are owned by everyone and therefore not 
owned by anyone are called _____________ resources.

 15. A common resource is a _____________ good that is 
_____________.

 16. Fish in the vast ocean are a good example of a 
_____________ resource.

 17. The failure of private incentives to provide adequate 
maintenance of public resources is known to economists 
as the _____________.

 18. When the available information is initially distributed in 
favor of one party relative to another, _____________ is 
said to exist.

 19. The existence of _____________ may give rise to 
signaling behavior.

 20. When one party enters into an exchange with 
another party that has more information, we call it 
_____________ selection.

 21. A college education can provide a _____________ about 
a person’s intelligence and perseverance.

 22. Good warranties are an example of _____________ 
behavior that takes place because the _____________ 
may know the actual quality of durable goods better 
than the _____________.

 23. _____________ arises from the cost involved for the 
insurer to monitor the behaviors of the insured party.

 24. The _____________ occurs when the winner of an 
auction overpays.

 25. The winner’s curse is less likely for items that are 
purchased _____________/infrequently and where there 
is a larger/_____________ number of bidders.

In te rac t i ve  Chapter  Summary

Answers: 1. externalities 2. negative externality; positive externality 3. lowers; true 4. internalize (bear) 5. positive externalities 
6. overallocation 7. underproduce 8. true social 9. nonexcludable; nonrivalous 10. nonexcludable 11. nonrivalous 12. free ride 13. providing 
14. common 15. rival; nonexcludable 16. common 17. tragedy of the commons 18. asymmetric information 19. asymmetric information 
20. adverse 21. signal 22. signaling; sellers; buyers 23. Moral hazard 24. winner’s curse 25. frequently; smaller
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8.1 Externalities
 1. Why are externalities also called spillover 

effects?
An externality exists whenever the benefits or costs 
of an activity impact individuals outside the market 
mechanism. That is, some of the effects spill over to 
those who have not voluntarily agreed to bear them 
or compensate others for them, unlike the voluntary 
exchange of the market.

 2. How do external costs affect the price 
and output of a polluting activity?
If the owner of a firm that pollutes does not have to 
bear the external costs of pollution, she can ignore those 
real costs of pollution to society. The result is that the 
private costs she must pay are less than the true social 
costs of production, so that the market output of the 
polluting activity is greater, and the resulting market 
price less, than it would be if producers did have to bear 
the external costs of production.

 3. How can the government intervene to force 
producers to internalize external costs?
If the government could impose on producers a tax 
or fee, equal to the external costs imposed on people 
without their consent, producers would have to take 
into account those costs. The result would be that those 
costs were no longer external costs, but internalized by 
producers.

 4. How do external benefits affect the output of an 
activity that causes them?
External benefits are benefits that spill over to others, 
because the party responsible need not be paid for 
those benefits. Therefore, some of the benefits of 
an activity to society will be ignored by the relevant 
decision makers in this case, and the result will be 
a smaller output and a higher price for goods that 
generate external benefits to others.

 5. How can the government intervene to force 
external benefits to be internalized?
Just as taxes can be used to internalize external costs 
imposed on others, subsidies can be used to internalize 
external benefits generated for others.

 6. Why do most cities have more stringent noise 
laws for the early morning and late evening 
hours than for during the day?
The external costs to others from loud noises in 
residential areas early in the morning and late in the 
evening are higher, because most residents are home 
and trying to sleep, than when many people are gone at 
work or are already awake in the daytime. Given those 
higher potential external costs, most cities impose more 
restrictive noise laws for nighttime hours to reduce them.

8.2 Public Goods
 1. How are public goods different from 

private goods?
Private goods are rival in consumption (we can’t 
both consume the same unit of a good) and exclusive 
(nonpayers can be prevented from consuming the 
good unless they pay for it). Public goods are nonrival 
in consumption (more than one person can consume 
the same good) and nonexclusive (nonpayers can’t be 
effectively kept from consuming the good, even if they 
don’t voluntarily pay for it).

 2. Why does the free-rider problem arise in the 
case of public goods?
The free-rider problem arises in the case of public 
goods because people cannot be prevented from 
enjoying the benefits of public goods once they are 
provided. Therefore, people have an incentive to not 
voluntarily pay for those benefits, making it difficult 
or even impossible to finance the efficient quantity of 
public goods through voluntary market arrangements.

 3. In what way can government provision of public 
goods solve the free-rider problem?
The government can overcome the free-rider problem 
by forcing people to pay for the provision of a public 
good through taxes.

 4. What is a common resource?
A common resource good is rival in consumption but 
nonexcludable.

 5. What is the tragedy of the commons?
Common resource goods often lead to overuse because 
if no one owns the resource, they are not likely to 
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consider the cost of their use of the resource on others. 
This is the so-called tragedy of the commons. This 
problem has led to overfishing. Of course, you could 
remove the common and make the resource private 
property, but assigning private property rights to a vast 
ocean area would be virtually impossible.

8.3 Asymmetric Information
 1. How do substantial warranties offered by sellers 

of used cars act to help protect buyers from the 
problem of asymmetric information and adverse 
selection? Why might too extensive a warranty 
lead to a moral hazard problem?
In the used car market, the seller has superior 
information about the car’s condition, placing the 
buyer at an information disadvantage. It also increases 
the chance that the car being sold is a “lemon.” 
A substantial warranty can provide the buyer with 
valuable additional information about the condition 
of the car, reducing both asymmetric information and 
adverse selection problems.

Too extensive a warranty (e.g., an unlimited 
“bumper to bumper” warranty) will give the buyer less 

incentive to take care of the car, because the buyer is 
effectively insured against the damage that lack of care 
would cause.

 2. If where you got your college degree acted as 
a signaling device to potential employers, why 
would you want the school from which you 
graduated to raise its academic standards after 
you leave?
If an employer used your college’s academic reputation 
as a signal of your likely “quality” as a potential 
employee, you want the school to raise its standards 
after you graduate, because it would improve the 
average quality of its graduates, improving the quality 
it signals about you to an employer.

 3. Why might withdrawals in several classes send a 
poor signal to potential employers?
It would indicate a failure to stick to difficult tasks 
relative to other students.

 4. Why is the winner’s curse less likely for repeat-
purchase items?
Repeat purchases reveal good information on the actual 
value of items.
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True or False:

 1. A negative externality is when the action of one party imposes a cost on another party.

 2. A positive externality is when the action of one party benefits another party.

 3. In the case of external costs, firms tend to produce too little from society’s standpoint, causing an efficiency loss due to an 
underallocation of scarce resources to the production of the good.

 4. If government could impose a pollution tax equal to the exact size of the external costs imposed by a firm, then the firm 
would produce at the socially desired level of output.

 5. The tax revenues raised by a pollution tax could be used to compensate those who have suffered damages from the pollution.

 6. Alternatives to pollution taxes include the government prohibiting certain types of activities that cause pollution and 
forcing firms to clean up their emissions.

 7. Because the decision makers involved ignore some of the real social benefits, the private market does not provide enough 
of goods that generate external benefits.

 8. In the case of external benefits, if we could add the benefits that are derived by nonpaying consumers, the demand curve 
would shift to the right, increasing output.

 9. In the case of external benefits, a tax equal to external benefits would result in an efficient level of output.

 10. Externality problems always require the intervention of government.

 11. In the case of goods where all those affected benefit simultaneously and it is prohibitively costly to exclude anyone from 
consuming them, market failures tend to arise.

 12. In the case of public goods, when people act as free riders, some goods having benefits greater than costs will not be produced.

 13. If quality detection costs are high, high-quality products will tend to be withdrawn from the market, and the average 
quality will rise.

 14. Asymmetric information exists when the available information is initially distributed in favor of one party to a transaction 
relative to another.

 15. In adverse selection situations, it is rational for a seller with more information about a product to provide a truthful and 
complete disclosure and make that fact known to a potential buyer.

 16. Warranty agreements that limit the responsibility of the insurer in certain situations can be one method of controlling 
moral hazard problems.

 17. In the market for insurance, the adverse selection problem leads those most likely to collect on insurance to buy it.

 18. In the market for insurance, moral hazard can lead those who buy insurance to take fewer precautions to avoid the insured risk.

 19. The winner’s curse is more likely when a large number of bidders is involved.

 20. Repeat purchasers are less likely to suffer from the winner’s curse than one-time purchasers.

Multiple Choice:

 1. The presence of negative externalities leads to a misallocation of societal resources because
 a. whenever external costs are imposed on outside parties, the good should not be produced at all.
 b. less of the good than is ideal for society is produced.
 c. some costs are associated with production that the producer fails to take into consideration.
 d. the government always intervenes in markets when negative externalities are present, and the government is 

inherently inefficient.

 2. A tax equal to the external cost on firms that emit pollutants would
 a. provide firms with the incentive to increase the level of activity creating the pollution.
 b. provide firms with the incentive to decrease the level of activity creating the pollution.
 c. provide firms with little incentive to search for less environmentally damaging production methods.
 d. not reduce pollution levels at all.

CHAPTER 8  STUDY GUIDE
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 3. In the case of a good whose production generates negative externalities,
 a. those not directly involved in the market transactions are harmed.
 b. internalizing the externality would tend to result in a greater output of the good.
 c. too little of the good tends to be produced.
 d. a subsidy would be the appropriate government corrective action.
 e. all of the above are true.

 4. If firms were required to pay the full social costs of the production of goods, including both private and external costs, 
other things being equal, there would probably be

 a. an increase in production.
 b. a decrease in production.
 c. a greater misallocation of resources.
 d. a decrease in the market price of the product.

 5. Which of the following will most likely generate positive externalities of consumption?
 a. a hot dog vendor
 b. public education
 c. an automobile
 d. a city bus
 e. a polluting factory

 6. Assume that production of a good imposes external costs on others. The market equilibrium price will be _____________ 
and the equilibrium quantity _____________ for efficient resource allocation.

 a. too high; too high
 b. too high; too low
 c. too low; too high
 d. too low; too low

 7. Assume that production of a good generates external benefits of consumption. The market equilibrium price of the good 
will be _____________ and the equilibrium quantity _____________ for efficient resource allocation.

 a. too high; too high
 b. too high; too low
 c. too low; too high
 d. too low; too low

 8. Socially inefficient outcomes may occur in markets that have
 a. free riders.
 b. negative externalities.
 c. asymmetric information problems.
 d. positive externalities.
 e. any of the above.

 9. In the case of externalities, appropriate government corrective policy would be
 a. taxes in the case of external benefits and subsidies in the case of external costs.
 b. subsidies in the case of external benefits and taxes in the case of external costs.
 c. taxes in both the case of external benefits and the case of external costs.
 d. subsidies in both the case of external benefits and the case of external costs.
 e. none of the above; the appropriate thing to do would be to do nothing.

 10. The market system fails to provide the efficient output of public goods because
 a. people place no value on public goods.
 b. private firms cannot restrict the benefits from those goods to consumers who are willing to pay for them.
 c. public enterprises can produce those goods at lower cost than private firms.
 d. public goods create widespread spillover costs.

 11. Public goods, like national defense, are usually funded through government because
 a. no one cares about them, because they are public.
 b. it is prohibitively difficult to withhold national defense from someone unwilling to pay for it.
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 c. they cost too much for private firms to produce them.
 d. they provide benefits only to individuals, and not firms.

 12. Adverse selection refers to
 a. the phenomenon that occurs when one party in an exchange takes advantage of knowing more than another party.
 b. the tendency for individuals to alter their behavior once they are insured against loss.
 c. the tendency for individuals to engage in insurance fraud.
 d. both b and c.

 13. Which of the following is not true of adverse selection?
 a. It can result when both parties to a transaction have little information about the quality of the goods involved.
 b. It can cause the quality of goods traded to fall, if quality detection costs are high.
 c. It can be a difficult problem to overcome, because it is not individually rational for the transactor with the superior 

information to provide a truthful and complete disclosure.
 d. All of the above are true.

 14. If a company offers a medical and dental care plan that offers benefits to all of the members of each employee’s family 
for a given monthly premium, an employee who is a mother of five children and who has bad teeth who elects that plan 
would be an illustration of

 a. the moral hazard problem.
 b. the free-rider problem.
 c. the adverse selection problem.
 d. the “lemon” problem.

 15. If, after you buy a car with air bags, you start to drive recklessly, it would be an illustration of
 a. the moral hazard problem.
 b. the free-rider problem.
 c. the adverse selection problem.
 d. the “lemon” problem.

 16. In the market for insurance, the moral hazard problem leads
 a. those most likely to collect on insurance to buy it.
 b. those who buy insurance to take fewer precautions to avoid the insured risk.
 c. those with more prior insurance claims to be charged a higher premium.
 d. to none of the above.

 17. The winner’s curse
 a. is more likely the fewer the bidders.
 b. is more likely the more frequently a good is purchased.
 c. is more likely when a good is being purchased because of its expected future market value.
 d. is a myth.

 18. In the analysis of the winner’s curse
 a. a bidder who realizes he might be in a winner’s curse situation may bid less as a result.
 b. it can be better to lose an auction than to win it.
 c. a good bought for its value to the bidder is less likely to be subject to the winner’s curse than a good bought for its 

expected future market value.
 d. all of the above are true.

Problems:

 1. Indicate which of the following activities create a positive externality, a negative externality, or no externality at all:
 a. During a live theater performance, an audience member’s cell phone loudly rings.
 b. You are given a flu shot.
 c. You purchase and drink a soda during a break from class.
 d. A college fraternity and sorority clean up trash along a two-mile stretch on the highway.
 e. A firm dumps chemical waste into a local water reservoir.
 f. The person down the hall in your dorm plays loud music while you are trying to sleep.
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 2. Draw a standard supply and demand diagram for televisions, and indicate the equilibrium price and output.
 a. Assuming that the production of televisions generates external costs, illustrate the effect of the producers being 

forced to pay a tax equal to the external costs generated, and indicate the equilibrium output.
 b. If instead of generating external costs, television production generates external benefits, illustrate the effect of the 

producers being given a subsidy equal to the external benefits generated, and indicate the equilibrium output.

 3. For each of the following goods, indicate whether they are nonrival and/or nonexclusive. Indicate whether they are private 
or public goods.

 a. hot dogs
 b. cable TV
 c. broadcast TV
 d. automobiles
 e. national defense
 f. pollution control
 g. parking in a parking structure
 h. a sunset
 i. admission to a theme park

 4. Is a lighthouse a public good if it benefits many ship owners? What if it primarily benefits ships going to a port nearby?

 5. Why do you think buffaloes became almost completely extinct on the Great Plains but cattle did not? Why is it possible 
that you can buy a buffalo burger in a store or diner today?

 6. What kind of problems does the government face when trying to perform a cost-benefit analysis of whether or how much 
of a public project to produce?

 7. How does a TV broadcast have characteristics of a public good? What about cable services such as HBO?

 8. In order to get a license to practice in the United States, foreign-trained veterinarians must take an exam given by the 
American Veterinary Association. Only 48 people per year are allowed to take the exam, which is administered at only 
two universities. The fee for the exam, which must be booked at least 18 months in advance, was recently raised from 
$2,500 to $6,000. What effects does this clinical competency exam have on the number of veterinarians practicing in the 
United States? Do you think it improves the quality of veterinary services?

 9. How would the adverse selection problem arise in the insurance market? How is it like the “lemon” used-car problem?

 10. In terms of signaling behavior:
 a. Why is wearing a suit a weaker signal of ability than higher educational achievement?
 b. Why do some majors in college provide more powerful signals to future employers than others?
 c. Why could double-majoring provide a more powerful labor market signal than having a single major?
 d. How would you explain why students might be said to “overinvest” in grades as opposed to learning course material?

 11. In terms of winner’s curse:
 a. Why is the winner’s curse unlikely for frequently purchased goods?
 b. Why would the winner’s curse be more likely as the number of bidders increases?
 c. Why would we except there to be no winner’s curse for goods desired for their own private value, unlike the case of 

purchases based on a good’s market value to others?

 12. In terms of moral hazard:
 a. Why does someone’s willingness to pay a large deductible on an insurance policy tell an insurer something valuable 

about the seriousness of the moral hazard problem they might expect from the policyholder?
 b. Why does car insurance which explicitly excludes insuring the car for commercial use act to reduce moral hazard?
 c. Why does vehicle insurance based in part on miles driven reduce moral hazard problems?
 d. Why would a GPS monitor that can record the location and the speed a rental car is driven help reduce the moral 

hazard problem that rental companies are exposed to?
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However, in this chapter, we cover other impor-
tant facets of the public sector—protecting 
property rights, providing a legal system, inter-
vention in cases of insufficient competition, 
income redistribution, and promoting stability 
and growth in the economy. In this chapter, we 

will see how the government obtains revenues 
through taxation to provide these goods and 
services. We also examine the different types 
of taxation. The last section of the chapter is 
on public choice economics, the application of 
 economic principles to politics. ■

In the last chapter, we discussed the role of government 
in the case of externalities and public goods. We argued 
that the government can sometimes improve economic 
well-being by remedying externalities through pollution 
taxes, regulation and subsidies, and providing public goods. 

9.1 Other Functions of Government

9.2 Government Spending and Taxation

9.3 Public Choice



Property Rights 
and the Legal System

In a market economy, private individuals and firms 
own most of the resources. For example, when 

consumers buy houses, cars, or pizzas, they have pur-
chased the right to use these goods in ways they, not 
someone else, see fit. These rights are called private 

property rights. Property rights are the rules of our 
economic game. If well-defined, property rights give 
individuals the incentive to use their property effi-
ciently. That is, owners with property rights have a 
greater incentive to maintain, improve, 
and even conserve their property to 
preserve or increase its value.

Markets, just like baseball, need 
umpires. It is the government that plays 
this role when it defines and protects 
the rights of people and their property 
through the legal system and police protection. That is, 
by providing rules and regulations, government makes 
markets work more efficiently. Private enforcement is 
possible, but as economic life becomes more complex, 
political institutions have become the major instrument 
for defining and enforcing property rights.

The government defines and protects property 
rights through the legal system and policy protec-
tion. The legal system ensures the rights of private 
ownership, the enforcement of contracts, and the 
legal status for businesses. The legal system serves as 
the referee and imposes penalties on violators of our 
legal rules. Property rights also include intellectual 
property—the property rights that an owner receives 
through patents, copyrights, and trademarks. These 
rights give the owner long-term protection that 
encourages individuals to write books, music, and 
software programs and invent new products (see the 

In the News story on song swapping on the Net). 
In short, well-defined property rights encourage 
investment, innovation, exchange, conservation, and 
economic growth.

Insufficient Competition 
in Markets

Another justification given for government inter-
vention is to correct cases of insufficient com-

petition that arise in the marketplace. As we dis-
cussed in Chapter 2, monopoly, or 
one-supplier, situations result in higher 
prices and lower quantities traded than 
in a competitive market. When such 
conditions of restricted competition 
arise, the communication system of 
the marketplace is disrupted, causing 

the market to function inefficiently, to the detriment 
of consumers. For this reason, since the 1880s, the 
federal  government has engaged in antitrust activi-
ties designed to encourage competition and discour-
age monopoly conditions. Specifically, the Antitrust 
Division of the Department of Justice and the Federal 
Trade Commission attempt to increase competition by 
attacking monopolistic practices.

Income Redistribution

Not only does the market determine what goods are 
going to be produced, and in what quantities, but 

it also determines, through the interaction of demand 
and supply for productive resources, the distribution of 
output among members of society. Some argue that the 
market distribution of income may produce disparities 

private property rights 
consumers’ right to use their 
property as they see fit
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n What are private property rights?

n What is the role of the legal system?

n How does government discourage 
insufficient competition?

n What tools does the government use 
to redistribute income?

Other Functions of Government
S E C T I O N

9.1



Business News
If you were a rock star, would you want to put a 

stop to bootlegged music on the Internet?

M  Yes, it violates copyright laws and cheats 
the artist.

M  Yes, but unlicensed music sharing is inevitable.
M  No, it will only increase the size of my audience.
M  No, it hurts only record companies, which charge 

too much anyway.

Song swapping on the Net allows you to search for 
almost any song you can think of, find the song on 
a fellow enthusiast’s hard drive, and then download 
it for yourself, right now—for the unbeatable cost of 
zero, free, nada, gratis.

in the news Song Swapping on the Net

SOURCE: From ‘Newsweek’, June 5, 2000, “The Noisy War Over Napster” by Steven 

Levy, pp. 46, 49. Copyright © 2005 Newsweek, Inc. All rights reserved. Used by permis-

sion and protected by the Copyright Laws of the United States. The printing, copying, 

redistribution, or retransmission of the Material without express written permission is 

prohibited.
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 consider this:
Song swapping on the Net has set the stage for an interesting 
battle over copyright laws and intellectual property rights. Is 
sharing songs with others on the Internet underground 
piracy, or is it sharing someone’s purchased possession? Is 

it a “personal use” right to share music online—like sharing 
a CD with a friend?

Napster and Grokster may be gone, but “free” music and 
videos are alive and well. The network is still wide open. It 
is a tough war to win, and the people trading music illegally 
online have little chance of being caught. Also, many young 
music lovers do not see downloading music without paying 
the copyright as a crime. The industry must innovate its way 
out. One reason that illegal downloading took off was because 
the industry did not keep up with the technology. The music 
industry continued to sell CDs and tapes when buyers had 
the technology to download songs.

A 2007 study by the Institute for Policy Innovation 
concludes that the “piracy” of recorded music costs the U.S. 
recording industries billions of dollars annually in lost rev-
enue and profits. In addition, the study states that recorded 
music piracy costs American workers significant losses in 
jobs and earnings, and lost tax revenues to the government.

Incentives play an important part in this story, too. If 
the price is zero, the probability of being caught is close to 
zero, and people do not view it as illegal, then you would 
expect many to download music illegally rather than pur-
chase. However, the flipside of the story is that when talented 
producers and artists do not get royalties for their artistic 
work, you will see a lot less of it—especially quality music. 
Incentives matter.



that violate a common sense of equity or fairness and 
government should intervene to reduce income inequal-
ity. Others argue that high incomes are a result of hard 
work and greater skills. They believe that higher taxes 
designed to redistribute income only reduce incentives 
to work hard, save, and invest. Ultimately, the decision 
on how much redistribution will occur is a normative 
issue. Economists can estimate the benefits and costs of 
these efforts, but society must decide.

Government redistributes income in three major 
ways: taxes, subsidies, and transfer payments. We will 
now briefly examine each of these methods in turn.

Taxes
In addition to being one of the primary ways that 
the government finances its activities, taxes are an 
 important tool for redistributing income. Specifically, 
one type of tax, a progressive tax, is designed to take 
a larger percentage of higher incomes as compared to 
lower incomes. In this way, progressive taxes help to 
reduce income disparities. The federal income tax is an 
example of a progressive tax. The progressive tax and 
other types of taxes will be discussed in greater detail 
in the next section.

Government Subsidies
A second way that governments can help the less afflu-
ent is by the use of governmental revenues to provide 
low-cost public services. Inexpensive public housing, 
subsidized public transport, and even public parks are 
services that probably serve the poor to a greater extent 
than the rich. “Free” public education is viewed by 
many as an equalizing force in that it opens opportuni-
ties for children of less prosperous members of society 
to obtain the skills necessary for employment that 
could improve their economic status.

Transfer Payments
A third means by which income redistribution can be 
carried out by government is through direct transfer 
payments. Cash transfer payments are made by the 
government, particularly to the poor and aged, for 
which no goods or services are exchanged. Transfer 
payments include Social Security, unemployment com-
pensation benefits, welfare (temporary assistance for 
needy families, or TANF), and veteran payments.

Noncash transfers, such as food stamps, Medicaid, 
school lunch programs, and housing subsidies, for exam-
ple, are designed to raise the living standards of the poor.

S E C T I O N    C H E C K

1. The government defines and protects property rights through the legal system and police protection.

2. Well-defined property rights encourage investment, innovation, exchange, conservation, and economic 
growth.

3. Government encourages competition and discourages monopoly, or one-supplier conditions, through its 
antitrust activities.

4. The government redistributes income through taxes, subsidies, and transfer payments.

1. Why do owners with clear property rights have incentives to use their property efficiently?

2. How does the government use taxes, subsidies, and transfer payments to redistribute income toward 
lower-income groups?

3. Why would the government want to prevent market conditions of insufficient competition?
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n How does government finance 
its spending?

n On what does the public sector spend 
its money?

n What are progressive and regressive 
taxes?

n What is a flat tax?

n What is the ability to pay principle?

n What is vertical equity?

n What is the benefits received principle?

n What is a consumption tax?

Government Spending 
and Taxation

S E C T I O N

9.2

Growth in Government

Government plays a large role in the economy; 
and its role increased markedly from 1929 to 

1975, as may be seen in Exhibit 1. Although it is true 
that federal spending has changed little since 1960, 
the composition of government spending has changed 
considerably. National defense spending fell from 

roughly 9 percent of GDP in 1960 to 2.9  percent 
in 2000. However, the aftermath of the terrorist 
attacks of September 11, 2001, and the wars in Iraq 
and Afghanistan, led to increases in defense spend-
ing. It rose to 4.7 percent of GDP in 2009. Areas of 
government growth can be identified at least in part 
by looking at statistics on the types of government 
spending.

Growth of Government Expenditures as a Percentage of GDP 
in the United States, 1929–2008

section 9.2
exhibit 1

Government plays a large role in the economy, a role that has increased over time.

SOURCE: Economic Report of the President, 2009.
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The share of GDP devoted to Social Security and 
Medicare rose from about 2.5 percent in 1960 to more 
than 7 percent today. Exhibit 2(a) shows that 35  percent
of federal government spending in 2008 went to 
Social Security and income security programs. Another 
23 percent was spent on health care and Medicare (for 
the elderly). The remaining federal expenditures were 
national defense, 21 percent; interest on the national debt, 
8 percent; and miscellaneous items such as foreign aid, 
agriculture, transportation, and housing, 13 percent.

Exhibit 2(b) shows that state and local spending 
differs greatly from federal spending. Education and 
public welfare account for 52 percent of state and local 

expenditures. Other significant areas of state and local 
spending include highways, utilities, and police and fire 
protection.

Generating Government 
Revenue

Governments have to pay their bills like any person 
or institution that spends money. But how do they 

obtain revenue? In most years, a large majority of govern-
ment activity is financed by taxation. What kinds of taxes 
are levied on the American population?

Tax Revenues
section 9.2
exhibit 3

SOURCE: Economic Report of the President and Bureau of Economic Analysis, 2009.
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Government Expenditures
section 9.2
exhibit 2

SOURCE: Economic Report of the President, 2009.
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At the federal level, most taxes or levies are on 
income. Exhibit 3 shows that 55 percent of tax revenues 
come in the form of income taxes on individuals and 
corporations, called personal income taxes and corpo-
rate income taxes, respectively. Most of the remaining 
revenues come from payroll taxes, which are levied on 
work-related income, that is, payrolls. These taxes are 
used to pay for Social Security and compulsory insur-
ance plans such as Medicare. Payroll taxes are split 
between employees and employers. The Social Security 
share of federal taxes has steadily risen as the proportion 
of the population over age 65 has grown and as Social 
Security benefits have been increased. Consequently, 
payroll taxes have risen significantly in recent years. 
Other taxes, on such items as gasoline, liquor, and 
tobacco products,  provide for a small proportion of 
government revenues, as do customs duties, estate and 
gift taxes, and some minor miscellaneous taxes and user 
charges.

The U.S. federal government relies more heavily on 
income-based taxes than nearly any other government 
in the world. Most other governments rely more heavi ly 
on sales taxes, excise taxes, and customs duties.

A Progressive Tax
One effect of substantial taxes on 
income is that the “take home” income 
of Americans is significantly altered by 
the tax system. Progressive taxes, of 
which the federal income tax is one 
example, are designed so that those with 
higher incomes pay a greater proportion 
of their income in taxes. A progressive 
tax is one tool that the government can 
use to redistribute income. It should be 
noted, however, that certain types of 
income are excluded from income for 
taxation purposes, such as interest on 
municipal bonds and income in kind—
food stamps or Medicare, for example.

A Regressive Tax
Payroll taxes, the second most important source of 
income for the federal government, are actually regres-

sive taxes; that is, they take a greater proportion of the 
income of lower-income groups than of higher-income 
groups. The reasons for this are simple. Social Security, 
for example, is imposed as a fixed proportion (now 
6.2 percent on employees and an equal amount on 
employers) of wage and salary income up to $106,800 
as of 2009. Also, wealthy persons have relatively more 
income from sources such as dividends and interest that 

are not subject to payroll taxes, and earnings above a 
certain level are not subject to some payroll taxes.

At first glance it appears that employers and 
employees split the burden of Social Security tax 
(called the Federal Insurance Contribution Act, or 
FICA). However, recall our discussion of elasticity and 
its burden of taxation. Most labor economists believe 
the labor supply curve is relatively inelastic compared 
to the demand curve for labor, so employers will pass 
on most of the tax in the form of lower wages to 
employees. So, if workers are relatively unresponsive 
to a decrease in the wage rate (they have a relatively 
inelastic labor supply curve), then employers can pass 
most of the tax on in the form of lower wages, as seen 
in Exhibit 4. Congress may have intended a 50-50 
split on the payroll tax between workers and firms.  
However, we have learned that the burden of the tax 
does not depend whether it is levied on the buyer or 
the seller but rather it depends on the price elasticity of 
supply and demand. 

An Excise Tax
Some consider an excise tax—a sales tax on individual 
products such as alcohol, tobacco, and gasoline—to 

be the most unfair type of tax because 
it is generally the most regressive. Excise 
taxes on specific items impose a far greater 
burden, as a percentage of income, on 
the poor and middle classes than on the 
wealthy, because low-income families gen-
erally spend a greater proportion of their 
income on these items than do high-income 
families.

In addition, excise taxes may lead to 
economic inefficiencies. By isolating a few 
products and subjecting them to discrimi-
natory taxation, excise taxes subject eco-
nomic choices to political manipulation, 
which leads to  inefficiency.

Financing State and Local 
Government Activities

Historically, the primary source of state and local 
revenue has been property taxes. In recent decades, 

state and local governments have relied increasingly on 
sales and income taxes for revenues (see Exhibit 3). 
Today, sales taxes account for roughly 19 percent 
of revenues, property taxes account for 17 percent, 
and personal and corporate income taxes account for 
another 14 percent. Approximately 22 percent of state 
and local revenues come from the federal government 

progressive tax 
tax designed so that those 
with higher incomes pay a 
greater proportion of their 
income in taxes

regressive tax 
as a person’s income rises, 
the amount his or her tax as 
a proportion of income falls

excise tax 
a sales tax on individual 
products such as alcohol, 
tobacco, and gasoline
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as grants. The remaining share of revenues comes from 
license fees and user charges (e.g., payment for utilities, 
occupational license fees, tuition fees) and other taxes.

Should We Have a Flat Tax?

Some politicians and individuals believe that we 
should scrap the current progressive income tax 

and replace it with a flat tax. A flat tax, also called 
a proportional tax, is designed so 
that everybody would be charged the 
same percentage of their income. How 
would a flat tax work? What do you 
think would be the advantages and 
disadvantages of a flat tax?

With a flat tax, a household could 
simply report its income, multiply it by the tax rate, 
and send in the money. Because no deductions are 
involved, the form could be a simple page! But most 
flat tax proposals call for exempting income to a cer-
tain level—say, the poverty line.

Actually, if the flat tax plan allowed individuals to 
deduct a standard allowance of, say, $20,000 from their 
wages, the tax would still be progressive. Here’s how 
it would work: If you were earning less than $20,000 
a year, you would not have to pay any income taxes. 

However, if you earned $50,000 a year, and the flat 
tax rate was 15 percent, after subtracting your $20,000 
allowance you would be paying taxes on $30,000. In 
this system, you would have to pay $4,500 in taxes 
(0.15 � $30,000) and your average tax rate would be 
9 percent ($4,500/$50,000 � 0.09). Now, say you made 
$100,000 a year. After taking your $20,000 allowance, 
you would have to pay a 15 percent tax on $80,000, 
and you would owe the government $12,000. Notice, 
however, that your average tax rate would be higher: 

12 percent ($12,000/$100,000 � 0.12) 
as opposed to 9 percent. So if the flat tax 
system allows individual taxpayers to 
take a standard allowance, like most flat 
tax proposals, then the tax is actually 
progressive. That is, lower- and middle-
income families will pay, on average, a 

smaller average tax rate, even though everyone has the 
same tax rate over the stipulated allowance.

The advantages of the flat tax are that all of the 
traditional exemptions, like entertainment deductions, 
mortgage interest deductions, business travel expenses, 
and charitable contribution deductions, would be out 
the door, along with the possibilities of abuses and mis-
representations that go with tax deductions. Taxpayers 
could fill out tax returns in the way they did in the old 
days, in a space about the size of a postcard. Advocates 

flat tax 
a tax that charges all income 
earners the same percentage 
of their income

Payroll Tax
section 9.2
exhibit 4

A payroll (FICA) tax puts “a wedge” between the wage firms pay and the wage workers receive. The wedge does not 
depend on whether the tax was imposed on the buyers or sellers. But the effects depend on elasticity of supply and 
demand. If, as most labor economists believe the supply of labor is less elastic than the demand for labor. The worker 
(not the firm) bears most of the burden of the payroll tax.
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Business News
The offer to double your money in 90 days seemed 

too good to be true. But once the first people 
to sign up were paid the promised return on 

their investment, more and more punters queued 
up in Boston to put their money into the “Securities 
Exchange Company.” Charles Ponzi had devised a 
classic fraud: extravagant payouts to the first inves-
tors were easily financed by the growing numbers of 
those who followed. But not indefinitely. Once the 
fraud was uncovered in 1920, Ponzi was sent to jail.

Fifteen years later the American president of the 
day, Franklin Roosevelt, signed the law establishing 
Social Security, the name America gives to its public 
pension system. The first pensioner to benefit was 
Ida May Fuller, a spinster from Vermont, who had 
paid the grand sum of $24.75 in contributions. Her 
first monthly Social Security check in January 1940 
was for almost as much. Miss Fuller lived to be 100 
and received benefits totaling $22,889.

As it happens, the pension scheme that proved 
so beneficial to Miss Fuller relies on much the 
same principle as the Ponzi scam. America’s Social 
Security scheme is the pay-as-you-go [PAYG] sort in 
which today’s workers pay for today’s pensioners. 
The first few generations of pensioners received 
much more in benefits than they had paid in con-
tributions. These windfall gains arguably continued 
until quite recently because the PAYG system was 
extended to cover more and more workers, and 
contribution rates kept going up.

Paul Samuelson, a Nobel-prize-winning econo-
mist, pinpointed the Ponzi characteristics of pay-
as-you-go pensions back in 1967. “The beauty of 
social insurance is that it is actuarially unsound. 
Everyone who reaches retirement age is given 
benefit privileges that far exceed anything he has 
paid in. . . . Always there are more youths than old 
folks in a growing population. More important, with 
real incomes growing at some 3% a year, the tax-
able base upon which benefits rest in any period 
are much greater than the taxes paid historically by 
the generation now retired. . . . A growing nation is 
the greatest Ponzi game ever contrived.”

in the news Social Security: A Ponzi Scheme?

After the second world war, politicians in most 
developed countries joined in the game with gusto. 
In the 1960s and 1970s, they made state PAYG pen-
sions even more unsound by introducing big hikes 
in benefits. To this day, PAYG schemes remain the 
main form of pension provision the world over. 
They are especially important in the EU, where they 
account for nearly 90% of total pension income. 
Even in Britain, where the PAYG scheme is much 
less generous than in most of continental Europe, it 
accounts for 60% of total pension income.

Yet all the while the foundations of PAYG 
schemes were being undermined. As Mr. Samuelson 
had pointed out, the underlying return from this kind 
of pension comes from the growth in the workforce 
and its real earnings. But in the 1970s, the post-war 
baby boom gave way to a baby bust that put an end 
to the indefinite prospect of “more youths than old 
folks.” Besides, those “old folks” were living longer 
because of an unprecedented rise in life expectancy 
at older ages. At the same time the postwar surge 
in productivity and hence real wages gave way to 
much more pedestrian growth rates.

What has saved PAYG schemes so far is that 
demographic developments take a long time to work 
their way through the system. The schemes are still 
benefiting from the large number of post-war baby 
boomers in the working-age population, most of whom 
won’t reach retirement for another decade or so.

(continued)
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Business News
Today’s problems arise largely from overgener-

ous increases in pension benefits that have already 
pushed contribution rates to the limit.

The worst is yet to come. Over the next 30 years, 
western populations will age at a record rate. The 
ratio of the over-65s to those aged 20–64 will double. 
Japan’s working-age population, already declining, 
will shrink drastically. Something will have to give. 
Either benefits must halve in relation to average 
incomes; or contribution rates—already oppressively 
high in many countries—must double; or the retire-
ment age must go up.

If governments were to leave matters as they 
are, they would eventually have to borrow to bridge 
the gap between future pension outlays and tax 
revenue. . . .

SOURCE: From “Snares and Delusions”, ‘The Economist’, February 14, 2002 ©. The 

Economist Newspaper Limited, London 2002. Reprinted with permission.

in the news Social Security: A Ponzi Scheme? (cont.)
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The Social Security Trust Fund is slowly going broke, 
and if it is not fixed, it is predicted to go belly up by 2037 
(and some say serious problems could occur as soon as 
2016). At that point, retirees would only get 75 percent 
of their promised benefits. The problem is that many baby 
boomers will begin to retire in the next several years, and 
simply not enough workers are contributing part of their 
incomes to pay for these new retirees. Currently, the system 
has 3.3 workers for each Social Security beneficiary. By 
2031, that ratio changes to only an estimated 2.2 workers 
for each beneficiary. In addition, demographers’ forecasts of 
declining birth rates and longer life expectancies only make 
matters worse.

In 1940, the life expectancy of a 65-year-old was 
12.5 years; today it is 17.5 years. According to the Social 
Security Administration, in 30 years, the number of 
older Americans will be nearly twice what it is today—an 
increase from 36 million to almost 74 million in 2034. 
Another serious problem stems from indexing initial 
benefits to wages rather than prices. Wages rise almost 
1 percent per year faster than prices. According to Greg 
Mankiw, former chair of the Council of Economic Advisers, 
“A person, with average wages, retiring at age 65 this 
year gets an annual benefit of about $14,000, but a similar 
person retiring in 2050 is scheduled to get over $20,000 
in today’s dollars. In other words, even after adjusting for 
inflation, a typical person’s benefits are scheduled to rise 
by over 40 percent.”

 consider this:
Rumor has it that most young people believe that there is a 
greater chance that they will see an unidentified flying object 
(UFO) in their lifetime than a Social Security payment.

We are often told that Social Security is a retirement 
program. However, it is really a tax plan that transfers money 
from workers to the elderly. Social Security is a pay-as-you-
go system—payments to current retirees are derived from 
payroll taxes imposed on current workers.



C
orporate income taxes are generally popular 
among voters because they think the tax 
comes from the corporation. Of course, it 

does write the check to the IRS, but that does not 
mean that the corporation (and its stockholders) bears 
the burden of the tax. Some of the tax burden (perhaps 

a great deal) is passed on to consumers in the form 
of higher prices. It will also impact investors’ rates of 
return. Less investment leads to less capital for work-
ers which lowers workers’ productivity and wages. The 
key here is to be careful to distinguish between who 
pays the tax and who incurs the burden of the tax.

THE BURDEN OF THE CORPORATE INCOME TAX

argue that the government could collect the same 
amount of tax revenues, but the tax would be much 
more efficient, as many productive resources would be 
released from looking for tax loopholes to doing some-
thing productive from society’s standpoint.

Of course, some versions of the flat tax will hurt 
certain groups. Not surprisingly, realtors and home-
owners, who like the mortgage interest deductions, 
and tax accountants, who make billions every year 
preparing tax returns, will not be supportive of a flat 
tax with no deductions. And, of course, many legiti-
mate questions would inevitably arise, such as: What 
would happen to the size of charitable contributions if 
the charitable contribution deduction was eliminated? 
And how much will the housing sector be hurt if the 
mortgage interest deduction was eliminated or phased 
out? After all, the government’s intent of the tax break 
was to increase home ownership. And the deductions 
for hybrid cars are intended to get driv-
ers into cleaner, more fuel-efficient cars. 
These deductions could be gone in most 
flat tax proposals. In addition, the crit-
ics of the flat tax believe that the tax is 
not progressive enough to eliminate the 
inequities in income and are skeptical 
of the tax-revenue–raising capabilities 
of a flat tax.

Taxes: Efficiency 
and Equity

In the last few chapters, we talked about efficiency—
getting the most out of our scarce resources. However, 

taxes for the most part are not efficient (except for 
internalizing externalities and providing public goods) 
because they change incentives and distort the values 

that buyers and sellers place on goods and services. 
That is, decisions made by buyers and sellers are dif-
ferent from what they would be without the tax. Taxes 
can be inefficient because they may lead to less work, 
less saving, less investment, and lower output.

Economists spend a lot of time on issues of effi-
ciency, but policymakers (and economists) are also 
concerned about other goals, such as fairness. Income 
redistribution through taxation may also lead to greater 
productivity for low-income workers through improve-
ments in health and education. Even though what is fair 
to one person may not be fair to another, most people 
would agree that we should have a fair tax system based 
on either ability to pay or benefits received.

Ability to Pay Principle and Vertical Equity The 
ability to pay principle is simply that those with the 
greatest ability to pay taxes (richer people) should pay 

more than those with the least ability to 
pay taxes (poorer people). This concept 
is known as vertical equity—people 
with different levels of income should 
be treated differently. The federal 
income tax is a good example of the 
ability to pay principle because the rich 
pay a larger percentage of their income 
in taxes. That is, high-income indi-
viduals will pay a higher percentage of 
their income in taxes than low-income 
individuals. The richest 20 percent of 

households in the United States make slightly more 
than 60 percent of the income but pay roughly 85 per-
cent of the federal income tax; the poorest 40 percent 
actually have a negative tax (many in the group receive 
tax credits). When you add payroll taxes (Social 
Security) and Medicare, the tax system becomes less 
progressive than the federal income tax: 40 percent of 
the low-income taxpayers pay about 3 percent and the 

ability to pay principle 
belief that those with the 
greatest ability to pay taxes 
should pay more than those 
with less ability to pay

vertical equity 
different treatment based 
on level of income and the 
ability to pay principle
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top 20 percent of income earners pay slightly less than 
70 percent. Sales taxes are not a good example of the 
ability to pay principle, because low-income individuals 
pay a larger percentage of their income in such taxes.

Benefits Received Principle
The benefits received principle means that the individu-
als receiving the benefits are those who pay for them. 
Take the gasoline tax: the more miles one drives on the 
highway, the more gasoline used and the more taxes 
collected. The tax revenues are then used to maintain 
the highways. Or those who benefit from a new airport 
or an opera house should be the ones who pay for such 
public spending. Although this principle may work for 
some private goods, it does not work well for public 
goods such as national defense and the judicial system. 
Because we collectively consume national defense, it is 
not possible to find out who benefits and by exactly 
how much.

Administration Burden of Taxation
The administration burden of the income tax also leads 
to another deadweight loss. Imagine if everyone filled 
out a one-page tax form that took no more than 5 min-
utes. Instead the opportunity cost of the hours of time 
and services used in tax preparation is in the billions 
of dollars. The government also spends a great deal 
to enforce these taxes. A simplified tax system would 
reduce the deadweight loss.

Social Policy of Taxes
Taxes and subsidies can be efficiency enhancing when 
used to correct for externalities. For example, the 
 government may view it as good social policy to sub-
sidize cleaner, more efficient hybrid vehicles. Or they 
may want to put a high tax on cigarettes in an attempt 
to reduce teen smoking. In other words, taxes on 
alcohol and cigarettes may be used to discourage these 
activities—sometimes we call these “sin taxes.”
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Some economists believe the 
current system of taxation cre-
ates a disincentive to save. 

They would replace the income tax 
with a consumption tax: that is, tax 
the amount that is spent rather than what is earned. 
Under a consumption tax, saved income is not taxed. 
Europeans tax consumption more than the United 
States. Former chair of the Federal Reserve, Alan 
Greenspan, encouraged policymakers to look at con-
sumption taxes rather than income taxes because of 
its positive impact on saving and capital formation.

The theory behind a consumption tax is that 
people are taxed based on what they take out of the 
economy, not on what they put in. The reason: When 
they save and invest, those dollars add to the capital 
stock and raise workers’ productivity. A consump-
tion tax, such as a sales tax, provides more incentive 
to save and invest than does an income tax. Saving 
provides the funds that business uses to engage 
in investment, which in turn leads to more capital 
stock, greater output and productivity, and higher 
real wages.

According to UC Berkeley economist, Alan 
Auerbach, a consumption tax could raise the same 

amount of revenue as the current tax 
system and increase GDP by 9 percent 
in the long run, as production increas-
es with increased saving and capital 
formation.

SOURCE: Alan Auerbach, “A Consumption Tax,” Wall Street Journal, August 25, 2005.

A CONSUMPTION TAX?

consumption tax 
tax collected based on a 
taxpayer’s spending

 consider this:
Although many economists believe that a consumption 
tax is a good idea, the transition from an income tax to a 
consumption tax would be challenging. Others argue that 
low-income individuals save a small percentage of their 
income and spend a large fraction of their income, so they 
would benefit little from a consumption tax. Moving from 
an income tax to a consumption tax would also shift tax 
burdens to older generations that would have to pay a con-
sumption tax on spending with income on which they had 
already paid income taxes. In addition, individual retirement 
accounts (IRAs) are already similar to a consumption tax. 
With IRA accounts, taxpayers can put a limited amount of 
their savings away and not have it taxed until retirement.



When the market fails, as in the case of an exter-
nality or public good, it may be necessary for 

the government to intervene and make public choices. 
However, it is possible for government actions in 
response to externalities to make matters worse. That 
is, just because markets have failed to generate efficient 
results does not necessarily mean that government can 
do a better job—see Exhibit 1. One explanation for this 
outcome is presented by public choice theory.

What Is Public Choice Theory?

Public choice theory is the application of economic 
principles to politics. Public choice economists 

believe that government actions are an outgrowth of 
individual behavior. Specifically, they assume that the 

behavior of individuals in politics, as in the market-
place, will be influenced by self-interest. Bureaucrats, 
politicians, and voters make choices that they believe 
will yield them expected marginal benefits that will be 
greater than their expected marginal costs. Of course, 
the private sector and the public sector differ when it 
comes to the “rules of the game” that they must follow. 
The self-interest assumption is, however, central to the 
analysis of behavior in both arenas.

Scarcity and the Public Sector

The self-interest assumption is not the only similarity 
between the market and public sectors. For example, 

scarcity is present in the public sector as well as in the pri-
vate sector. Public schools and  public  libraries come at the 

S E C T I O N    C H E C K

1. Over a third of federal spending goes toward pensions and income security programs.

2. A progressive tax takes a greater proportion of the income of higher-income groups than of lower-income 
groups.

3. A regressive tax takes a greater proportion of the income of lower-income groups than of higher-income 
groups.

4. A flat tax charges all income earners the same percentage of their income.

5. The ability to pay principle is the belief that those with the greatest ability to pay taxes should pay more than 
those with less ability.

6. Vertical equity is the concept that people with different levels of income should be treated differently.

7. The benefits received principle means that individuals receiving the benefits are those who pay for them.

8. A consumption tax is a tax collected based on the taxpayer’s spending.

1. Has federal government spending as a fraction of GDP changed much since the 1960s?

2. What finances the majority of federal government spending?

3. What happens to the proportion of income paid as taxes when income rises, for a progressive tax? What is an 
example of such a progressive tax?

4. Why are excise taxes on items such as alcohol, tobacco, and gasoline considered regressive taxes?

5. How could a flat tax also be a progressive tax?

6. Why is the federal income tax an example of the ability to pay principle?

7. How is a gas tax an example of the benefits received principle?

n What is public choice theory?

n What is the median voter model?

n What is rational ignorance?

n Why do special interest groups arise?

Public Choice
S E C T I O N

9.3
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expense of something else. Competition is also present in 
the public sector, as different government agencies com-
pete for government funds and lobbyists compete with 
each other to get favored legislation through Congress.

The Individual 
Consumption-Payment Link

In private markets, when a shopper goes to the super-
market to purchase groceries, the shopping cart is 

filled with many different goods that the consumer 
presumably wants and is willing to pay for; the shop-
ping cart reflects the individual consumption-payment
link. The link breaks down when an assortment of polit-
ical goods is decided on by majority rule. These political 
goods might include such items as additional national 
defense, additional money for the space program, new 
museums, new public schools, increased foreign aid, 
and so on. Even though an individual may be willing to 
pay for some of these goods, it is unlikely that she will 
want to consume or pay for everything placed in the 
political shopping cart. However, if the majority decides 
that these political goods are important, the individual 
will have to purchase the goods through higher taxes, 
whether she values the goods or not.

Majority Rule 
and the Median Voters

In a two-party system, the candidate with the most 
votes wins the election. Because voters are likely 

to vote for the candidate who holds views similar to 
theirs, candidates must pay close attention to the pref-
erences of the majority of voters.

For example, in Exhibit 2, we assume a normal dis-
tribution, with a continuum of voter preferences from 
the liberal left to the conservative right. We can see 
from the figure that only a few are extremely liberal or 
extremely conservative. A successful campaign would 
have to address the concerns of the median voters 
(those in the middle of the distribution in Exhibit 2), 
resulting in moderate policies. For example, if one 
candidate ran a fairly conservative campaign, attract-
ing voters at and to the right of V1, an opponent could 
win by a landslide by taking a fairly conservative posi-
tion just to the left of this candidate. Alternatively, if 
the candidate takes a liberal position, say V2, then the 

The Median Voter
section 9.3
exhibit 2

V2 VM
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Political Positions

ConservativeV1Liberal

The median voter model predicts a strong tendency for 
both candidates to pick a position in the middle of the 
distribution, such as VM, and that the election will be 
close.

Do People in Government Waste Tax Money? 1970–2004 
(percent of population agreeing)

section 9.3
exhibit 1

**No data available for 1986 and 2006.

SOURCE: The American National Election Studies, 2009, http://www.electionstudies.org.

’70 ’72 ’74 ’76 ’78 ’80 ’82 ’84 ’86 ’88 ’90 ’92 ’94 ’96 ’98 ’00 ’02 ’04

A Lot 69 66 74 74 77 78 66 65 ** 63 67 67 70 59 61 59 48 61

Some 26 30 22 20 19 18 29 29 ** 33 30 30 27 39 34 38 49 37

Not Very Much 4 2 1 3 2 2 2 4 ** 2 2 2 2 1 4 3 3 2

Don’t Know 1 2 2 3 2 2 3 2 ** 2 1 1 1 0 1 1 0 1
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opponent can win by campaigning just to the right of 
that position. In this case, it is easy to see that the can-
didate who takes the median position, VM, is least likely 
to be defeated. Of course, the distribution does not 
have to be normal or symmetrical; it could be skewed 
to the right or left. Regardless of the distribution, 
however, the successful candidate will still seek out the 
median voters. In fact, the median voter model predicts 
a strong tendency for both candidates to choose a posi-
tion in the middle of distribution, and therefore the 
election will be close.

Of course, this model does not mean 
that all politicians will find or even 
attempt to find the median. Politicians, 
for example, may take different posi-
tions because they have arrived at dif-
ferent predictions of voter preferences or 
have merely misread public sentiment; 
or they may think they have the cha-
risma to change voter preferences.

Voters and Rational Ignorance

Representative democracy provides a successful 
mechanism for making social choices in many 

countries. But some important differences are evident 
in the way democracy is ideally supposed to work and 
how it actually works.

One of the keys to an efficiently working democ-
racy is a concerned and informed electorate. Everyone 
is supposed to take time to study the issues and 
c andidates and then carefully weigh the relevant 

information before deciding how to vote. Although an 
informed citizenry is desirable from a social point of 
view, it is not clear that individuals will find it person-
ally desirable to become politically informed.

Obtaining detailed information about issues and 
candidates is costly. Many issues are complicated, and 
a great deal of technical knowledge and information is 
necessary to make an informed judgment on them. To 
find out what candidates are really going to do requires 
a lot more than listening to their campaign slogans. 
It requires studying their past voting records, reading 
a great deal that has been written either by or about 
them, and asking them questions at public meetings. 
Taking the time and trouble to do these things—and 
more—is the cost that each eligible voter has to pay 
personally for the benefits of being politically informed. 
These costs may help to explain why the majority of 
Americans cannot identify their congressional repre-
sentatives and are unlikely to be acquainted with their 
representatives’ views on Social Security, health care, 
tariffs, and agricultural policies.

For many people the costs of becoming politically 
informed are high, whereas the benefits are low. As a 
result, they limit their quest for political information 
to listening to the radio on the way to work, talking 
with friends, casual reading, and other things they 
would normally do anyway. Even though most peo-
ple in society might be better off if everyone became 
more informed, it isn’t worth the cost for most 
individuals to make the requisite effort to become 
informed themselves. Public choice economists refer 
to this lack of incentive to become informed as ratio-

nal ignorance. People will generally 
make much more informed decisions 
as buyers than as voters. For example, 
you are likely to gather more informa-
tion when making a decision on a car 
purchase than when you are deciding 
between candidates in an upcoming 
election. An uninformed decision on 
a car purchase will most likely affect 
your life much more than an unin-

formed decision on a candidate, especially when 
your vote will most likely not alter the outcome of 
the  election.

The fact that one vote, especially in a state or 
national election, is highly unlikely to affect the out-
come of the election may explain why some citizens 
choose not to vote. Many factors may determine the 
net benefits for voting, including candidates and issues 
on the ballot, weather, and distance to the polling 
booths. For example, we would certainly expect fewer 
voters to turn out at the polls on the day of a blizzard; 
the blizzard would change the net benefits. We would 

Is this person selecting the items she wants? Do 
taxpayers always want what they have to pay for?
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median voter model 
a model that predicts 
candidates will choose a 
position in the middle of the 

distribution

rational ignorance lack of 
incentive to be informed 
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S E C T I O N    C H E C K

1. Public choice theory holds that the behavior of individuals in politics, as in the marketplace, is influenced by 
self-interest.

2. The median voter model predicts that a candidate will choose a position in the middle of the distribution.

3. Rational ignorance is the condition in which voters tend to be relatively uninformed about political issues 
because of the high information costs and low benefits of being politically informed.

4. A special interest group is a political pressure group formed by individuals with a common political objective.

5. Special interest groups are more likely to have an impact on the outcome of a social decision than their 
members would if they voted individually.

1. What principles does the public choice analysis of government behavior share with the economic analysis of 
market behavior?

2. Why is the tendency strong for candidates to choose positions in the middle of the distribution of voter 
preferences?

3. Why is it rational to be relatively less informed about most political choices than about your own market 
choices?

4. Why can’t the majority of citizens effectively counter the political power of special interest groups?

also expect more voters at the polls if the election were 
predicted to be a close one, with emotions running 
higher and voter perception that their individual vote 
is more significant.

If the cost of being an informed voter is high and 
the benefits low, why do people vote? Many people 
vote for reasons other than to affect the outcome of 
the election. They vote because they believe in the 
democratic process and because of civic pride. In other 
words, they perceive that the benefits they derive from 
being involved in the political process 
outweigh the costs.

Furthermore, rational ignorance 
does not imply that people should not 
vote; it is merely one explanation for 
why some people do not vote. The 
point that public choice economists are 
making is that some people will vote 
only if they think that their vote will 
make a difference; otherwise, they will not vote.

Special Interest Groups

Even though many voters may be uninformed 
about specific issues, others may feel a strong 

need to be politically informed. Such individuals may 
be motivated to organize a special interest group.

These groups may have intense feelings about and a 
degree of interest in particular issues that is at vari-
ance with the general public. However, as a group 
these individuals are more likely to influence decision 
makers and have a far greater impact on the outcome 
of a political decision than they would with their 
individual votes.

If a special interest group is successful in getting 
everyone else to pay for a project that benefits them, 
the cost will be spread over so large a number of tax-

payers that the amount any one person 
will have to pay is negligible. Hence, the 
motivation for an individual citizen to 
spend the necessary time and effort to 
resist an interest group is minimal, even 
if she had a guarantee that this resis-
tance would be effective.

For example, many taxpayers and 
consumers are unaware of the federal 

subsidy to sugar growers. The subsidy is estimated to 
cost consumers more than $1 billion a year, which is 
less than $5 per person. However, the gain from the 
subsidy is estimated to be over $100,000 per sugar 
grower. At that price, few customers are going to 
invest the time and money to fight this issue. However, 
the effort to keep the subsidy is surely enough to get 
sugar growers to make trips to Washington, D.C., and 
help in political campaigns.

special interest groups 
groups with an intense 
interest in particular voting 
issues that may be different 
from that of the general 
public

248 PART 3  Market Efficiency, Market Failure, and the Public System



Fill in the blanks:

 1. _____________ are the rules of our economic game.

 2. Government redistributes income in three ways: 
___________, ___________, and ____________.

 3. The market mechanism does not always assure fulfill-
ment of some macroeconomic goals: ____________, 
_____________, and _____________.

 4. Governments obtain revenue through two major ave-
nues: _____________ and _____________.

 5. The government share of GDP changed ____________ 
between 1970 and 2000, but its composition has 
changed _____________.

 6. From 1968 to 2005, national defense spending as a 
fraction of GDP _____________.

 7. By the mid-1970s, for the first time in history, roughly 
half of government spending in the United States was 
for _____________.

 8. Income transfer payments _____________ in the 1980s 
and 1990s.

 9. _____________ and _____________ account for roughly 
half of state and local government expenditures.

 10. At the federal level, _____________ half of taxes are 
from personal income taxes and corporate income 
taxes.

 11. The United State relies _____________ heavily on 
income-based taxes than most other developed countries 
in the world.

 12. If a higher-income person paid the same taxes as a 
lower-income person, that tax would be considered 
_____________.

 13. Excise taxes are considered regressive because lower-
income people spend a _____________ fraction of their 
incomes on such taxes than do higher-income people.

 14. Sales taxes account for _____________ state and local 
tax revenue than property taxes.

 15. Most people agree that the tax system should be based 
on either _____________ or _____________.

 16. When people with different levels of income are treated 
differently, it is called _____________ equity.

 17. Federal income tax is a good example of the 
___________ principle.

 18. The ___________ principle means that the individuals 
receiving the benefits are those who pay for them.

 19. The _________________ burden of a tax leads to a 
deadweight loss.

 20. With a _______________ tax, individuals are taxed on 
what they take out of the economy, not on what they 
put in.

 21. Public choice theory is the application of ___________ 
principles to politics.

 22. Public choice economists believe that the behavior of 
individuals in politics, as in the marketplace, will be 
influenced by _______________.

 23. The amount of information that is necessary to make an 
efficient decision is much _______________ in political 
markets than in private markets.

 24. In private markets, an individual ___________ link indi-
cates that the goods consumers get reflect what they are 
willing to pay for.

 25. Even though actors in both the private and public sectors 
are _______________, the _______________ are different.

In te rac t i ve  Chapter  Summary

249Chapter 9  Public Sector and Public Choice



 26. A successful political campaign would have to address 
the concerns of the _____________ voters.

 27. ____________ implies that most private-sector buyers will 
tend to be more informed than voters on a given issue.

 28. If voters were _______________ informed, special-
 interest groups would have less influence on political 
results, other things being equal.

 29. Compared to private-sector decisions, acquiring 
information to make public-sector decisions will 
tend to have ___________ benefits and ___________ 
costs.

 30. _______________ positions tend to win in elections 
decided by majority votes.

Answers: 1. Property rights 2. taxes; subsidies; transfer payments 3. full employment; stable prices; economic growth 4. taxation; borrowing 
5. little; considerably 6. fell 7. social concerns 8. increased 9. Education; public welfare 10. more than 11. more 12. regressive 13. larger 
14. more 15. ability to pay; benefits received 16. vertical 17. ability to pay 18. benefits received 19. administrative 20. consumption 
21. economic 22. self-interest 23. greater 24. consumption-payment 25. self-interested; “rules of the game” 26. median 27. Rational igno-
rance 28. more 29. smaller; larger 30. Middle-of-the-road

Key Terms and Concepts

private property rights 234
progressive tax 239
regressive tax 239
excise tax 239

flat tax 240
ability to pay principle 243
vertical equity 243
consumption tax 244

median voter model 247
rational ignorance 247
special interest groups 248
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Sect ion Check Answers

9.1 Other Functions of Government
 1. Why do owners with clear property rights have 

incentives to use their property efficiently?
Private property rights mean that owners will capture 
the benefits and bear the costs of their choices with 
regard to their property, making it in their self-inter-
est to use it efficiently, in ways for which the benefits 
are expected to exceed the costs.

 2. How does the government use taxes, subsidies, 
and transfer payments to redistribute income 
toward lower-income groups?
Taxes, particularly progressive ones such as the 
 individual income tax, are borne more heavily 
by higher-income citizens than lower-income 
citizens, while most subsidy and transfer payment 
programs are primarily focused on lower-income 
citizens.

 3. Why would the government want to prevent 
market conditions of insufficient competition?
When there is insufficient or restricted competition, 
outputs are lower and prices paid by consumers are 
higher than they would be with more effective compe-
tition. By encouraging competition and discouraging 
monopoly, then, consumers can benefit.

9.2 Government Spending 
and Taxation
 1. Has federal government spending as a fraction 

of GDP changed much since the 1960s?
Overall federall government spending as a fraction of 
GDP has not changed much since the 1960s. However, 
the composition of federal government spending has 
changed, with substantial decreases in national defense 
spending and substantial increases in income security 
spending, such as for Social Security and Medicare.

 2. What finances the majority of federal govern-
ment spending?
The majority of federal government spending is 
financed by taxes on personal and corporate incomes, 
although payroll taxes have risen substantially in recent 
years.

 3. What happens to the proportion of income paid as 
taxes when income rises, for a progressive tax? 
What is an example of such a progressive tax?
A progressive tax is one that takes an increasing pro-
portion of income as income rises. The personal income 
tax is an example because higher-income earners pay a 
larger proportion of their incomes than lower-income 
earners.
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 4. Why are excise taxes on items such as alcohol, 
tobacco, and gasoline considered regressive 
taxes?
Lower-income people pay a larger fraction of their 
incomes for such items, so that they pay a larger frac-
tion of their incomes for taxes on those items, even 
though all users pay the same tax rate on them.

 5. How could a flat tax also be a progressive tax?
With a standard allowance or deduction amount, a 
proportional tax on taxable income would represent a 
larger fraction of total income for a high-income earner 
than for a low-income earner.

 6. Why is the federal income tax an example of the 
ability to pay principle?
Higher-income people, with a greater ability to pay, 
pay a larger fraction of their income in taxes.

 7. How is a gas tax an example of the benefits 
received principle?
Those who drive more benefit more from the highway 
system, but they also pay more in total gasoline taxes.

9.3 Public Choice
 1. What principles does the public choice analysis 

of government behavior share with the econom-
ic analysis of market behavior?
Public choice analysis of government behavior is based 
on the principle that the behavior of individuals in poli-
tics, just like that in the marketplace, is influenced by 

self-interest. That is, it applies basic economic theory to 
politics, looking for differences in incentives to explain 
people’s behavior.

 2. Why is the tendency strong for candidates to 
choose positions in the middle of the distribu-
tion of voter preferences?
This is what we would predict from the median voter 
model, because the candidate closer to the median is 
likely to attract a majority of the votes.

 3. Why is it rational to be relatively less informed 
about most political choices than about your 
own market choices?
It is rational to be relatively less informed about most 
political choices because the costs of becoming more 
informed about political issues tend to be higher and 
the benefits of becoming more informed about politi-
cal choices tend to be lower than for your own market 
choices.

 4. Why can’t the majority of citizens effectively 
counter the political power of special interest 
groups?
The majority of citizens can’t effectively counter the 
political power of special interest groups because even 
if a special interest group is successful in getting every-
one else to pay for a project that benefits that group, 
the cost to each citizen will be small. In fact, this cost is 
very likely to be far smaller than the cost to a member 
of the majority of becoming sufficiently informed and 
active to successfully oppose it.
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True or False:

 1. Government spending as a percentage of GDP has changed little since 1970, but the composition of government spending 
has changed considerably.

 2. The composition of state and local spending is different from that of federal spending.

 3. A large majority of government activity is financed by borrowing.

 4. Neither the composition of U.S. federal government spending nor its share of GDP has changed much since 1970.

 5. Taxpayers in other parts of the developed world have heavier tax burdens than those in the United States.

 6. Taxes on gasoline, liquor, and tobacco products provide a substantial portion of federal tax revenues.

 7. The share of federal taxes going to Social Security and Medicare has risen significantly in recent years.

 8. Most other countries rely less heavily on income-based taxes than the United States.

 9. If a higher-income person pays more in total taxes than a lower-income person, those taxes would be considered 
progressive.

 10. Excise taxes, such as those on alcohol, tobacco, and gasoline, tend to be the most regressive taxes.

 11. Excise taxes can lead to economic inefficiency.

 12. A larger share of state and local government revenues are from the federal government in grants than from state and local 
personal and corporate income taxes.

 13. For the most part taxes are inefficient because they change incentives and alter the true value buyers and sellers place on 
goods and services.

 14. Most taxes provide incentives for individuals to work hard, save, and invest.

 15. The ability to pay principle states that those with the least ability to pay taxes should pay more than those with the 
greatest ability to pay taxes.

 16. The gasoline tax is a good example of the benefits received principle.

 17. In public choice analysis, bureaucrats, politicians, and voters are assumed to make choices that they believe will yield to 
the public expected marginal benefits greater than their expected marginal costs.

 18. Scarcity and competition are present in the public sector as well as in the private sector.

 19. The individual consumption-payment link breaks down when goods are decided on by majority rule.

 20. The median voter result implies that when those with extreme political views become more extreme, it will have a large 
effect on the majority voting outcome.

 21. The majority of Americans cannot identify their congressional representatives.

 22. The benefits of casting a well-informed vote are generally far greater than the cost of doing so for most voters.

 23. An election that is expected to be close would tend to increase voter turnout.

Multiple Choice:

 1. Which of the following are important roles of the government?
 a. protecting property rights
 b. providing a legal system
 c. intervention when insufficient competition occurs in the marketplace
 d. promoting stability and economic growth
 e. all of the above
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 2. Social Security and Medicare are financed by
 a. personal income taxes.
 b. payroll taxes.
 c. excise taxes.
 d. corporation income taxes.
 e. none of the above taxes.

 3. Who must legally pay Social Security and Medicare taxes?
 a. employers
 b. employees
 c. both employers and employees
 d. neither employers nor employees

 4. Expenditures on _______________ comprise the largest component of state and local government budgets.
 a. education
 b. public safety
 c. public infrastructure (such as roads and water works)
 d. public welfare (such as food stamps and income supplemental programs)

 5. _______________ taxes are designed to take a larger percentage of high incomes as compared to lower incomes.
 a. Progressive
 b. Regressive
 c. Proportional
 d. Negative

 6. An example of a proportional tax would be
 a. a state sales tax.
 b. a local property tax.
 c. a flat rate income tax.
 d. the current U.S. income tax.

 7. The largest single source of revenue for the federal government is the
 a. corporate income tax.
 b. federal excise tax.
 c. personal income tax.
 d. Social Security tax.

 8. Which is the largest single component of federal expenditures?
 a. interest on the national debt
 b. defense spending
 c. Social Security
 d. foreign aid

 9. The U.S. federal income tax is an example of a
 a. progressive tax.
 b. proportional tax.
 c. regressive tax.
 d. value-added tax.

 10. The gasoline tax is an example of
 a. progressive taxation.
 b. neutral taxation.
 c. proportional taxation.
 d. regressive taxation.

 11. The ability to pay principle states:
 a. Those with the greatest ability to pay taxes should pay more.
 b. Those with the least ability to pay taxes should pay more.
 c. Individuals receiving the benefits should pay for them.
 d. All of the above are true.
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 12. The amount of information that is necessary to make an efficient choice is generally _________ in the public sector than in 
the private sector.

 a. less
 b. more
 c. the same
 d. None of the above is true.

 13. Voters will tend to be _________ informed about their political choices than their private market choices, other things 
being equal.

 a. more
 b. equally
 c. less
 d. Any of the above are equally likely to be true.

 14. The median voter result implies that
 a. elections will often be very close.
 b. elections will usually be landslides for the same party year after year.
 c. elections will usually be landslides, with victories alternating between parties each year.
 d. when the preferences of most voters change substantially, winning political positions will also tend to change.
 e. both a and d are true.

 15. For a voter to become more informed on a political issue is likely to have _________ benefits and _________ costs than 
for similar market decisions, other things being equal.

 a. smaller; larger
 b. smaller; smaller
 c. larger; larger
 d. larger; smaller

 16. Which of the following would tend to raise voter turnout?
 a. a blizzard or heavy rainstorm on election day
 b. an election that is expected to be a landslide
 c. the longer the wait is expected to be at the voting locations
 d. a feeling that the candidates are basically running on the same platforms
 e. None of the above would tend to raise voter turnout.

 17. If there are far fewer sugar growers than sugar consumers,
 a. the growers are likely to be more informed and influential on policy than voters.
 b. the consumers are likely to be more informed and influential on policy than voters.
 c. individual sugar growers are likely to have more at stake than individual sugar consumers.
 d. individual sugar consumers are likely to have more at stake than individual sugar growers.
 e. a is likely to be true because c is likely to be true.

Problems:

 1. Why does favoring market mechanisms over command and control mechanisms not mean that a person wants no govern-
ment whatsoever?

 2. Why would means-tested transfer payments (such as food stamps, in which benefits are reduced as income rises) act like 
an income tax facing recipents?

 3. Why are income taxes more progressive than excise taxes such as those on alcohol, tobacco, and gasoline?

 4. Why is the Social Security payroll tax considered regressive?

 5. Could the burdens of a regulation be either progressive or regressive, like the effects of a tax?

 6. Is a gas tax better described as reflecting the ability to pay principle or the benefits received principle? What about the 
federal income tax?
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 7. Why would the benefits received principle be difficult to apply to national defense and the provision of the justice system?

 8. Illustrate the median voter model graphically and explain it.

 9. Why would a candidate offering “a choice, not an echo,” run a risk of losing in a landslide?

 10. Why might the party favorites at a political convention sometimes be harder to elect than more moderate candidates?

 11. How can you be forced to pay for something you do not want to “buy” in the political sector? Is this sometimes good?

 12. Why does the creation of a government program create a special interest group, which makes it difficult to reduce or 
eliminate it in the future?

 13. Why are college students better informed about their own teachers’ and schools’ policies than about national education 
issues?

 14. Why do you think news reporters are more informed than average citizens about public policy issues?
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Introduction to 
Macroeconomics: 
Unemployment, Inflation, 
and Economic Fluctuations

Now we focus our attention on macroeconomics and, in particular, 
on two key concepts that are at the heart of macroeconomics and 
economic policymaking—unemployment and inflation. 
To those who have just lost a job, unemployment 
ranks high on the stress meter. To an elderly 
person who is living on a fixed income, inflation 
and the loss of purchasing power may be just as 
threatening.

In this chapter, we see how economists define 
unemployment and inflation and consider the prob-
lems associated with each. In the last section of the 
chapter, we examine the short-run fluctuations in 
the economy—the so-called business cycle. ■

10.1 Macroeconomic Goals

10.2 Employment and Unemployment

10.3 Types of Unemployment

10.4 Reasons for Unemployment

10.5 Inflation

10.6 Economic Fluctuations
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n What are the most important macro-
economic goals in the United States?

n How has the United States shown its 
commitment to these goals?

Macroeconomic Goals

Three Major 
Macroeconomic Goals

Recall from Chapter 1 that macroeconomics is 
the study of the whole economy—the study of 

the forest, not the trees. Nearly every society has 
been interested in three major macroeconomic goals: 
(1) maintaining employment of human resources at 
relatively high levels, meaning that jobs are relatively 
plentiful and financial suffering from lack of work 
and income is relatively uncommon; (2) maintaining 
prices at a relatively stable level so that consumers 
and producers can make better deci-
sions; and (3) achieving a high rate of 
economic growth, meaning a growth 
in output per person over time. We use 
the term real gross domestic product 

(RGDP) to measure output or produc-
tion. The term real is used to indicate 
that the output is adjusted for the 
general increase in prices over time. 
Technically, gross domestic product 
(GDP) is defined as the total value of 
all final goods and services produced 
in a given period of time, such as 
a year or a quarter. Accomplishing 

smooth, rapid economic growth in an environment 
of stable prices and low unemployment is no easy 
task. Sometimes the cure for one problem comes at 
the expense of another. In the coming chapters we 
will discuss the causes and possible remedies for high 
inflation, high unemployment and sluggish economic 
growth.

Acknowledging Our Goals: 
The Employment Act of 1946

Many economic problems—particularly 
those involving unemployment, price 

instability, and economic stagnation—are
pressing concerns for the U.S. govern-
ment. The Employment Act of 1946 
and the Full Employment and Balanced 
Growth Act of 1978 (the Humphrey–
HawkinsAct) commit the U.S. govern-
ment to pursuing unemployment policies 
that are also consistent with price stabil-
ity. This legislation was the first formal
acknowledgment of these primary macro-
economic goals.

real gross domestic 
product (RGDP) 
the total value of all final 
goods and services produced 
in a given period, such as a 
year or a quarter, adjusted 
for inflation

Employment Act of 1946 
a commitment by the federal 
government to hold itself 
accountable for short-run 
economic fluctuations

S E C T I O N    C H E C K

1. The most important U.S. macroeconomic goals are full employment, price stability, and economic 
growth.

2. The United States showed its commitment to the major macroeconomic goals with the Employment Act of 
1946 and the Full Employment and Balanced Growth Act of 1978 (the Humphrey–Hawkins Act).

1. What are the three major economic goals of most societies?

2. What is the Employment Act of 1946? Why was it significant?
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The Consequences of High 
Unemployment

Unemployment figures are reported by the U.S. 
Department of Labor on a monthly basis. The 

news of lower unemployment usually sends stock 
prices higher; and the news of higher unemployment 
usually sends stock prices lower. Politicians are also 
concerned about the unemployment figures because 
elections often hinge precariously on whether unem-
ployment has been rising or falling.

Nearly everyone agrees that it is unfortunate 
when a person who wants a job can-
not find one. A loss of a job can mean 
financial insecurity and a great deal of 
anxiety. High rates of unemployment 
in a society can increase tensions and 
despair. A family without income from 
work undergoes great suffering; as a 
family’s savings fade, family members 
wonder where they are going to obtain 
the means to survive. Society loses some 
potential output of goods when some 
of its productive resources—human or 

nonhuman—remain idle, and potential consumption is 
reduced. Clearly, then, a loss in efficiency occurs when 
people willing to work and equipment able to produce 
remain idle. That is, other things being equal, relatively 
high rates of unemployment are viewed almost univer-
sally as undesirable.

What Is the  
Unemployment Rate?

When discussing unemployment, economists and 
politicians refer to the unemployment rate. To 

calculate the unemployment rate, you 
must first understand another impor-
tant concept—the labor force. The labor 
force is the number of people over 
the age of 16 who are available for 
employment, as shown in Exhibit 1. 
The civilian labor force figure excludes 
people in the armed services and those 
in prisons or mental hospitals. Other 
people regarded as outside the labor 
force include homemakers, retirees, and 

unemployment rate  
the percentage of the 
population aged 16 and older 
who are willing and able 
to work but are unable to 
obtain a job

labor force  
the number of people 
aged 16 and over who are 
available for employment

n What are the consequences  
of unemployment?

n What is the unemployment rate?

n Does unemployment affect everyone 
equally?

n What causes unemployment?

n How long are people typically  
unemployed?

Employment and Unemployment

The U.S. Labor Force, 2009

Civilians
Employed
(140.04 million)

Unemployed
(14.46 million)

Out of 
Labor Force
(81.37 million)

(235.9 million)

Total Adult Population

(154.5 million)

Labor Force (Employed + Unemployed)

SOURCE: Bureau of Labor Statistics, August 2009.
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full-time students. These groups are excluded from the 
labor force because they are not considered currently 
available for employment.

When we say that the unemployment rate is  
5 percent, we mean that 5 percent of the population 
over the age of 16 who are willing and able to work 
are unable to get jobs. This 5 percent means that 5 out 
of 100 people in the total labor force are unemployed. 
To calculate the unemployment rate, we simply divide 
the number of unemployed by the number in the civil-
ian labor force:

 Unemployment rate 5   
Number of unemployed

   _____________________  
Civilian labor force

  

In August 2009, the number of civilians unemployed 
in the United States was 14.46 million, and the civilian 
labor force totaled 154.5 million. Using these data, we 
can calculate that the unemployment rate in August 
2009 was 9.4 percent:

Unemployment rate 5 14.46 million/154.5 million
5 0.094 3 100 5 9.4 percent

The Worst Case  
of U.S. Unemployment

By far, the worst employment downturn in U.S. 
history occurred during the Great Depression, 

which began in late 1929 and continued until 1941. 
Unemployment rose from only 3.2 percent of the 
labor force in 1929 to more than 20 percent in the 

early 1930s, and double-digit unemployment per-
sisted through 1941. The debilitating impact of hav-
ing millions of productive people out of work led 
Americans (and people in other countries as well) to 
say, “Never again.” Some economists would argue 
that modern macroeconomics, with its emphasis on 
the  determinants of unemployment and its elimination, 
truly began in the 1930s.

Variations in the 
Unemployment Rate

Exhibit 2 shows U.S. unemployment rates over 
the last 49 years. Unemployment since 1960 

ranged from a low of 3.5 percent in 1969 to a high of 
10.8 percent in 1982. The financial crisis of 2008 led 
to unemployment rates of 9.4 percent by mid-2009. 
Unemployment in the worst years is two or more times 
what it is in good years. Before 1960, variations in 
unemployment were more pronounced.

Are Unemployment Statistics 
Accurate Reflections  
of the Labor Market?

In periods of prolonged recession, some individu-
als think that the chances of landing a job are so 

bleak that they quit looking. These people are called 

Unemployment Rates, 1960–2008

SOURCE: Bureau of Labor Statistics, August 2009.
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 discouraged workers. Individuals who have not actively 
sought work for four weeks are not counted as unem-
ployed; instead, they fall out of the labor force. Also, 
people looking for full-time work who grudgingly set-
tle for part-time jobs are counted as “fully” employed, 
even though they are only “partly” employed. At 
least partially balancing these two biases in govern-
ment employment statistics, however, is the number 
of people who are overemployed—that is, working 
overtime or at more than one job. Also, a number of 
jobs in the underground economy (e.g., drug dealing, 
prostitution, gambling, and so on) are not reported. 
In addition, many people may claim they are seeking 
work when, in fact, they may just be going through the 
motions so they can continue to collect unemployment 
compensation or receive other government benefits.

Who Are the Unemployed?

Unemployment usually varies greatly across differ-
ent segments of the population and over time.

Education as a Factor in Unemployment
According to the Bureau of Labor Statistics, the unem-
ployment rate across the sexes and races among  college 
 graduates is significantly lower than for those who do 
not complete high school. In July 2009, the unemploy-
ment rate for individuals without high school diplomas 
was 15.4 percent, compared with 4.7 percent for those 
with bachelor’s degrees and higher. Further, college 
graduates have lower unemployment rates than peo-
ple who have some college education 
but did not complete their bachelor’s 
degrees (7.9 percent).

Age, Sex, and Race 
as Factors 
in Unemployment
The incidence of unemployment varies 
widely among the population. Unem-
ployment tends to be greater among the 
very young, among blacks and other 
minorities, and among workers with 
few skills. The unemployment rate for 
adult females tends to be higher than 
that for adult males.

Considering the great variations in 
unemployment for different groups in 
the population, we calculate separate 
unemployment rates for groups classified 
by sex, age, race, family status, and type 

of occupation. Exhibit 3 shows unemployment rates 
for various groups. Note that the variation around the 
average unemployment rate for the total population of 
9.4 percent was considerable. The unemployment rate 
for blacks was much higher than the rate for whites, a 
phenomenon that has persisted throughout the post–
World War II period. Unemployment among teenagers 
was much higher than adult unemployment, at 23.8 per-
cent. Some would regard teenage unemployment a lesser 
evil than unemployment among adults, because most 
teenagers have parents or guardians on whom they can 
rely for subsistence.

Categories of 
Unemployed Workers

According to the Bureau of Labor 
Statistics, the four main categories 

of unemployed workers are job losers 
(those who have been temporarily laid 
off or fired), job leavers (those who have 
quit their jobs), reentrants (those who 
worked before and are reentering the 
labor force), and new entrants (those 
entering the labor force for the first 
time—primarily teenagers). It is a com-
mon misconception that most workers 
are unemployed because they have lost 
their jobs. Although job losers may 
typically account for 50 to 60 percent 
of the unemployed, a sizable fraction 
is due to job leavers, new entrants, and 
reentrants, as seen in Exhibit 4.

Teenagers have the highest rates of unemployment. 
Do you think it would be easier for them to find jobs 
if they had more experience and higher skill levels?
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discouraged worker 
an individual who has left the 
labor force because he or 
she could not find a job

job loser 
an individual who has been 
temporarily laid off or fired

job leaver 
a person who quits his or 
her job

reentrant 
an individual who worked 
before and is now reentering 
the labor force

new entrant 
an individual who has not 
held a job before but is now 
seeking employment
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trying to match employees with jobs can quickly lead to 
significant inefficiencies, because of mismatches between 
a worker’s skill level and the level of skill required for 
a job. For example, the economy would be wasting 
resources subsidizing education if people with PhDs in 
biochemistry were driving taxis or tending bars. That 
is, the skills of the employee may be higher than those 
necessary for the job, resulting in what economists call 
underemployment. Another source of inefficiencies is 
placing employees in jobs beyond their abilities.

How Long Are People  
Usually Unemployed?

The duration of unemployment is equally as important 
as the amount of unemployment. The financial con-

sequences of a head of household’s being unemployed for 
four or five weeks are usually not extremely serious, par-
ticularly if the individual is covered by an unemployment 
compensation system. The impact becomes much more 
serious if that person is unemployed for several months. 

Therefore, it is useful to look at the average 
duration of unemployment to discover what 
percentage of the labor force is unemployed 
longer than a certain period, say 15 weeks. 
Exhibit 5 presents data on the duration of 
unemployment. As you can see in this table, 

How Much Unemployment?

Even though unemployment is painful to those 
who have no source of income, reducing unem-

ployment is not costless. In the short 
run, a reduction in unemployment may 
come at the expense of a higher rate of 
inflation, especially if the economy is 
close to full capacity, where resources 
are almost fully employed. Moreover,  

underemployment  
a situation in which a 
worker’s skill level is higher 
than necessary for a job

Reasons for Unemployment

Job losers
65%

Reentrants
22%

Job leavers
6%

New entrants
7%

SOURCE: Bureau of Labor Statistics, August 2009.

Unemployment in the United States by Age, Sex, and Race

SOURCE: Bureau of Labor Statistics, August 2009.
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22%
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22%

24%

a. U.S. Unemployment, by Sex and Age b. U.S. Unemployment, by Race or ethnic Group
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22 percent of the unemployed were out of 
work less than five weeks, and 34 percent 
of the total unemployed were out of work 
for more than six months. The duration of 
unemployment tends to be greater when 
the amount of unemployment is high and 
smaller when the amount of unemploy-
ment is low. Unemployment of any dura-
tion, of course, means a potential loss of output. This loss 
of current output is permanent; it is not made up when 
unemployment starts falling again.

Labor Force Participation Rate

The percentage of the working age (over 16 years of 
age) population that is in the labor force is what 

economists call the labor force participation rate. Since 
1950, the labor force participation rate increased from 
59.2 percent to slightly under 65.5 percent today. During 
this time the gender makeup of the labor force partici-
pation rate has changed significantly. For example, the 
number of women working shifted dramatically, reflect-
ing the changing role of women in the workforce. Some 
factors contributing to this dramatic change are techno-

logical advances in household appliances 
and the decline in average household size. 
In Exhibit 6, we see that in 1950, less 
than 34 percent of women were working 
or looking for work. In 2009 that figure 
was roughly 60 percent. In 1950, more 
than 85 percent of men were working or 

looking for work. In 2009 the labor force participation 
rate for men fell to roughly 72 percent, as many men stay 
in school  longer and opt to retire earlier.

Duration of Unemployment

SOURCE: Bureau of Labor Statistics, August 2009.

Duration Percent Unemployed

Less than 5 weeks 22%

5 to 14 weeks 24

15 to 26 weeks 20

27 weeks and over 34

Labor Force Participation Rates for Men and Women

SOURCE: Bureau of Labor Statistics, August 2009.

1950 1960 1970 1980 1990 2000 2009

Total 59.2% 59.4% 60.4% 63.8% 66.4% 67.1% 65.5%

Men 86.4 83.3 79.7 77.4 76.1 64.8 72.1

Women 33.9 37.7 43.3 51.5 57.5 59.9 59.3

S e c t i o n    c H e c K

1. The consequences of unemployment for society include a reduction in potential output and consumption— 
a decrease in efficiency.

2. The unemployment rate is found by taking the number of people officially unemployed and dividing by the 
number in the civilian labor force.

3. Unemployment rates are highest for minorities, the young, and less-skilled workers.

4. The four main categories of unemployed workers are job losers, job leavers, reentrants, and new entrants.

5. The duration of unemployment tends to be greater (smaller) when the amount of unemployment is high (low).

1. What happens to the unemployment rate when the number of unemployed people increases, ceteris paribus? 
When the labor force grows, ceteris paribus?

2. How might the official unemployment rate understate the “true” degree of unemployment? How might it 
overstate it?

3. Why might the fraction of the unemployed who are job leavers be higher in a period of strong labor demand?

4. Suppose you live in a community of 100 people. If 80 people are over 16 years old and 72 people are willing 
and able to work, what is the unemployment rate in this community?

labor force  
participation rate  
the percentage of the 
working age population in 
the labor force
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5. What would happen to the unemployment rate if a substantial group of unemployed people started going to 
school full time? What would happen to the size of the labor force?

6. What happens to the unemployment rate when officially unemployed people become discouraged workers? 
Does anything happen to employment in this case?

n What are the three types of 
unemployment?

n What is frictional unemployment?

n What is structural unemployment?

n What is cyclical unemployment?

n What is the natural rate 
of unemployment?

Types of Unemployment

In examining the status of and changes in the 
 unemployment rate, it is important to recognize that 

unemployment can take several forms. In this section, 
we will examine the three types of unemployment— 
frictional, structural, and cyclical—and evaluate the rela-
tive effects of each on the overall unemployment rate.

Frictional Unemployment

In a dynamic economy where people are 
constantly losing or leaving their jobs, 

some frictional unemployment is always 
present. Frictional unemployment is the 
temporary unemployment that results 
from the search time that occurs when 
people are searching for suitable jobs and 
firms are looking for suitable workers. 
People seeking work do not usually take the first job 
offered to them. Likewise, firms do not usually take the 
first person they interview. People and firms engage in a 
search to match up skills and interests. While the unem-
ployed are looking, they are frictionally  unemployed.

For example, consider an advertising executive 
who was fired in Chicago on March 1 and is now 
actively looking for similar work in San Francisco. Of 
course, not all unemployed workers were fired; some 
may have voluntarily quit their jobs. In either case, 
frictional unemployment is short term and results from 
normal turnover in the labor market, as when people 
change from one job to another.

Some unemployment occurs because certain types of 
jobs are seasonal in nature. This type of unemployment 
is called seasonal unemployment. For example, a ski 
instructor in Aspen might become seasonally unemployed 
at the end of April when ski season is over. Or a roofer in 

Minnesota may become seasonally unemployed during 
the harsh winter months. In agricultural areas, employ-
ment increases during harvest season and falls after the 
season is over. Even a forest firefighter in a national 
park might only be employed during the summer and 
fall, when forest fires peak. Occupations that experience 
either sharp seasonal shifts in demand or are subject 
to changing weather conditions may lead to seasonal 
unemployment—like in agriculture where employment 
increases during harvest season. Because this type of 

unemployment can make the unemploy-
ment rate higher in the off-season and 
lower during the in-season, the Bureau of 
Labor Statistics (BLS) publishes a season-
ally adjusted unemployment rate as well. 
These figures are more accurate because 
they take into account the effects of sea-
sonal unemployment.

Should We Worry About 
Frictional Unemployment?

Geographic and occupational mobility are con-
sidered good for the economy because they gen-

erally lead human resources to go from activities of 
relatively low productivity or value to areas of higher 
productivity, increasing output in society as well as 
the wage income of the mover. Indeed, some of this 
frictional unemployment involving searches by firms 
and workers to find more suitable matchups is obvi-
ously beneficial to the economy. Even though the 
amount of frictional unemployment varies somewhat 
over time, it is unusual for it to be much less than 
2 percent of the labor force. Actually, frictional unem-
ployment tends to be somewhat greater in periods of low 

frictional unemployment 
the unemployment that 
results from workers 
searching for suitable jobs 
and firms looking for suitable 
workers
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unemployment, when job opportunities are plentiful. 
This high level of job opportunity stimulates mobility, 
which, in turn, creates some frictional unemployment.

Structural Unemployment

A second type of unemployment is structural 
unemployment. Like frictional unemployment, 

 structural unemployment is related to occupation-
al  movement or mobility—in this case, to a lack 
of mobility. Structural unemployment 
occurs when workers lack the neces-
sary skills for jobs that are available or 
have particular skills that are no longer 
in demand. For example, if a machine 
operator in a manufacturing plant loses 
his job, he could still remain unem-
ployed despite the openings for com-
puter programmers in his community. 
The quantity of unemployed workers 
conceivably could equal the number of 
job vacancies, with the unemployment 
persisting because the unemployed lack 
the appropriate skills. Given the existence of structural 
unemployment, it is wise to look at both unemploy-
ment and job vacancy statistics in assessing labor 
market conditions. Structural unemployment, like 
frictional unemployment, reflects the dynamic dimen-
sion of a changing economy. Over time, new jobs open 
up that require new skills, while old jobs that required 
different skills disappear. It is not surprising, then, 
that many people advocate government-subsidized 

retraining programs as a means of reducing structural 
unemployment.

Another reason for structural unemployment is that 
low-skilled workers are frequently unable to find desir-
able long-term employment. Some of these low-skilled 
jobs do not last long and involve little job training, so 
a worker may soon be looking for a new job. Because 
they acquired no new skill from the old job, they may 
be stuck without long-term secure work. That is, struc-
tural workers cannot be said to be “in-between jobs” 
like those who are frictionally unemployed. Structural 

unemployment is more long term and 
serious than frictional unemployment 
because these workers do not have mar-
ketable skills.

The dimensions of structural unem-
ployment are debatable, in part because 
of the difficulty in precisely defining the 
term in an operational sense. Structural 
unemployment varies considerably—
sometimes it is low and at other times, as 
in the 1970s and early 1980s, it is high. 
To some extent, in the latter period, jobs 
in the traditional sectors such as auto-

mobile manufacturing and oil production were giving 
way to jobs in the computer and biotechnology sectors. 
Consequently, structural unemployment was higher.

Some Unemployment 
Is Unavoidable

Some unemployment is actually normal and impor-
tant to the economy. Frictional and structural 

unemployment are simply unavoidable in a vibrant 
economy. To a considerable extent, we can view both 
frictional and structural unemployment as phenomena 
resulting from imperfections in the labor market. For 
example, if individuals seeking jobs and employers 
seeking workers had better information about each 
other, the amount of frictional unemployment would 
be considerably lower. It takes time for suppliers of 
labor to find the demanders of labor services, and it 
takes time and money for labor resources to acquire 
the necessary skills. But because information and job 
search are costly, bringing together demanders and sup-
pliers of labor services does not occur instantaneously.

Cyclical Unemployment

Often, unemployment is composed of more than 
just frictional and structural unemployment. In 

years of relatively high unemployment, some joblessness 
may result from short-term cyclical fluctuations in the 
economy. We call this type cyclical unemployment. 

structural 
unemployment 
the unemployment that 
results from workers not 
having the skills to obtain 
long-term employment

cyclical unemployment 
unemployment due to short-
term cyclical fluctuations in 
the economy

What type of unemployment would occur if these 
coal miners lost their jobs as a result of a permanent 
reduction in demand for coal and needed retraining 
to find other employment? Usually, structural unem-
ployment occurs because of workers’ lack of skills 
or long-term changes in demand. Consequently, it 
generally lasts for a longer period than does frictional 
unemployment.
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Whenever the unemployment rate is greater than 
normal, such as during a recession, it is due to 
cyclical unemployment. Most attempts to solve the 
cyclical unemployment problem emphasized increasing 
aggregate demand to counter recession.

The Cost of Cyclical Unemployment
When the unemployment rate is high, numerous eco-
nomic and social hardships result. The economic costs 
are the forgone output when the economy is not pro-
ducing at its potential level. According to Okun’s Law 
(really, a rule of thumb), a 1 percent increase in cyclical 
unemployment reduces output by 2 percentage points. 
Thus, we can actually estimate the economic costs of 
not producing at our potential output. The costs are par-
ticularly high for those groups with the least skills—the 
poorly educated and teenagers with little 
work experience.

The Natural Rate 
of Unemployment

It is interesting to observe that over 
the period in which annual unem-

ployment data are available, the medi-
an, or “typical,” annual unemployment 
rate has been at or slightly above 
5 percent. Some economists call this 
typical unemployment rate the natural 

rate of unemployment. When unem-
ployment rises well above 5 percent, 
we have abnormally high unemploy-
ment; when it falls well below 5 percent, we have 
abnormally low unemployment. The natural rate of 
unemployment of approximately 5 percent roughly 
equals the sum of frictional and structural unemploy-
ment when they are at their maximums. Thus, we 

can view unemployment rates below the natural rate 
as reflecting the existence of below-average levels 
of frictional and structural unemployment. When 
unemployment rises above the natural rate, however, 
it reflects the existence of cyclical unemployment. In 
short, the natural rate of unemployment is the unem-
ployment rate when the economy is experiencing 
neither a recession nor a boom. The natural rate of 
unemployment is also called the full employment rate 
of unemployment.

The natural rate of unemployment can change over 
time as technological, demographic, institutional, and 
other conditions vary. For example, as baby boomers 
age, the natural rate falls because middle-aged  workers 
generally experience lower unemployment rates than 
do younger workers. In addition, the Internet and job 
placement agencies have improved access to employ-

ment information and allowed workers 
to find jobs more quickly. Also, the new 
work requirements of the welfare laws 
increased the number of people with 
jobs. Thus, the natural rate is not fixed, 
because it can change with demographic 
changes over time.

Full Employment 
and Potential Output
When all the resources of an economy—
labor, land, and capital—are fully 
employed, the economy is said to be 
producing its potential output. Literally, 
full employment of labor means that 
the economy is providing employment 

for all who are willing and able to work with no 
cyclical unemployment. It also means that capital and 
land are fully employed. That is, at the natural rate 
of unemployment, all resources are fully employed, 
the economy is producing its potential output, and no 

natural rate of 
unemployment 
the median, or “typical,” 
unemployment rate, equal 
to the sum of frictional and 
structural unemployment 
when they are at a maximum

potential output 
the amount of real output 
the economy would 
produce if its labor and 
other resources were 
fully employed, that is, 
at the natural rate of 
unemployment

QAre layoffs more prevalent during a recession 
than a recovery? Do most resignations occur during 
a recovery?

ALayoffs are more likely to occur during a 
recession. When times are bad, employers are often 
forced to let workers go. Resignations are relatively 
more prevalent during good economic times because 
more job opportunities are available to those seeking 
new jobs.

CYCLICAL UNEMPLOYMENT
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UNEMPLOYMENT AROUND THE GLOBE, 2008
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SOURCE: The World Factbook, 2009; http://www.cia.gov.

S E C T I O N    C H E C K

1. The three types of unemployment are frictional unemployment, structural unemployment, and cyclical 
unemployment.

2. Frictional unemployment results when a person moves from one job to another as workers search for 
suitable jobs and firms look for suitable workers.

3. Structural unemployment results when people who are looking for jobs lack the required skills for the jobs 
that are available or a long-term change in demand occurs.

4. Cyclical unemployment is caused by a recession.

5. Imperfections in the labor market and institutional factors result in higher rates of unemployment.

6. When cyclical unemployment is almost completely eliminated, our economy is said to be operating at full 
employment, or at a natural rate of unemployment.

1. Why do we want some frictional unemployment?

2. Why might a job retraining program be a more useful policy to address structural unemployment than to 
address frictional unemployment?

3. What is the traditional government policy “cure” for cyclical unemployment?

4. What types of unemployment are present at full employment (at the natural rate of unemployment)?

5. Why might frictional unemployment be higher in a period of plentiful jobs (low unemployment)?

6. If the widespread introduction of the automobile caused a productive buggy whip maker to lose his job, 
would he be structurally unemployed?

7. If a fall in demand for domestic cars causes auto workers to lose their jobs in Michigan, while plenty of jobs 
are available for lumberjacks in Montana, what kind of unemployment results?

cyclical unemployment is present. It does not mean 
the economy will always be producing at its potential 
output of resources. For example, when the economy 
is experiencing cyclical unemployment, the unemploy-

ment rate is greater than the natural rate. It is also pos-
sible for the economy to temporarily exceed the natural 
rate, as workers put in overtime or moonlight by taking 
on extra employment.
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In this section, we look at the causes of frictional 
and structural unemployment. In later chapters, we 

 discuss the causes of cyclical unemployment.

Why Does  
Unemployment Exist?

In many markets, prices adjust to the 
market equilibrium price and quan-

tity, and no prolonged periods of 
shortage or surplus occur. However, 
in labor markets, obstacles prevent 
wages from adjusting and  balancing 

the quantity of labor supplied and the quantity of 
labor demanded. In Exhibit 1, we see that W1 is higher 
than the market equilibrium wage that equates the 
quantity demanded of labor with the quantity sup-
plied of labor. At W1, the quantity of labor supplied is 
greater than the quantity of labor demanded, resulting 
in an excess quantity supplied of labor—unemploy-
ment. That is, more people want to work at the going 
(nonequilibrium) wage than employers want to hire, 

and those who are not able to find work 
are “unemployed.” Why? Economists cite 
three reasons for the failure of wages 
to balance the labor demand and labor 
supply equilibrium—minimum wages, 
unions, and the efficiency wage theory.

Minimum Wages  
and Unemployment

Many different types of labor markets exist for 
different types of workers. The labor market for 

workers with little experience and job skills is called 
the unskilled labor market. Suppose the government 
decided to establish a minimum wage rate (an hourly 
wage floor) for unskilled workers above the equilibrium 
wage, WE. At the minimum wage, the quantity of labor 
supplied grows because more people are willing to 
work at a higher wage. However, the quantity of labor 
demanded falls because some employers would find it 
unprofitable to hire low-skilled workers at the higher 
wage. At W1, a gap exists between the quantity of labor 
demanded and the quantity supplied, representing a sur-
plus of unskilled workers—unemployment, as seen in  
Exhibit 1.

Because minimum wage earners, a majority of 
whom are 25 years or younger, are a small portion  
of the labor force, most economists believe the effect of 
minimum wage on unemployment is small.

n How does a higher minimum wage lead 
to greater unemployment among the 
young and unskilled?

n Can unions cause higher rates  
of unemployment?

n How does an efficiency wage cause a 
higher rate of unemployment?

n How do changes in job search costs 
affect the unemployment rate?

n Does unemployment insurance increase 
the unemployment rate?

Reasons for Unemployment

Wages Above Equilibrium Lead 
to Greater Unemployment

0

W1

WE

QEQD QS

Labor Supply 
Surplus of Labor
(Unemployment)

Labor Demand 

Quantity of Labor

R
ea

l W
ag

e

The labor market is in equilibrium where the quantity 
demanded of labor is equal to the quantity supplied 
of labor, at WE and QE. If the wage persists above the 
equilibrium wage, a surplus of labor or unemploy-
ment of QS 3 QD exists. That is, at W1, the quantity 
of labor supplied is greater than the quantity of labor 
demanded; we can think of this surplus of labor as 
unemployment.

minimum wage rate  
an hourly wage floor set 
above the equilibrium wage
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The Impact of Unions 
on the Unemployment Rate

Unions negotiate their wages and benefits col-
lectively through their union officials, a process 

called collective bargaining. If, through this process of 
collective bargaining, union officials are able to increase 
wages, then unemployment will rise in the union sector. 
If the bargaining raises the union wage above the equi-
librium level, the quantity of union labor demanded will 
decrease, and the quantity of union labor supplied will 
increase—that is, union workers will be unemployed. 
The union workers who still have their jobs will be bet-
ter off, but some who are equally skilled will be unem-
ployed and will either seek nonunion work or wait to be 
recalled in the union sector. Many economists believe 
that is why wages are approximately 15 percent higher 
in union jobs, even when nonunion workers have com-
parable skills. On the other hand, even though wages in 
the union sector are typically higher than 
the market wage, the presence of unions 
does not necessarily lead to greater unem-
ployment because workers can find jobs in 
the nonunion sector. Less than 10 percent 
of private sector jobs are unionized.

Efficiency Wage

In economics, it is generally assumed that as produc-
tivity rises, wages rise, and workers can raise their 

productivity through investments in human capital 
like education and on-the-job training. However, some 
economists follow the efficiency wage model, which is 
based on the belief that higher wages lead to greater 
productivity.

In the efficiency wage model, employers pay their 
employees more than the equilibrium wage to be more 
efficient. Proponents of this theory suggest that it may 
lead to attracting the most productive workers, fewer 
job turnovers, and higher morale, which in turn can 
lead to lower hiring and training costs. In addition, 
higher paid workers may be healthier (better diets) and 
therefore more productive. This is particularly true in 
developing countries. In Exhibit 1, suppose workers 
are paid WE. Why wouldn’t they shirk at their current 
job if someone else will hire them almost immediately 
at the same wage? In short, there are few adverse con-
sequences to shirking. One option for firms is to pay an 
efficiency wage. However, if all firms pay an efficiency 
wage, like W1 in Exhibit 1, then why can’t they just 
shirk and if fired, find another firm that will pay them 
W1? The reason is because at W1, firms are paying 
higher than the equilibrium wage reducing the number 

of jobs, so fired workers might face a  prolonged period 
of unemployment.

In 1914, Henry Ford increased his workers’ wages 
from $3 to $5 per day—roughly twice the going wage 
rate for unskilled workers. This wage rate led to long 
lines of workers seeking jobs at the Ford plant—that is, 
quantity supplied greatly exceeded quantity demanded 
at the efficiency wage rate. Ford knew that assembly 
line work was boring, and to overcome the problem he 
was having with morale and absenteeism, he decided 
to increase daily wages to $5 a day. At the time, many 
business leaders were skeptical because this put Ford’s 
labor costs at nearly twice that of his rivals. However, 
Ford profits continued to mount. Historical records sug-
gest that the efficiency wage led to lower turnover, less 
absenteeism, better hires, and less shirking—in short, 
greater worker productivity. Even though the higher 
wages led to higher labor costs, the costs were more 
than offset by the increase in worker productivity.

Some scholars have argued that the positive effects 
of the efficiency wage are unique to 
assembly line production and its high 
degree of worker interdependence. 
However, it is costly for firms to pay 
an efficiency wage. Consequently, firms 
must monitor their workers’ efforts. If 
enough firms resort to paying the effi-
ciency wage rate it leads to a surplus of 

workers who want jobs and cannot find them.  This, like 
a binding minimum wage, leads to unemployment.

Job Search

Another reason for unemployment has to do with 
the nature of labor markets. Because of frictional 

unemployment, some unemployment would exist even if 
labor supply and labor demand were balanced. Different 
firms offer different compensation packages (salary, 
fringe benefits, working conditions), and workers are 
sometimes unaware of these packages when they seek the 
“best” job available. It takes time and money to locate 
the best available opportunities. Also, not all job seekers 
are the same: They have different tastes and preferences 
about types of jobs and job locations. Sometimes it is dif-
ficult to get the information about particular jobs to the 
right job candidate. These search activities prolong the 
duration of unemployment. However, the search goes on 
because the job seeker hopes to find a better offer.

The labor demand and supply curves are constantly 
shifting. That is, labor markets are constantly in flux—
people losing jobs, leaving jobs, reentering jobs. In a 
growing and dynamic economy, jobs are constantly being 
destroyed and created, leading to temporary unemploy-
ment as workers search for the best jobs for their skills.

efficiency wage model 
theory stating that higher 
wages lead to greater 
productivity
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Unemployment Insurance

Losing a job can lead to considerable hardships, and 
unemployment insurance is designed to partially 

offset the severity of the unemployment problem. The 
program does not cover those who were fired or quit 
their jobs. To qualify, recipients must have worked a 
certain length of time and lost their jobs because the 
employer no longer needed their skills. The typical 
compensation is half salary for 26 weeks. Although the 
program is intended to ease the pain of unemployment, 
it also leads to prolonged periods of unemployment, 
as job seekers stay unemployed for longer periods 
 searching for new jobs.

For example, some unemployed people may show 
little drive in seeking new employment, because unem-
ployment insurance lowers the opportunity cost of 
being unemployed. Say a worker making $400 a week 
when employed receives $220 in compensation when 
unemployed; as a result, the cost of losing the job is 
not $400 a week in forgone income but only $180. It 
has been estimated that the existence of unemployment 
compensation programs may raise overall unemploy-
ment rates by as much as 1 percent.

Without unemployment insurance, a job seeker 
would be more likely to take the first job offered, even 
if the job did not match the job seeker’s preferences or 
skill levels. A longer job search might mean a better 
match, but it comes at the expense of lost production 
and greater amounts of tax dollars.

Does New Technology Lead  
to Greater Unemployment?

The widespread belief that technological advances 
inevitably result in the displacement of workers is 

not necessarily true. Generally, new inventions are cost 
saving, and these cost savings usually generate higher 
incomes for producers and lower prices and better 
products for consumers—benefits that ultimately result 
in the growth of other industries. If the new equipment 
is a substitute for labor, it might displace workers. For 
example, many fast-food restaurants installed self-service 
beverage bars to replace workers. However, new capital 
equipment requires new workers to manufacture and 
repair the new equipment. The most famous example 
of this trade-off is the computer, which was supposed 
to displace thousands of workers. Instead, the computer 
generated a whole new growth industry that created 
jobs. The problem is that it is easy to see only the initial 
effect of technological advances (displaced workers) but 
difficult to recognize the implications of that invention 
throughout the whole economy over time.

Some economists believe that some of the real 
wage differentials between skilled and unskilled work-
ers in the last couple of decades are due to technical 
changes that are biased toward skilled workers. New 
machines, with highly sophisticated computerization, 
require highly skilled workers. Consequently, the new 
machines make these workers more productive and 

Skill-Biased Technical Change and Wage Inequality

When a skill-biased technical change occurs, it increases the productivity of skilled workers. Consequently, the increase 
in demand for skilled workers shifts the curve from D1 to D2 in (a). The increase in demand leads to higher real wages 
from W1 to W2 and a greater quantity of skilled labor, Q1 to Q2. In (b) we see a reduction in demand for unskilled workers 
from D1 to D2, because these workers cannot use the new technology that increases productivity. The result is lower 
wages, W1 to W2, and lower employment, Q1 to Q2.
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therefore they receive higher real wages. In Exhibit 2(a), 
we graph the labor market for skilled workers. Because 
of the increase in demand for skilled labor—skilled 
workers can produce more with the new machines—
their real wages and employment are higher. At the 
same time, the demand is lower for workers who do 
not have the technical training to work with specialized 

machinery, and the demand for unskilled workers falls 
as seen in Exhibit 2(b). As a result of the decrease in 
demand for unskilled workers, real wages and employ-
ment fall. Thus, skill-biased technical change tends to 
create even greater disparities between the wages of 
skilled and unskilled workers. The message: stay in 
school (vocational or traditional).

S E C T I O N    C H E C K

1. Economists have cited three reasons why wages have failed to bring the quantity of labor demanded into 
 balance with the quantity of labor supplied—minimum wage, unions, and the efficiency wage theory.

2. At the minimum wage, the quantity of labor supplied grows because more people are willing to work at a 
higher wage. However, the quantity of labor demanded falls because some employers would find it unprofit-
able to hire low-skilled workers at the higher wage. That is, a higher minimum wage can lead to higher rates 
of unemployment—particularly among unskilled teenagers.

3. If the efficiency wage rate is greater than the equilibrium wage rate, the quantity of labor supplied is greater 
than the quantity of labor demanded, resulting in greater amounts of unemployment.

4. Sometimes it is difficult to get the information about particular jobs to the right job candidate. These search 
activities prolong the duration of unemployment.

5. Some unemployed persons may show little drive in seeking new employment, given the existence of unem-
ployment compensation. Unemployment compensation lowers the opportunity cost of being unemployed.

1. What are the three reasons for wages to fail to balance labor supply and labor demand?

2. What is an efficiency wage?

3. How do search costs lead to prolonged periods of unemployment?

4. Why would higher unemployment compensation in a country like France lead to higher rates 
of unemployment?

5. Does new technology increase unemployment?

n Why is the overall price level important?

n How did price level behave during the 
previous century?

n What is the purpose of a price-level 
index?

n What problems are inherent with 
a price-level index?

n Who are the winners and losers during 
inflation?

n Can wage earners avoid the 
consequences of inflation?

Inflation

Stable Price Level 
as a Desirable Goal

Just as full employment brings about 
one kind of economic security, an 

overall stable price level increases another 
form of economic security. Most prices 

in the U.S. economy tend to rise over 
time. The continuing rise in the over-
all price level is called inflation. Even 
when the level of prices is stable, some 
prices will be rising while others are 
falling. However, when inflation is 
present, the goods and services with 
rising prices will outweigh the goods 

price level 
the average level of prices 
in the economy

inflation 
a rise in the overall price 
level, which decreases the 
purchasing power of money
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and services with lower prices. Without 
stability in the price level, consumers 
and producers will experience more dif-
ficulty in coordinating their plans and 
decisions. When the overall price level 
is falling, it is called deflation. The aver-
age price level in the U.S. economy fell 
throughout the late nineteenth century.

In general, the only thing that can 
cause a sustained increase in the rate 
of inflation is a high rate of growth in 
money, a topic we will discuss thoroughly in upcoming 
chapters.

Measuring Inflation

We often use the term purchasing power when we 
discuss how much a dollar can buy of goods and 

services. In times of inflation, a dollar cannot buy as 
many goods and services. Thus, the higher the  inflation 

rate, the greater the rate of decline in 
purchasing power.

In periods of high and variable 
inflation, households and firms have 
a difficult time distinguishing between 
changes in the relative price of indi-
vidual goods and services (the price of 
a specific good compared to the prices 
of other goods) and changes in the 
general price level of all goods and ser-
vices. Suppose the price of milk rises by 

5 percent between 2010 and 2011, but the overall price 
level (inflation rate) increases by only 2 percent dur-
ing that period. Then we could say that between 2010 
and 2011, the relative price of milk rose only 3 percent 
(5�2 percent). The next year, the price of milk might 
increase 5 percent again, but the general inflation rate 
might be 6 percent. That is, between 2011 and 2012, 
the relative price of milk might actually fall by 1 percent 
(5�6 percent). Remember, the relative price is the 
price of a good relative to all other goods and services. 

deflation 
a decrease in the overall 
price level, which increases 
the purchasing power 
of money

relative price 
the price of a specific good 
compared to the price of 
other goods

QTo many baseball purists, Babe Ruth was 
the greatest player of the game, but how does his 
salary compare with the highest salary in baseball 
today? When Babe Ruth made $80,000 a year in 
1931, he was asked by the press if he knew that his 
salary exceeded that of President Herbert Hoover. 
Ruth said, “Yes, I know. But I had a better year than 
President Hoover did.”

AThe Bureau of Labor Statistics computes CPI all 
the way back to 1913. The average CPI for 1931, the 
year Babe Ruth made $80,000, was 15.2. The aver-
age CPI for 2008 was 215.3. We can easily convert 
the Babe’s salary into current dollars by performing 
the following calculation:

Babe’s salary in 1931

Therefore, the Babe would be making $1,133,158 
a year if he were paid the same in 2008 as he was 

paid in 1931. Not bad, but not even close to what 
today’s stars of the game are paid. At $27 million a 
year, Alex Rodriguez makes roughly 25 times Babe’s 
adjusted salary.

BABE RUTH’S SALARY ADJUSTED 
FOR INFLATION
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$80,000 �   Price level in 2008  ________________  
Price level in 1931

  

 � $80,000 �   215.3 _____ 
15.2

   � $1,133,158
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Because of this difficulty in establishing relative prices, 
inflation distorts the information that flows from price 
signals. Does the good have a higher price because it 
has become relatively more scarce and therefore more 
valuable relative to other goods, or did the price rise 
along with all other prices because of inflation? This 
muddying of price information undermines good deci-
sion making.

Thus, we need a method to measure inflation. We 
adjust for the changing purchasing power of the dollar 
by constructing a price index. Essentially, a price index 
attempts to provide a measure of the prices paid for a 
certain bundle of goods and services over time.

The Consumer Price Index  
and the GDP Deflator

There are many different types of price indices. The 
most well-known index, the consumer price index 

(CPI), measures the trend in the prices of certain goods 
and services purchased for consumption purposes—see 
Exhibit 1. The CPI may be most relevant to households 
trying to evaluate their changing financial positions 
over time.

The GDP deflator corrects for changing prices in 
even broader terms. The GDP deflator measures the 
average level of prices of all final goods and services 
produced in the economy.

How Is a Price Index Created?

Constructing a price index is complicated. First, 
literally thousands of goods and services are in 

our economy; attempt-
ing to include all of 
them in an index would 
be cumbersome and 
make the index expen-
sive to compute, and 
it would take a long 
time to gather the nec-
essary data. Therefore, 
a “bundle” or “bas-
ket” of representative 
goods and services is 
selected by the index 
calculators (the Bureau 
of Labor Statistics of 
the U.S. Department of 
Labor for consumer and 
wholesale price indices; 

the Office of Business Economics of the Department of 
Commerce for the GDP deflator).

calculating a Simple Price index
Suppose a consumer typically buys 24 loaves of 
bread and 12 gallons of milk in a year. The following 
table lists the prices of bread and milk and the cost 
of the consumer’s typical market basket in the years  
2010–2012.

Year
Price of 
Bread

Price of 
Milk cost of Market Basket

2010 $1.00 $2.00 (24 3 $1.00) 1 

(12 3 $2.00) 5 $48.00

2011 1.15 2.10 (24 3 $1.15) 1  
(12 3 $2.10) 5 $52.80

2012 1.40 2.20 (24 3 $1.40) 1 

 (12 3 $2.20) 5 $60.00

Using the numbers from the table and the following 
formula, we can calculate a price index to measure the 
inflation rate.

Price index 5

Cost of market basket 
in current year 

3 100
Cost of market basket 

in base year

The year 2010 is designated as the base year, so its 
value is set equal to 100.

price index  
a measure of the trend in 
prices paid for a certain 
bundle of goods and services 
over a given period

consumer price  
index (CPI)  
a measure of the cost 
of a market basket that 
represents the consumption 
of a typical household

GDP deflator  
a price index that helps 
measure the average price 
level of all final consumer 
goods and services produced

The Typical CPI Shopping Basket 
of Goods and Services

The Bureau of Labor Statistics divides the typical 
consumer’s spending among various categories of 
goods and services.

SOURCE: U.S. Bureau of Labor Statistics.
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Year Price Index

2010 $48/$48 3 100 5 100

2011 $52.80/$48 3 100 5 110

2012 $60/$48 3 100 5 125

A comparison of the price indices shows that 
between 2010 and 2011, prices increased an average 
of 10 percent. In addition, between 2010 and 2012, 25 
percent inflation occurred.

Price index 5   Cost of market basket in 2012   ___________________________   
Cost of market basket in 2010 

   3 100

 5   $60 ____ 
$48

   3 100 5 125

That is, the price index for 2012 compared with 2010 
is 125. Therefore, using the price index formula, we 
can say that prices are 25 percent higher in 2012 than 
they were in 2010, the base year.

Unfortunately, not all prices move by the same 
amount or in the same direction. Consequently, we 
need to calculate an average of the many price changes. 
This calculation is complicated by several factors.  
First, goods and  services change in quality over time, 
so the observed price change may, in reality, reflect a 
quality change in the product rather than the purchas-
ing power of the dollar. A $300 televi-
sion set today is dramatically better 
than a television set in 1950. Second, 
new products come on the market and 
old products occasionally disappear. 
For example, color TV sets did not exist 
in 1950 but are a major consumer item 
now. How can we calculate changes in prices over 
time when some products did not even exist in the 
earlier period?

Clearly, calculating a price index is not a simple, 
direct process. As you can see from the In the News 
article (“A Better CPI”), many factors can potentially 
distort the CPI.

Producer Price Index

Economists also calculate the producer price 
index—a measure of the cost of goods and ser-

vices bought by firms. Because firms often pass on part 
of their costs to consumers, this measure is useful in 
predicting changes in the CPI.

GDP Deflator Versus CPI

Is the CPI or the GDP deflator a better indicator 
of inflation? Or does it not really matter which 

one we use? In Exhibit 2, we see that the two mea-

sures tend to move in the same direction but that 
the CPI tends to be much more volatile—it bounces 
around more than the GDP deflator. However, both 
measures probably overstate the inflation rate. One 
important difference between them that can yield 
different results is that the GDP deflator measures 
the price of all goods and services that are produced 

domestically, while the CPI measures 
the goods and services bought by 
 consumers. For example, a Porsche 
produced in Stuttgart, Germany, will 
show up in the CPI, but it will not 
show up in the GDP deflator because 
it was not produced in the U.S. econ-

omy. More important, the same is true for the 
price of oil, because much of U.S. oil is imported. 
Consequently, oil price increases are fully captured 
in the CPI but only partially captured in the GDP 
deflator—partially captured because those increases 
do add to the cost of production.

However, suppose the price of an airplane or air-
craft carrier being produced domestically for the mili-
tary increases. Because it is produced domestically, its 
price will show up in the GDP deflator but not in the 
typical consumer basket—the CPI.

The Price Level over the Years

Unanticipated and sharp changes in the price level 
are almost universally considered to be “bad” 

and to require a policy remedy. What is the histori-
cal record of changes in the overall U.S. price level? 
Exhibit 3 shows changes in the consumer price index 
(CPI), the standard measure of inflation, from 1914 
to 2008. Can you believe that in 1940, stamps were 

The CPI and the GDP Deflator

Even though the two indicators move together, the CPI 
tends to be more volatile.

SOURCES: U.S. Department of Labor; U.S. Department of Commerce, and 
International Monetary Fund.
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Business News

SOURCE: The Movie Times, http://www.the-movie-times.com/thrsdir/alltime.mv?adjusted+ByAG+1.

in the news Top-Grossing Films of All Time  
in the U.S. Adjusted for Inflation

Movie Year

Gross Domestic  
Receipts 
(millions)

inflation Adjusted  
Gross Receipts  

(millions)

 1. Gone with the Wind 1939 $198.7 $1,454.7

 2. Star Wars 1977 $461.0 $1,282.5

 3. The Sound of Music 1965 $158.7 $1,025.4

 4. E.T. The Extra-Terrestrial 1982 $435.1 $1,021.4

 5. The Ten Commandments 1956 $65.5 $943.2

 6. Titanic 1997 $600.8 $924.1

 7. Jaws 1975 $260.0 $922.2

 8. Doctor Zhivago 1965 $111.7 $893.8

 9. The Exorcist 1973 $232.7 $796.1

10.  Snow White and the Seven Dwarfs 1937 $184.9 $784.8

3 cents per letter, postcards were a penny, the median 
price of a house was $2,900, and the price of a new 
car was $650? However, the problem with comparing 
prices today with prices in the past is that it focuses on 
the number of dollars it takes to buy something rather 

than the purchasing power of the dollar. For example, 
if prices and wages both doubled overnight, raising the 
price of a quart of milk from $1 to $2, you would be 
no worse off because you would still work the same 
number of minutes to buy a quart of milk.

The Inflation in the United States, 1914–2008

SOURCE: Bureau of Labor Statistics, 2009.
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Business News
The monthly consumer price index (CPI) is the 

most oft-cited measure of inflation and one 
of the most important and closely watched 

statistics in the U.S. economy. It is an indicator of 
how well the Federal Reserve is doing in achieving 
and maintaining low inflation, and it also is used to 
determine cost-of-living adjustments for many gov-
ernment programs, collective bargaining contracts, 
and individual income tax brackets.

Since 1995, the Bureau of Labor Statistics (BLS) 
has been eliminating biases that cause the index to 
overstate inflation. . . . These changes are expected 
to create a more reliable index. . . . Although this may 
seem like a small change, the effect of these changes 
is permanent so that measured inflation will be lower 
by this amount in all future years.

It is important that the CPI should measure infla-
tion accurately or that the degree of bias be known. 
Macroeconomic policymakers such as the Fed then 
can take appropriate steps to keep inflation low, and 
the public can be informed about their successes 
and failures in achieving their goal. Also, if the CPI 
does not measure inflation correctly, cost-of-living 
adjustments based on it will have different effects 
from those desired when the commitments to make 
these adjustments were made. For example, adjust-
ing Social Security benefits based on an upwardly 
biased CPI may shift spending power from the young 
toward the old.

The BLS has been studying possible biases in the 
CPI for a long time. The issue gained national promi-
nence in 1996 when the Congress commissioned 
a panel of experts on price measurement issues, 
chaired by Michael Boskin of Stanford University, 
to examine biases in the CPI. Their report, “Toward 
a More Accurate Measure of the Cost of Living,” 
identified four major sources of bias and estimated 
that they caused the CPI to overstate inflation by 
1.1 percentage points per year at that time.

Substitution Bias
Substitution bias occurs because the CPI measures 
the price changes of a fixed basket of goods and 

in the news A Better CPI

services and thus does not capture the savings that 
households enjoy when they change their spending 
in response to relative price changes of goods and 
services. For example, a rise in the price of beef 
leads people to buy more chicken in order to keep 
their food costs down. . . .

Outlet Bias
This type of bias is similar to substitution bias, but 
refers to where households shop rather than to what 
they purchase. Over the past 15 years, for example, 
the growth of discount stores has helped consum-
ers lower their expenditures by offering high-volume 
purchases at reduced prices. The expansion of these 
establishments has not been adequately represent-
ed in the CPI, thus creating an upward bias of prices 
estimated at 0.1 percentage point per year. A similar 
problem may arise in the future as shopping online 
becomes more widespread.

New Product Bias
This bias occurs because new products, such as 
VCRs and cellular phones, are not introduced into 

If people prefer buying in bulk at discount stores, 
will the CPI accurately measure inflation? The suc-
cess of discount stores has grown over the last 
few years, indicating that for some customers, the 
reduction in customer service often associated 
with these megastores does not offset the lower 
prices, introducing an upward bias into the index.
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Business News

Who Loses with Inflation?

Inflation brings about changes in peoples’ pur-
chasing power, and these changes may be either 

desirable or undesirable. Suppose you retire on a 
fixed pension of $2,000 per month. Over time, that 
$2,000 will buy less and less if prices generally rise. 
Your real income—your income adjusted to reflect 

changes in purchasing power—falls. Inflation low-
ers income in real terms for people on fixed-dollar 
incomes. Likewise, inflation can hurt creditors. For 
example, suppose a bank loaned someone money for 
a house, at a 4 percent fixed rate for 20 years, in the 
early 1960s (a period of low inflation). However, the 
1970s was a period of high inflation rates (roughly 
10 percent per year). Under this scenario, because 

the index until they are commonplace items. This 
means that the substantial price decreases and 
quality increases that occur during the early years 
following introduction are not captured by the index. 
A problem of dealing with this bias is that the BLS 
can never know in advance which of the many new 
products introduced each year will be successful 
and hence worthy of inclusion in the CPI.

Quality Bias
This bias arises because some of any increase in 
the price of an item may be due to an improvement 
in quality, rather than being a pure price increase. 
For example, when car prices rise, this may be due 
to the addition of seat belts, air bags, or anti-smog 
devices, or to pure price inflation. In the case of cars, 
the BLS often uses the price of the new item as an 
optional feature before it becomes standard equip-
ment as an indicator of what the improvement is 
worth to consumers. Quality improvements in other 
areas—such as medical care—are more difficult to 
measure so that bias is more likely to occur. And 
features of a product that become mandatory—such 
as seat belts, which buyers are forced to purchase 
even if they would prefer not to—are particularly 
difficult to handle.

The BLS began to address the bias in the CPI 
even before the Boskin Commission was convened. 
For example, in 1995 the BLS introduced a new 
sampling procedure to determine which outlets 
to visit to obtain price data for specific items and 
what weights to apply to those item prices. The 
old procedure put too much weight on items that 

in the news A Better CPI (cont.)

were temporarily cheap at that outlet, so when 
their prices rose back to their normal level, this reg-
istered as an increase in inflation. That same year, 
the BLS also revised sampling methods to remove 
the effects of substituting between brand drugs and 
generic drugs. . . . Spurred by the work of the Boskin 
Commission, the BLS introduced further changes to 
confront substitution and outlet bias.

Since the Fed uses the CPI as an indicator of 
price inflation, a more accurate index should make 
anti-inflationary monetary policy more effective. 
The public will have a better indicator to check how 
well the Fed is doing its job. If we want our tax and 
transfer system to be invariant to inflation, an accu-
rate CPI is essential so that the task of adjusting tax 
and transfer payments to price changes can be done 
quickly, easily, and without undue dispute.

Ongoing research is necessary to identify biases 
in the CPI. Changes to this index are ongoing as 
the BLS strives to maintain an accurate measure 
of inflation in our dynamic economy. The BLS has 
reduced the size of the substitution bias and the 
new product bias by updating the market basket 
every 2 years rather than every 10 years. Other 
improvements have also been implemented. Many 
economists believe that the BLS improvements have 
cut the inflationary bias in half and it is now less than 
1 percent.

SOURCE: Alison Wallace and Brian Motley, “A Better CPI,” Economic Letter, The Federal 

Reserve Bank of San Francisco, February 5, 1999. http://www.frbsf.org. Reprinted 

from the Federal Reserve Bank of San Francisco Economic Letter 99–05. The opinions 

expressed in this article do not necessarily reflect the views of the management of the 

Federal Reserve Bank of San Francisco, or of the Board of Governors of the Federal 

Reserve System.
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the lender did not correctly anticipate the higher rate 
of inflation, the lender is the victim of unanticipated 
inflation. That is, the borrower is paying back with 
dollars that have much less purchasing power than 
those dollars they borrowed in the early 1960s. 
Another group that sometimes loses from inflation, 
at least temporarily, comprises people whose incomes 
are tied to long-term contracts. If inflation begins 
shortly after a labor union signs a three-year wage 
agreement, it may completely eat up the wage gains 
provided by the contract. The same applies to busi-
nesses that agree to sell quantities of one thing, say 
coal, for a fixed price for a given number of years.

If some people lose because of changing prices, oth-
ers must gain. Debtors pay back dollars worth less in 
purchasing power than those borrowed. Corporations 
that can quickly raise the prices on their goods may have 
revenue gains greater than their increases in costs, pro-
viding additional profits. Wage earners 
sometimes lose from inflation because 
wages may rise at a slower rate than the 
price level. The redistributional impact 
of inflation is not the result of conscious 
public policy; it just happens.

The uncertainty that inflation cre-
ates can also discourage investment and 
economic growth. When inflation rates 
are high, they also tend to vary consider-
ably, which creates a lot of uncertainty. 
This uncertainty complicates planning 
for businesses and households, which 
is vital to capital formation, as well as 
adding an inflation risk premium to 
long-term interest rates.

Moreover, inflation can raise one nation’s price 
level relative to price levels in other countries. In 
turn, this shift can make financing the purchase of 
foreign goods difficult, or it can decrease the value 
of the national currency relative to that of other 
countries.

Costs of High Inflation
Predictably low rates of inflation, while still a prob-
lem, are considerably better than high and variable 
inflation rates. A slow predictable rate of inflation 
makes predicting future price increases relatively easy. 
Consequently, setting interest rates will be an easier 
task and the redistribution effects of inflation will 
be minimized. In addition, high and variable infla-
tion rates make it almost impossible to set long-term 
contracts because prices and interest rates may be 
changing by the day, or even by the hour in the case 

of  hyperinflation—extremely high rates of inflation for 
sustained periods of time.

In its extreme form, inflation can lead to a com-
plete erosion of faith in the value of the pieces of paper 
we commonly call money. In Germany, after both 
world wars, prices rose so fast that people in some 
cases finally refused to take paper money, insisting 
instead on payment in goods or metals, whose prices 
tend to move predictably with inflation. Unchecked 
inflation can feed on itself and may ultimately lead to 
hyperinflation of 300 percent or more per year. We 
saw these rapid rates of inflation in Argentina in the 
1980s and Brazil in the 1990s. Most economists believe 
we can live quite well in an environment of low, steady 
inflation, but no economist believes we can prosper 
with high, variable inflation.

Other Costs 
of Inflation

Another cost of inflation is the cost 
incurred by firms as a result of being 

forced to change prices more frequently. 
For example, a restaurant might have 
to print new menus, or a department 
or mail-order store may have to print 
new catalogs, to reflect changing prices. 
These costs are called menu costs; they 
are the costs of changing posted prices. 
In some South American economies in 
the 1980s, inflation increased at more 

than 300 percent per year, with prices changing on a 
daily, or even hourly, basis in some cases. Imagine how 
large the menu costs could be in an economy such as 
that!

The shoe-leather cost of inflation is the cost of 
going to and from the bank to check on your assets 
(so often that you wear out the leather on your shoes). 
Specifically, high rates of inflation erode the value of a 
currency, which means that people will want to hold 
less currency—perhaps going to the ATM once a week 
rather than twice a month. That is, the higher infla-
tion rates lead to higher nominal interest rates, which 
may induce more individuals to put money in the bank 
rather than allowing it to depreciate in their pockets. 
So, the cost is really the time and convenience sacrificed 
to keep less money on hand than you would if infla-
tion were not a factor. The effects of shoe-leather costs 
of inflation, like those of menu costs, are modest in 
 countries with low inflation rates but can be quite large 
in countries where inflation is substantial.

hyperinflation
extremely high rates of 
inflation for sustained 
periods of time

menu costs
the costs imposed on a firm 
from changing listed prices

shoe-leather cost
the cost incurred when 
individuals reduce their 
money holdings because of 
inflation
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Inflation and Interest Rates

The interest rate is usually reported as the nominal 

interest rate, which means it is not adjusted for 
inflation. We determine the real interest rate by taking 
the nominal rate of interest and subtracting the infla-
tion rate:

Real interest rate � Nominal interest rate
 – Inflation rate

For example, if the nominal interest rate was 
5 percent, and the inflation rate was 3 percent, the real 
interest rate would be 2 percent.

If people can correctly anticipate 
inflation, they will behave in a manner 
that will largely protect them against 
loss. However, if the inflation is not cor-
rectly anticipated (it is not an easy task 
to predict inflation), inflation will still 
redistribute income. Consider the credi-
tor who believes that the overall price 
level will rise 6 percent a year, based on 
experience in the immediate past. Would 
that creditor lend money to someone at a 5 percent 
rate of interest? No. A 5 percent rate of interest 
means that a person borrowing $1,000 now will pay 
back $1,050 ($1,000 plus 5 percent of $1,000) one 
year from now. But if prices go up 6 percent, it will 
take $1,060 to buy what $1,000 does today ($1,060 
is 6 percent more than $1,000). Thus, the creditor 

lending at 5 percent will get paid back an amount 
($1,050) less than the purchasing power of the 
original loan ($1,060) at the time it was paid back. 
The real interest rate would actually be negative. To 
 protect themselves, creditors will demand a rate of 
interest large enough to compensate for the deterio-
rating value of money.

Failure to understand the difference between nomi-
nal and real interest rates is critical. In most economic 
decisions, it is the real rate of interest that matters 
because it is this rate that shows how much borrowers 
pay and lenders receive in terms of purchasing power—
goods and services money can buy. Investors and lend-

ers will do best when the real interest 
rates are high.

When the nominal interest rate 
is  high, the inflation rate tends to be 
high; and when the nominal interest 
rate is low, the inflation rate tends to 
be low. Why? The reason is that when 
inflation is high, borrowers offer and 
lenders demand higher nominal inter-
est rates to compensate for the falling 
value of money in the future. When 

the inflation rate is low, borrowers offer and lend-
ers demand lower nominal interest rates because the 
value of money (purchasing power) is falling less 
quickly. Therefore, the tendency is for nominal inter-
est rates and inflation rates to move together—high 
inflation rates mean high nominal interest rates, and 
low inflation rates mean low nominal interest rates.

nominal interest rate 
the reported interest rate 
that is not adjusted for 
inflation

real interest rate 
the nominal interest rate 
minus the inflation rate; also 
called the inflation-adjusted 
interest rate

AVERAGE ANNUAL INFLATION RATES, 
SELECTED COUNTRIES,  2008
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QEvaluate the following three statements 
regarding what happens during inflation: (1) People 
have less money to spend, (2) fewer goods are avail-
able, and (3) people must pay more money for goods 
purchased.

AOf the three statements, only one is correct: 
With inflation, we must, on average, pay more money 
for the goods we purchase. Inflation does not neces-
sarily mean we have fewer goods but rather that, 
on net, these goods have higher price tags. Inflation 
does not necessarily mean that people have less 
money to spend. Employees and unions will bargain 
for higher wages when inflation is a factor.

INFLATION

Do Creditors Always Lose 
During Inflation?

Usually, lenders are able to anticipate inflation with 
reasonable accuracy. For example, in the late 1970s, 

when the inflation rate was more than 10 percent a year, 
nominal interest rates on a 90-day Treasury bill were rela-
tively high. In 2002, with low inflation rates, the nominal 
interest rate was relatively low. If the inflation rate is 
anticipated accurately, new creditors will not lose nor will 
debtors gain from a change in the inflation rate. However, 
nominal interest rates and real interest rates do not always 
run together. For example, in periods of high unexpected
inflation, the nominal interest rates can be high when the 
real interest rates are low or even negative.

Protecting Ourselves 
from Inflation

Increasingly, groups try to protect themselves from 
inflation by means of cost-of-living clauses in con-

tracts. Many long-term contracts between firms and 
unions include a cost of living allowance (COLA) that 
automatically increases when the consumer price index 
(CPI) increases. With these clauses, laborers automati-
cally get wage increases that reflect rising prices. The 
same is true of many pensioners, including those on 
Social Security. Personal income taxes likewise are now 
indexed (adjusted) for inflation. However, some of the 
tax code is still not indexed for inflation. These factors 
affect the incentives to work, save, and invest.

I
n an environment of inflation, the tax code 
can distort market signals and may lead to a 
reduction in saving, lending, and investment. 

To many economists, the problem stems from capital 
gains tax (a tax on a person’s assets) being taxed in 
nominal terms rather than in real terms (adjusted for 
inflation). For example, suppose you sold a stock in 
1980 for $50,000 that you bought in 1970 for $40,000. 
In real terms, adjusted for inflation, you would have 
lost money because the 25 percent increase in 
the stock price would be less than the percentage 

change in the inflation rate (over 100%). In fact, infla-
tion was so high in the 1970s you would have lost 
money on your stock in real terms and then have to 
pay capital gains tax on the nominal gains—$10,000 
($50,000�$40,000)—ouch! Thus, many economists 
believe capital gains should be taxed on real gains. In 
this case, you could write off capital losses because 
you actually lost money on your investment in real 
terms. These costs are not just a redistribution cost 
but can impact economic growth if the taxes are 
discouraging saving and investment.

INFLATION AND CAPITAL GAINS TAXES
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QSuppose you had a 30-year fixed-interest 
mortgage on a home you purchased six years ago. 
In the meantime, the inflation rate has fallen con-
siderably and probably will not reach that higher 
level again. Did you get a good interest rate on 
your loan?

ANo. You will be paying a higher interest rate 
to borrow money than others who borrowed money 
more recently. Of course, you could refinance to get 
a lower interest rate, but you would need to calcu-
late how much you would save on your loan and 
compare it to the cost of refinancing to determine 
whether it would be worthwhile.

ANTICIPATED INFLATION AND INTEREST RATES

notably, currency—can be indexed). An alternative 
approach has been to try to stop inflation through 

various policies relating to the amount 
of government spending, tax rates, and 
the amount of money created. Wage and 

price controls—legislation limiting wage 
and price increases—offer still another 
approach to the inflation problem.

Some economists argue that we should go one step 
further and index everything, meaning that all contrac-
tual arrangements would be adjusted 
frequently to take account of chang-
ing prices. Such an arrangement might 
reduce the impact of inflation, but it 
would also entail additional contract-
ing costs (and not every good—most 

wage and price controls 
legislation used to combat 
inflation by limiting changes 
in wages and prices

S E C T I O N    C H E C K

1. Unanticipated inflation causes unpredictable transfers of wealth and reduces the efficiency of the market 
 system by distorting price signals.

2. A price-level index allows us to compare prices paid for goods and services over time by creating a measure 
of how many dollars it would take to maintain a constant purchasing power over time. The consumer price 
index (CPI) is the best-known index.

3. The GDP deflator is a price index that measures the average level of prices of all final goods and services pro-
duced in the economy.

4. The consumer price index fails to account for increased quality of goods, introduction of new goods, or 
changes in the relative quantities of goods purchased.

5. Inflation generally hurts creditors and those on fixed incomes and pensions; debtors generally benefit from 
inflation.

6. The nominal interest rate is the actual amount of interest you pay. The real interest rate is the nominal rate 
minus the inflation rate.

7. Wage earners attempt to keep pace with inflation by demanding higher wages each year or by indexing their 
annual wage to inflation.

1. How does price level stability reduce the difficulties buyers and sellers have in coordinating their plans?

2. Why does the consumer price index tend to overstate inflation if the quality of goods and services is rising 
over time?

3. Why would the CPI take into account some goods imported from other countries, but not take into account 
some goods produced domestically, unlike the GDP deflator?

4. Why doesn’t the consumer price index accurately adjust for the cost-of-living effects of a tripling in the price 
of bananas relative to the prices of other fruits?
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Short-Term Fluctuations  
in Economic Growth

The aggregate amount of economic activity in the 
United States and most other nations has increased 

markedly over time, even on a per capita basis, indicat-
ing economic growth. Short-term fluctuations in the 
level of economic activity also occur. We sometimes call 
these short-term fluctuations business cycles. Exhibit 1 
illustrates the distinction between long-term economic 
growth and short-term economic fluctuations. Over 

a long period, the line representing economic activity 
slopes upward, indicating increasing real output. Over 
short periods, however, downward, as well as upward, 
output changes occur. Business cycles refer to the short-
term ups and downs in economic activity, not to the 
long-term trend in output, which in modern times has 
been upward.

The Phases of a Business Cycle

A business cycle has four phases—expansion, 
peak, contraction, and trough—as illustrated in 

Exhibit 2. The period of expansion is when output (real 
GDP) is rising signifi-
cantly. Usually, during 
the expansion phase, 
unemployment is fall-
ing and both consumer 
and business confidence 
are high. Thus, invest-
ment is rising, as are 
expenditures for expen-
sive durable consumer 
goods, such as auto-
mobiles and household 
appliances. The peak is 
the point in time when 
the expansion comes to 
an end, when output 
is at the highest point 
in the cycle. The con-
traction is a period of 

n What are short-term economic  
fluctuations?

n What are the four stages  
of a business cycle?

n What is the difference between  
a recession and a depression?

Economic Fluctuations

Business Cycles  
and Economic Growth

In a growing economy, business downturns are 
 temporary reversals from a long-term trend  
of economic growth.
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business cycles 
short-term fluctuations in  
the economy relative to the 
long-term trend in output

expansion 
when output (real GDP) is 
rising significantly—the period 
between the trough of a 
recession and the next peak

peak 
the point in time when 
expansion comes to an end, 
that is, when output is at the 
highest point in the cycle

contraction 
when the economy is 
slowing down—measured 
from the peak to the trough

5. What will happen to the nominal interest rate if the real interest rate rises, ceteris paribus? What if inflation 
increases, ceteris paribus?

6. Say you owe money to Big River Bank. Will you gain or lose from an unanticipated decrease in inflation?

7. How does a variable interest rate loan “insure” the lender against unanticipated increases in inflation?

8. Why will neither creditors nor debtors lose from inflation if it is correctly anticipated?

9. How could inflation make people turn to exchange by barter?

5. What will happen to the nominal interest rate if the real interest rate rises, ceteris paribus? What if inflation 
increases, ceteris paribus?

6. Say you owe money to Big River Bank. Will you gain or lose from an unanticipated decrease in inflation?

7. How does a variable interest rate loan “insure” the lender against unanticipated increases in inflation?

8. Why will neither creditors nor debtors lose from inflation if it is correctly anticipated?

9. How could inflation make people turn to exchange by barter?
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falling real output and is usually accompanied by 
rising unemployment and declining business and con-
sumer confidence. The contraction phase is measured 
from the peak to the trough—the point in time when 
output stops declining and business activity is at its 
lowest point in the cycle. Investment spending and 
expenditures on consumer durable goods fall sharply 
in a typical contraction. The contraction 
phase is also called recession, a period 
of significant decline in output and 
employment (lasting more than a few 
months). Unemployment is relatively 
high at the trough, although the actual 
maximum amount of unemployment 
may not occur exactly at the trough. 
Often, unemployment remains fairly 
high well into the expansion phase. The 
expansion phase is measured from the 
trough to the peak.

How Long Does a 
Business Cycle Last?

The length of any given business cycle is not uni-
form. Because it does not have the regularity 

that the term cycle implies, economists often use the 

term economic fluctuation rather than 
business cycle. In addition, economic 
fluctuations are almost impossible to 
predict. In both the 1980s and the 
1990s, expansions were quite long by 
historical standards. The contraction 
phase is one of recession, a decline in 
business activity. A severe recession is 
called a depression. Likewise, a pro-
longed expansion in economic activity 
is sometimes called a boom. Exhibit 3 
shows the record of U.S. business cycles 
since 1854. Notice that contractions 
seem to be getting shorter over time. 
The National Bureau of Economic 
Research (NBER) Business Cycle Dating 
Committee determined that a recession 

began in March 2001, ending an expansion that lasted 
from March 1991 to March 2001. The attacks of 
September 11, 2001, clearly deepened the contraction 
and may have been instrumental in turning a  contraction 

Four Phases  
of a Business Cycle

Business cycles have four phases: expansion, peak, 
contraction, and trough. The expansion phase usu-
ally is longer than the contraction; and in a grow-
ing economy, output (real GDP) will rise from one 
 business cycle peak to the next.
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trough 
the point in time when output 
stops declining, that is, when 
business activity is at its 
lowest point in the cycle

recession 
a period of significant decline 

in output and employment

depression  
severe recession or 
contraction in output

boom  
period of prolonged 
economic expansion

A Historical Record  
of U.S. Recessions, 1921–2008

Peak trough
Length  

of Recession

January 1920 July 1921 18

May 1923 July 1924 14

October 1926 November 1927 13

August 1929 March 1933 43

May 1937 June 1938 13

February 1945 October 1945 8

November 1948 October 1949 11

July 1953 May 1954 10

August 1957 April 1958 8

April 1960 February 1961 10

December 1969 November 1970 11

November 1973 March 1975 16

January 1980 July 1980 6

July 1981 November 1982 16

July 1990 March 1991 8

March 2001 November 2001 8

December 2007 — —

SOURCES: National Bureau of Economic Research,Inc., http://www.nber.org/
cycles.html; and U.S. Department of Commerce.
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into a  recession. The committee met in November of 
2008 and determined that the economy peaked in 
December 2007, marking the end of a 73-month 
expansion and the beginning of a recession. There is 
a delay before the NBER announces the beginning 
or end of a recession, because of the complexities 
involved in gathering and evaluating the data. So the 
official beginning and end dates of a recession are not 
known until many months later.

Seasonal Fluctuations Affect 
Economic Activity

The determinants of cyclical fluctuations in the 
economy are the major thrust of the next sev-

eral chapters, and some fluctuation in economic 
activity reflects seasonal patterns. Business activity, 
whether measured by production or by the sale of 
goods, tends to be high in the two months before 
the winter holidays and somewhat lower in summer-
time, when many families are on vacation. Within 
individual industries, of course, seasonal fluctuations 
in output often are extremely pronounced, agricul-
ture being the best example. Often, key economic 
statistics, such as unemployment rates, are season-
ally adjusted, meaning the numbers 
are modified to account for normal 
seasonal fluctuations. Thus, seasonally 
adjusted unemployment rates in sum-
mer months are below actual unem-
ployment rates, because employment 
is normally high in summertime due to 
the inflow of school-age workers into 
the labor force.

Forecasting Cyclical Changes

The farmer and the aviator rely heavily on weather 
forecasters for information on climatic condi-

tions in planning their activities. Similarly, busi-
nesses,  government agencies, and, to a lesser extent, 
consumers rely on economic forecasts to learn of 
forthcoming developments in the business cycle. If it 
looks as if the economy will continue in an expan-
sionary phase, businesses may expand production to 
meet a perceived forthcoming need; if it looks as if 
contraction is coming, businesses may decide to be 
more cautious.

Forecasting Models
Using theoretical models, which will be discussed 
in later chapters, economists gather statistics on 
economic activity in the immediate past, including, 
for example, consumer expenditures, business inven-
tories, the supply of money, governmental expendi-
tures, tax revenues, and so on. Using past historical 
relationships between these factors and the overall 
level of economic activity (which form the basis of 
the economic theories), they formulate economet-
ric models. Statistics from the immediate past are 
plugged into the model, and forecasts are made. 
Because human behavior changes, and our assump-
tions about certain future developments may not be 
correct, our numbers are imperfect, and our econo-
metric models are not always accurate. But like the 
weather forecasts, although the econometric models 
are not perfect, they are helpful.

Leading Economic Indicators
One less sophisticated but useful forecasting tool is 
watching trends in leading economic indicators. Some 
types of economic activity change before the economy 
as a whole changes. If in March these activities show 
an increase after having declined for several months, 
past experience suggests that the entire output will 

start rising after a few months, perhaps 
in July or August. About a dozen such 
leading indicators exist, including the 
lengths of the average workweek, the 
size of the nation’s money supply, prices 
of common stocks, the number of new 
businesses formed, and new orders for 
plants and equipment. The Department 
of Commerce combines all these into an 
index of leading indicators. If the index 

rises sharply for two or three months, it is likely (but 
not certain) that increases in the overall level of activity 
will follow.

Since the development of the leading economic 
indicators, the composite index of leading economic 
indicators has never failed to give some warning of an 
economic downturn. Unfortunately, the lead time has 
varied widely. The composite index turned down 23 
months prior to the 1957–1958 recession but gave only 
a three-month warning before the 1981–1982 slump. 
This variance in lead time can cause particular policy 
problems. Specifically, the use of leading economic 
indicators to predict future trends can make policy 
decisions less accurate. For example, if the federal 

leading economic 
indicators 
factors that economists at 
the Commerce Department 
have found typically change 
before changes in economic 
activity
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S E C T I O N    C H E C K

1. Business cycles (or economic fluctuations) are short-term fluctuations in the amount of economic activity, 
relative to the long-term growth trend in output.

2. The four phases of a business cycle are expansion, peak, contraction, and trough.

3. Recessions occur during the contraction phase of a business cycle. Severe, long-term recessions are called 
depressions.

4. The economy often goes through short-term contraction even during a long-term growth trend.

1. Why would you expect unemployment to fall during an economy’s expansionary phase and to rise during a 
contractionary phase?

2. Why is the output of investment goods and durable consumer goods more sensitive to the business cycle 
than that of most goods?

3. Why might the unemployment rate fall after output starts recovering during the expansion phase of the busi-
ness cycle?

In te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. Three major macroeconomic goals are maintaining 
employment at _____________ levels; maintaining 
prices at a(n) _____________ level; and achieving a(n) 
_____________ rate of economic growth.

 2. Concern over both unemployment and price instability 
led to the passage of the _____________, in which the 
United States committed itself to policies designed to 
reduce unemployment in a manner consistent with price 
stability.

 3. With high rates of unemployment, society loses some 
potential _____________ of goods and services.

 4. The unemployment rate is the number of people 
officially _____________ divided by _____________.

 5. The labor force is the number of people over the age of 
16 who are either _____________ or ____________.

 6. _____________ workers, who have not actively sought 
work for four weeks, are not counted as unemployed; 
instead, they fall out of the _____________.

 7. Some people working overtime or extra jobs might be 
considered to be _____________ employed.

 8. The four main categories of unemployed workers 
include job _____________ (temporarily laid off or 
fired), job _____________ (quit), _____________ 
(worked before and now reentering the labor force), 
and _____________ (entering the labor force for the 
first time).

 9. _____________ typically account for the largest fraction 
of those unemployed.

 10. In the short run, a reduction in unemployment may 
come at the expense of a higher rate of _____________, 
especially if the economy is close to full capacity.

 government responds with policies to combat the reces-
sion as soon as the leading economic indicators begin 
predicting a recession, then the recession that would 
have occurred may fail to materialize. On the other 
hand, a self-fulfilling prophecy may result if businesses 
respond with cutbacks in orders for plants and equip-

ment as soon as the leading economic indicators begin 
predicting a recession.

The economic indicators do provide a warn-
ing of a likely downturn, but they do not provide 
accurate information on the depth or duration of the 
downturn.
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 11. Trying to match employees with jobs quickly may lead 
to significant inefficiencies because of _____________ 
between a worker’s skill level and the level of skill 
required for a job.

 12. The duration of unemployment tends to be greater 
when the amount of unemployment is _____________ 
and smaller when the amount of unemployment is 
_____________.

 13. The percentage of the population that is in the labor 
force is called the _____________ rate.

 14. Frictional unemployment is _____________ term and 
results from the _____________ turnover in the labor 
market.

 15. Frictional unemployment tends to be somewhat 
_____________ in periods of low unemployment, when 
job opportunities are plentiful.

 16. If individuals seeking jobs and employers seeking 
workers had better information about each other, 
the amount of frictional unemployment would be 
considerably _____________.

 17. _____________ unemployment reflects the existence of 
persons who lack the necessary skills for jobs that are 
available.

 18. _____________ unemployment is the most volatile form 
of unemployment.

 19. Most of the attempts to solve the unemployment 
problem have placed an emphasis on increasing 
_____________.

 20. Job retraining programs have the potential to reduce 
_____________ unemployment.

 21. The natural rate of unemployment roughly equals 
the sum of _____________ and _____________ 
unemployment when they are at a maximum.

 22. One can view unemployment rates below the 
_____________ rate as reflecting the existence of 
a below-average level of frictional and structural 
unemployment.

 23. The natural rate of unemployment is the median, or 
“typical,” unemployment rate, equal to the sum of 
_____________ and _____________ unemployment 
when they are at a maximum.

 24. The natural rate of unemployment may change over 
time as _____________, _____________, _____________, 
and other conditions vary.

 25. When all of the economy’s labor resources and other 
resources, such as capital, are fully employed, the 
economy is said to be producing its _____________ level 
of output.

 26. When the economy is experiencing cyclical 
unemployment, the unemployment rate is 
_____________ than the natural rate.

 27. The economy can _____________ exceed potential 
output as workers put in overtime or moonlight by 
taking on extra employment.

 28. Without price stability, consumers and producers will 
experience more difficulty in _____________ their plans 
and decisions.

 29. In general, the only thing that can cause a sustained 
increase in the rate of inflation is a(n) _____________ 
rate of growth in money.

 30. The __________ is the standard measure of inflation.

 31. We must adjust for the changing purchasing power of 
the dollar by constructing a price _____________.

 32. The best-known price index is the _____________, 
which provides a measure of the trend in the prices 
of goods and services purchased for consumption 
purposes.

 33. The GDP deflator measures the average level of prices 
of all _____________ goods and services produced in the 
economy.

 34. The CPI is the price index that is most relevant to 
_____________ trying to evaluate their changing 
financial position over time.

 35. A price index is equal to the cost of the chosen market 
basket in the _____________ year, divided by the cost 
of the same market basket in the _____________ year, 
times 100.

 36. While the CPI and the GDP deflator move together, the 
CPI tends to be _____________ volatile.

 37. Retirees on fixed pensions, creditors, and those whose 
incomes are tied to long-term contracts can be hurt 
by inflation because inflation _____________ the 
purchasing power of the money they receive.

 38. The _____________ that inflation creates can discourage 
investment and economic growth.

 39. Inflation can _____________ one nation’s price level 
relative to price levels in other countries, which can lead 
to difficulties in financing the purchase of foreign goods 
or to a decline in the value of the national currency 
relative to that of other countries.

 40. In periods of high and variable inflation, households 
and firms have a difficult time distinguishing changes in 
_____________ prices from changes in the general price 
level, distorting the information that flows from price 
signals.
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 41. _____________ costs are the costs of changing posted 
prices.

 42. _____________ costs are the costs of checking on your 
assets.

 43. The real interest rate equals the _____________ interest 
rate minus the _____________ rate.

 44. In most economic decisions, it is the _____________ 
rate of interest that matters, because it shows how 
much borrowers pay and lenders receive in terms of 
purchasing power.

 45. The _____________ the interest rate, the greater 
the quantity of funds people will demand, ceteris 
paribus; the _____________ the interest rate, the 
greater the quantity of loanable funds supplied, 
ceteris paribus.

 46. When creditors start expecting future inflation, there 
will be a(n) _____________ shift in the supply curve 
of loanable funds. Likewise, demanders of funds 
(borrowers) are more anxious to borrow because they 
think they will pay their loans back in dollars of lesser 
purchasing power than the dollars they borrowed. Thus, 
the demand for funds increases.

 47. If the inflation rate is _____________ anticipated, 
new creditors do not lose, nor do debtors gain, from 
inflation.

 48. Groups try to protect themselves from inflation by using 
_____________ clauses in contracts.

 49. The tendency is for nominal interest rates and inflation 
rates to move in the _____________ direction.

 50. Business cycles refer to the _____________ fluctuations 
in economic activity, not to the _____________ trend in 
output.

 51. A business cycle has four phases: _____________, 
_____________, _____________, and _____________.

 52. Expansion occurs when output is _____________ 
significantly, unemployment is _____________, and both 
consumer and business confidence are _____________.

 53. The _____________ is when an expansion comes to an 
end, that is, when output is at the highest point in the 
business cycle; while the _____________ is the point 
in time when output stops declining, that is, when 
business activity is at its lowest point in the business 
cycle.

 54. Seasonally adjusted unemployment rates in summer 
months are _____________ actual unemployment rates 
because unemployment is normally _____________ 
in summertime as a result of the inflow of school-age 
workers into the labor force.

 55. Businesses, government agencies, and, to a lesser extent, 
consumers rely on economic _____________ to learn of 
forthcoming developments in the business cycles.

 56. If the index of _____________ increases sharply for 
two or three months, it is likely (but not certain) that 
increases in the overall level of activity will follow.

 57. Even though the leading economic indicators do 
provide a warning of a likely downturn, they do not 
provide accurate information on the _____________ or 
_____________ of the downturn.

Answers: 1. high; stable; high 2. Employment Act of 1946 3. output 4. unemployed; the civilian labor force 5. employed; unemployed 
6. Discouraged; labor force 7. over 8. losers; leavers; reentrants; new entrants 9. Job losers 10. inflation 11. mismatches 12. high; low 
13. labor force participation 14. short; normal 15. greater 16. lower 17. Structural 18. Cyclical 19. aggregate demand 20. structural 
21. frictional; structural 22. natural 23. frictional; structural 24. technological, demographic; institutional 25. potential 26. greater 
27. temporarily 28. coordinating 29. high 30. consumer price index 31. index 32. consumer price index 33. final 34. households 35. current; 
base 36. more 37. erodes 38. uncertainty 39. raise 40. relative 41. Menu 42. Shoe-leather 43. nominal; inflation 44. real 45. lower; higher 
46. leftward 47. accurately 48. cost-of-living 49. same 50. short-term; long-term 51. expansion; peak; contraction; trough 52. rising; falling; 
high 53. peak; trough 54. below; high 55. forecasts 56. leading indicators 57. depth; duration

Key Terms and Concepts
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 Macroeconomic Goals
 1. What are the three major economic goals 

of most societies?
The three major economic goals of most societies are 
(1) maintaining employment at high levels, so that jobs 
are relatively plentiful and financial suffering from lack 
of income is relatively uncommon; (2) price stability, 
so consumers and producers can make better decisions; 
and (3) achieving a high rate of economic growth, 
so output, and therefore income and consumption, 
increases over time.

 2. What is the Employment Act of 1946? Why was 
it significant?
The Employment Act of 1946 was a law that 
committed the federal government to policies designed 
to reduce unemployment in a manner consistent 
with price stability. It was significant as the first 
formal government acknowledgment of these primary 
macroeconomic goals.

 Employment 
and Unemployment
 1. What happens to the unemployment rate when 

the number of unemployed people increases, 
ceteris paribus? When the labor force grows, 
ceteris paribus?
The unemployment rate is defined as the number of 
people officially unemployed divided by the labor force. 
Therefore, the unemployment rate rises as the number 
of unemployed people increases and it falls when the 
labor force grows, ceteris paribus.

 2. How might the official unemployment rate 
understate the “true” degree of unemployment? 
How might it overstate it?
The official unemployment rate understates the “true” 
degree of unemployment by not including discouraged 
workers as unemployed, by counting part-time 
workers who cannot find full-time jobs as “fully” 
employed, and by counting those employed in jobs 
that underutilize worker skills as “fully” employed. 

It overstates the “true” degree of unemployment by 
not counting those working overtime or multiple jobs 
as “overemployed,” by counting those employed in 
the underground economy as unemployed, and by 
including those just “going through the motions” of 
job search to maintain unemployment benefits or other 
government benefits as unemployed.

 3. Why might the fraction of the unemployed who 
are job leavers be higher in a period of strong 
labor demand?
In a period of strong labor demand, people would be 
more confident of their ability to find other jobs, and 
therefore they would be more likely to leave (quit) their 
current jobs.

 4. Suppose you live in a community of 100 people. 
If 80 people are over 16 years old and 72 
people are willing and able to work, what is the 
unemployment rate in this community?
The unemployment rate in this community is the 
number unemployed (8) divided by the labor force (80), 
or 10 percent.

 5. What would happen to the unemployment rate 
if a substantial group of unemployed people 
started going to school full time? What would 
happen to the size of the labor force?
Full-time students are not considered part of the 
labor force, so the labor force, the number officially 
unemployed, and the unemployment rate would all fall 
if a substantial group of unemployed people became 
full-time students.

 6. What happens to the unemployment rate 
when officially unemployed people become 
discouraged workers? Does anything happen to 
employment in this case?
When officially unemployed workers become 
discouraged workers, they stop seeking jobs and are 
no longer counted as either part of the labor force 
or as unemployed, reducing the unemployment rate. 
However, since they do not find jobs, there is no effect 
on employment as a result.

Sect ion Check Answers

Chapter 10  Introduction to Macroeconomics: Unemployment, Inflation, and Economic Fluctuations 289

consumer price index (CPI) 274
GDP deflator 274
producer price index 275
hyperinflation 279
menu costs 279
shoe-leather cost 279

nominal interest rate 280
real interest rate 280
wage and price controls 282
business cycles 283
expansion 283
peak 283

contraction 283
trough 284
recession 284
depression 284
boom 284
leading economic indicators 285

10.1

10.2



 Types of Unemployment
 1. Why do we want some frictional unemployment?

We want some frictional unemployment because we 
want human resources employed in areas of higher 
productivity, and some period of job search (frictional 
unemployment), rather than taking the first job 
offered, can allow workers to find more productive 
employment.

 2. Why might a job retraining program be a 
more useful policy to address structural 
unemployment than to address frictional 
unemployment?
Structural unemployment reflects people who lack 
the necessary skills for the jobs available, rather than 
a temporary period of search between jobs. A job 
retraining program to develop skills to match the jobs 
available addresses such structural unemployment, not 
frictional unemployment.

 3. What is the traditional government policy “cure” 
for cyclical unemployment?
The traditional government policy “cure” for cyclical 
unemployment is to adopt policies designed to increase 
aggregate demand for goods and services.

 4. What types of unemployment are present 
at full employment (at the natural rate of 
unemployment)?
At full employment (at the natural rate of 
unemployment), both frictional and structural 
unemployment, but not cyclical unemployment, are 
present.

 5. Why might frictional unemployment be higher in 
a period of plentiful jobs (low unemployment)?
In a period of plentiful jobs, frictional unemployment 
can be higher because job opportunities are plentiful, 
which stimulates mobility between jobs, which, in turn, 
increases frictional unemployment.

 6. If the widespread introduction of the automobile 
caused a productive buggy whip maker to lose 
his job, would he be structurally unemployed?
If the buggy whip maker’s skills were not in demand in 
other industries and they learned no new transferable 
skills from the old job, this would result in structural 
unemployment.

 7. If a fall in demand for domestic cars 
causes auto workers to lose their jobs in 
Michigan, while plenty of jobs are available 

for lumberjacks in Montana, what kind of 
unemployment results?
This would be an example of structural unemployment, 
resulting from skills mismatched to the jobs available.

 Reasons for Unemployment
 1. What are the three reasons for wages to fail to 

balance labor supply and labor demand?
Minimum wages, unions, and efficiency wages can each 
lead to a failure to balance labor supply and demand, 
by leading to wages for some workers that are above 
their opportunity costs, and increasing unemployment.

 2. What is an efficiency wage?
An efficiency wage is a wage that is greater than the 
equilibrium wage. Its intent is to reduce the costs of 
turnover, absenteeism, and shirking, and increase 
worker quality and morale, thereby increasing 
productivity and reducing costs. If the increased 
productivity and reduced costs that result outweigh the 
higher wage costs, producers’ profits will rise.

 3. How do search costs lead to prolonged periods 
of unemployment?
Because employers offer different jobs, compensation 
packages, and working conditions, and workers differ 
in skills and preferences, matching up workers to 
appropriate jobs requires a great deal of information. 
The search for this information entails frictional 
unemployment, which can also be thought of as 
employment in gathering information, which, in some 
cases, can lead to prolonged periods of unemployment.

 4. Why would higher unemployment compensation 
in a country like France lead to higher rates of 
unemployment?
Unemployment insurance lowers the opportunity cost 
to a worker from being unemployed, increasing the 
duration of unemployment and the unemployment 
rate. Higher unemployment insurance payments 
will decrease the opportunity cost of remaining 
unemployed, tending to induce the duration of 
unemployment and raise the unemployment rate.

 5. Does new technology increase unemployment?
New technology can increase unemployment among 
those whose skills are replaced by that technology. 
However, it also creates new jobs manufacturing, 
servicing, and repairing the new equipment, and, by 
lowering costs, new technology frees up more income 
to demand other goods and services, creating jobs in 
those industries.

PART 4  Macroeconomic Foundations290

10.3

10.4



 Inflation
 1. How does price level stability reduce the 

difficulties buyers and sellers have in 
coordinating their plans?
Price level instability increases the difficulties buyers 
and sellers have in coordinating their plans by reducing 
their certainty about what price changes mean—do they 
reflect changes in relative prices or changes in inflation? 
Eliminating this uncertainty makes the meaning of price 
changes clearer, allowing buyers and sellers to better 
coordinate their plans through the price system. High 
and variable rates of inflation also interact with the tax 
code in ways which distort incentives and lead people 
to invest resources trying to protect themselves against 
inflation rather than in socially productive activities.

 2. Why does the consumer price index tend to 
overstate inflation if the quality of goods and 
services is rising over time?
The consumer price index does not adjust for most 
quality increases that take place in goods and services. 
Therefore, higher prices that actually reflect increased 
quality are counted as higher prices for a given quality, 
and as a result the consumer price index overstates 
increases in the cost of living.

 3. Why would the CPI take into account some 
goods imported from other countries, but 
not take into account some goods produced 
domestically, unlike the GDP deflator?
The CPI measures the prices of goods and services 
bought by U.S. consumers, and some goods consumed 
by U.S. consumers are imported from other countries. 
The CPI also fails to take into account those goods 
produced domestically that are not purchased by 
U.S. consumers, such as investment goods purchased 
by businesses and military goods bought by the 
government. The GDP deflator, on the other hand, 
takes into account all the goods produced in the United 
States, whether purchased directly by consumers or not.

 4. Why doesn’t the consumer price index 
accurately adjust for the cost-of-living effects of 
a tripling in the price of bananas relative to the 
prices of other fruits?
The consumer price index assumes that people continue 
to consume the same number of bananas as in the 
base year (survey period). Therefore, the cost of the 
banana component of the consumer price index triples 
when the price of bananas triples. However, in fact, 
consumers will substitute other fruits that become 
relatively cheaper as a result of the banana price 
increase; so this component of their cost of living has 
not actually increased as fast as banana prices.

 5. What will happen to the nominal interest rate if 
the real interest rate rises, ceteris paribus? What 
if inflation increases, ceteris paribus?
The real interest rate is the nominal interest rate minus 
the inflation rate. Alternatively, the nominal interest 
rate is the sum of the desired real interest rate and the 
expected inflation rate. If either the real interest rate 
or the rate of inflation increases, nominal interest rates 
will also increase.

 6. Say you owe money to Big River Bank. Will you 
gain or lose from an unanticipated decrease in 
inflation?
An unanticipated decrease in inflation will mean that 
the dollars you must pay back on your loan will be 
worth more than you expected, raising the real interest 
rate you must pay on that loan, which makes you 
worse off.

 7. How does a variable interest rate loan “insure” 
the lender against unanticipated increases in 
inflation?
With a variable interest rate loan, an unanticipated 
increase in inflation does not reduce the real interest 
rate received by the lender, but instead increases the 
nominal interest rate on the loan to compensate for the 
increased inflation.

 8. Why will neither creditors nor debtors lose from 
inflation if it is correctly anticipated?
Correctly anticipated inflation will be accurately 
reflected in the terms creditors and debtors agree to, so 
that neither will lose from inflation. Only unexpected 
rates of inflation can redistribute wealth between 
debtors and creditors.

 9. How could inflation make people turn to 
exchange by barter?
If inflation is very rapid, people lose faith 
in the value of their monetary unit, and this can 
lead to exchange by barter, because goods can then 
have a more predictable value than their country’s 
money.

 Economic Fluctuations
 1. Why would you expect unemployment to fall 

during an economy’s expansionary phase and to 
rise during a contractionary phase?
Output increases during an economy’s expansion 
phase. To produce that increased output in the 
short term requires more workers, which increases 
employment and reduces the unemployment rate, other 
things equal.
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 2. Why is the output of investment goods and 
durable consumer goods more sensitive to the 
business cycle than that of most goods?
When output is growing and business confidence is 
high, investment rises sharply because it appears highly 
profitable; when incomes and consumer confidence 
are high, durable goods, whose purchases are often 
delayed in less prosperous times, rise sharply in demand. 
In recessions, investment and consumer durables 
purchases fall sharply, as such projects no longer appear 
profitable, and plans are put on hold until better times.

 3. Why might the unemployment rate fall after 
output starts recovering during the expansion 
phase of the business cycle?
Often unemployment remains fairly high well into the 
expansion phase, because it takes a period of recovery 
before businesses become convinced that the increasing 
demand for their output is going to continue, making it 
profitable to hire added workers.
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Study Guide

true or False:

1. Economic growth means a growth in real, per capita total output over time.

2. Economic growth is considered to be positive by all individuals.

3. Other things being equal, relatively high rates of unemployment are almost universally viewed as bad.

4. The unemployment rate is the number of people officially unemployed divided by a country’s population aged 16 or over.

5. The civilian labor force figure excludes those in the armed services, prison, and mental hospitals, as well as homemakers, 
retirees, and full-time students, because they are not considered currently available for employment.

6. By far, the worst employment downturn in U.S. history was the Great Depression.

7. Before 1960, variations in unemployment tended to be more pronounced than since 1960.

8. Discouraged workers, who have not actively sought work for four weeks, are counted as unemployed.

9. People looking for full-time work who grudgingly settle for a part-time job are counted as employed, even though they 
are only “partly” employed.

10. Some people working in the underground economy may be counted in labor statistics as unemployed, while others may 
be counted as not in the labor force.

11. Unemployment rates are usually similar across different segments of the population, but they vary substantially over time.

12. In the short run, a reduction in unemployment may come at the expense of a higher rate of inflation.

13. The duration of unemployment tends to be greater when the amount of unemployment is low and smaller when the 
amount of unemployment is high.

14. Unemployment means a loss of potential output.

15. When the baby-boom generation began entering the labor force, it raised the labor force participation rate.

16. Frictional unemployment results from persons being temporarily between jobs.

17. Frictional unemployment, while not good in itself, is a by-product of a healthy phenomenon; and because it is short lived, 
it is not generally viewed as a serious problem.

18. Structural employment can arise because jobs that require particular skills disappear.

19. Structural unemployment is easily measured and stable over time.

20. Cyclical unemployment may result from an insufficient level of demand for goods and services.

21. Given the volatility and dimensions of unemployment, governments view it as the result of inadequate demand, which is 
especially correctable through government policies.

22. The natural rate of unemployment roughly equals the sum of frictional and cyclical unemployment when they are at a 
maximum.

23. When unemployment rises above the natural rate, it reflects the existence of cyclical unemployment.

24. The natural rate of unemployment does not change over time.

25. At the natural rate of unemployment, the economy is producing its potential output.

26. When the economy is experiencing cyclical unemployment, the unemployment rate is less than the natural rate.

27. In both inflation and deflation, a country’s unit of currency changes in purchasing power.

28. Unanticipated and sharp price changes are almost universally considered to be a “bad” thing that needs to be remedied by 
some policy.

29. Debtors lose from inflation.

30. Wage earners will lose from inflation if wages rise at a slower rate than the price level.
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 31. Uncertainty about inflation can increase long-term interest rates by adding an inflation risk premium.

 32. Inflation brings about changes in real incomes of persons.

 33. Menu costs and shoe-leather costs are modest, regardless of the rate of inflation.

 34. The real interest rate equals the nominal interest rate plus the inflation rate.

 35. When the inflation rate exceeds the nominal interest rate, real interest rates are negative.

 36. As long as nominal interest rates cannot be negative, real interest rates cannot be negative.

 37. If people correctly anticipate inflation, they will behave in a manner that will largely protect them against loss.

 38. When people start expecting future inflation, creditors become less willing to lend funds at any given interest rate because 
they fear they will be repaid in dollars of lesser value than those they loaned.

 39. When borrowers of funds start expecting future inflation, the demand for funds decreases.

 40. When both suppliers and demanders of funds begin to expect inflation, it will push up the interest rate to a new, higher 
equilibrium level.

 41. In periods of high unexpected inflation, the nominal interest rate can be high while the real interest rate is low or even 
negative.

 42. In a growing economy, real GDP will tend to rise from one business cycle peak to the next.

 43. In an expansion, investment is rising, but expenditures for expensive durable consumer goods are falling.

 44. A contraction is a period of falling real output and is usually accompanied by rising unemployment and declining business 
and consumer confidence.

 45. Unemployment falls substantially as soon as the economy enters the expansion phase of the business cycle.

 46. The lengths of business cycles are not uniform.

 47. The performance of the economy and the fate of an incumbent’s bid for reelection show a strong correlation.

 48. Econometric forecasts are generally highly accurate.

 49. Since the development of the index of leading economic indicators, it has never failed to give some warning of an 
economic downturn.

 50. The lead time between a change in the index of economic indicators and changes in business conditions has varied widely.

 51. A price index can be used to deflate current dollar GDP to real GDP expressed in dollars of constant purchasing power.

 52. The consumer price index measures the average level of prices of all final goods and services produced in the economy.

 53. Our ability to calculate inflation accurately is complicated by changing qualities of goods and services over time and the 
creation of new products.

 54. Many factors can potentially distort the CPI.

 55. One benefit from chain weighting is that it reduces the upward bias of a price index.

 56. The PPI is often useful in predicting changes in the CPI.

 57. A Porsche produced in Germany and purchased in the United States would show up in the GDP deflator but not in the CPI.

Multiple Choice:

 1. Which is not one of society’s major economic goals?
 a. maintaining employment at high levels
 b. maintaining prices at a stable level
 c. maintaining a high rate of economic growth
 d. All of the above are major economic goals of society.
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 2. The three major macroeconomic goals of nearly every society are
 a. maintaining stable prices, reducing interest rates, and achieving a high rate of economic growth.
 b. maintaining high levels of employment, increasing the supply of money, and achieving a high rate 

of economic growth.
 c. maintaining stable prices, maintaining high levels of employment, and achieving high rates of economic growth.
 d. achieving high rates of economic growth, reducing unemployment, and reducing interest rates.

 3. Economic growth is measured by changes in
 a. nominal GDP.
 b. the money supply.
 c. real GDP per capita.
 d. the rate of unemployment.
 e. none of the above.

 4. High rates of unemployment
 a. can lead to increased tensions and despair.
 b. result in the loss of some potential output in society.
 c. reduce the possible level of consumption in society.
 d. represent a loss of efficiency in society.
 e. All of the above are true.

 5. The unemployment rate is the number of people officially unemployed divided by
 a. the civilian labor force.
 b. the noninstitutional population.
 c. the total population.
 d. the number of people employed.
 e. none of the above.

 6. The labor force consists of
 a. discouraged workers, employed workers, and those actively seeking work.
 b. all persons over the age of 16 who are working or actively seeking work.
 c. all persons over the age of 16 who are able to work.
 d. all persons over the age of 16 who are working, plus those not working.
 e. discouraged workers, part-time workers, and full-time workers.

 7. The civilian labor force includes which of the following groups?
 a. those in the armed forces
 b. those who are currently working part time
 c. full-time students
 d. retirees
 e. all of the above

 8. Discouraged workers
 a. are considered unemployed.
 b. are considered as not in the labor force.
 c. are considered as in the labor force.
 d. are considered as both unemployed and in the labor force.
 e. are considered as unemployed but not in the labor force.

 9. Which of these groups tends to have the lowest unemployment rate?
 a. teenagers
 b. those with some college education
 c. college graduates
 d. those with a high school diploma but no college experience
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 10. The largest fraction of those counted as unemployed is due to
 a. job losers.
 b. job leavers.
 c. new entrants.
 d. reentrants.

 11. In Littletown, the population includes 1,000 people over the age of 16; 800 are in the labor force, and 600 are employed. 
The unemployment rate is

 a. 33 percent.
 b. 25 percent.
 c. 20 percent.
 d. 75 percent.
 e. none of the above.

 12. The official unemployment rate may overstate the extent of unemployment because
 a. it excludes discouraged workers.
 b. it counts part-time workers as fully employed.
 c. it does not count those with jobs in the underground economy as employed.
 d. it includes those who claim to be looking for work as unemployed, even if they are just going through the motions in 

order to get government benefits.
 e. of both c and d.

 13. The unemployment rate may underestimate the true extent of unemployment if
 a. employees increase the number of hours they work overtime.
 b. many people become discouraged and cease looking for work.
 c. a large number of people are working in the underground economy.
 d. any of the above occur.

 14. If unemployment benefits increase, leading more people to claim to be seeking work when they are not really seeking 
work, the measured unemployment rate will

 a. rise.
 b. fall.
 c. be unaffected.
 d. change in an indeterminate direction.

 15. After looking for a job for more than eight months, Kyle became frustrated and stopped looking. Economists view Kyle as
 a. unemployed.
 b. part of the labor force, but neither employed nor unemployed.
 c. a discouraged worker.
 d. cyclically unemployed.
 e. both b and c.

 16. Persons who do not have jobs and who do not look for work are considered
 a. unemployed.
 b. out of the labor force.
 c. underemployed.
 d. overemployed.
 e. part of the underground economy.

 17. If the unemployment rate is 6 percent and the number of persons unemployed is 6 million, the number of people 
employed is equal to

 a. 100 million.
 b. 94 million.
 c. 106 million.
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 d. 6 million.
 e. none of the above.

 18. According to the Bureau of Labor Statistics, the four main categories of unemployed workers are
 a. discouraged workers, part-time workers, the cyclically unemployed, and the frictionally unemployed.
 b. discouraged workers, job losers, new entrants, and the underemployed.
 c. new entrants, job losers, job leavers, and reentrants.
 d. job losers, job leavers, the structurally unemployed, and the frictionally unemployed.

 19. Frictional unemployment is
 a. unemployment that is due to normal turnover in the labor market.
 b. unemployment caused by automation in the workplace.
 c. unemployment caused by lack of training and education.
 d. unemployment that is due to the friction of competing ideological systems.
 e. all of the above.

 20. Unemployment caused by a contraction in the economy is called
 a. frictional unemployment.
 b. cyclical unemployment.
 c. structural unemployment.
 d. seasonal unemployment.

 21. A federal program aimed at retraining the unemployed workers of the declining auto and steel industries is designed to 
reduce which type of unemployment?

 a. seasonal
 b. cyclical
 c. structural
 d. frictional

 22. When unemployment rises above the natural rate, it reflects the existence of ___________________ unemployment.
 a. frictional
 b. structural
 c. seasonal
 d. cyclical

 23. When an economy is operating at full employment,
 a. the unemployment rate will equal zero.
 b. frictional unemployment will equal zero.
 c. cyclical unemployment will equal zero.
 d. structural unemployment will equal zero.
 e. both b and d are correct.

 24. The natural rate of unemployment would increase when which of the following increases?
 a. frictional unemployment
 b. structural unemployment
 c. cyclical unemployment
 d. any of the above
 e. either frictional or structural unemployment

 25. If a nation’s labor force receives a significant influx of young workers,
 a. the natural rate of unemployment is likely to increase.
 b. the natural rate of unemployment is likely to decrease.
 c. the natural rate of unemployment is unlikely to change.
 d. frictional unemployment will likely decrease to zero.
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 26. Which of the following is false?
 a. At the natural rate of unemployment, the economy is considered to be at full employment.
 b. At full employment, the economy is producing at its potential output.
 c. If unemployment is greater than its natural rate, the economy is producing at greater than its potential output.
 d. If we are at less than full employment, some cyclical unemployment exists.

 27. When would consumers and producers experience increased difficulty in coordinating their plans and decisions?
 a. in a period of inflation
 b. in a period of deflation
 c. in a period of either inflation or deflation
 d. none of the above

 28. Inflation can harm
 a. retirees on fixed pensions.
 b. borrowers who have long-term fixed interest rate loans.
 c. wage earners whose incomes grow slower than inflation.
 d. either a or c.
 e. all of the above.

 29. Inflation will be least harmful if
 a. interest rates are not adjusted accordingly when inflation occurs.
 b. worker wages are set by long-term contracts.
 c. it is correctly anticipated and interest rates adjust accordingly.
 d. it is not fully anticipated.

 30. Unexpected inflation generally benefits
 a. lenders.
 b. borrowers.
 c. the poor.
 d. people on fixed incomes.

 31. The costs of inflation include
 a. menu costs.
 b. shoe-leather costs.
 c. a distortion of price signals.
 d. all of the above.

 32. If the nominal interest rate is 9 percent and the inflation rate is 3 percent, the real interest rate is
 a. 3 percent.
 b. 6 percent.
 c. 9 percent.
 d. 12 percent.
 e. 27 percent.

 33. What is the real interest rate paid on a loan bearing 7 percent nominal interest per year if the inflation rate is 6 percent?
 a. 13 percent
 b. 7 percent
 c. 6 percent
 d. 1 percent

 34. If people correctly anticipate inflation, it will
 a. benefit borrowers.
 b. benefit lenders.
 c. benefit neither borrowers nor lenders.
 d. harm both borrowers and lenders.
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 35. An increase in the expected future rate of inflation will lead to
 a. an increase in the supply of funds.
 b. a decrease in the supply of funds.
 c. an increase in the demand for funds.
 d. a decrease in the demand for funds.
 e. both b and d.

 36. A business cycle reflects changes in economic activity, particularly real GDP. The stages of a business cycle in order are
 a. expansion, peak, contraction, and trough.
 b. expansion, trough, contraction, and peak.
 c. contraction, recession, expansion, and boom.
 d. trough, expansion, contraction, and peak.

 37. In the contraction phase of the business cycle,
 a. output is rising.
 b. unemployment is falling.
 c. consumer and business confidence are high.
 d. investment is rising.
 e. none of the above is true.

 38. The contractionary phase of the business cycle is characterized by
 a. reduced output and increased unemployment.
 b. reduced output and reduced unemployment.
 c. increased output and increased unemployment.
 d. increased output and reduced unemployment.

 39. The CPI is a measure of
 a. the overall cost of goods and services produced in the economy.
 b. the overall cost of inputs purchased by a typical producer.
 c. the overall cost of goods and services bought by a typical consumer.
 d. the overall cost of stocks on the New York Stock Exchange.

 40. If the consumer price index was 100 in the base year and 110 in the following year, the inflation rate was
 a. 110 percent.
 b. 100 percent.
 c. 11 percent.
 d. 10 percent.

 41. The current cost of a market basket of goods is $6,000. The cost of the same basket of goods in the base year was 
$4,000. The current price index is

 a. 600.
 b. 160.
 c. 150.
 d. 133.
 e. 66.7.

 42. The CPI overestimates changes in the cost of living because
 a. the growth of discount stores where consumers can obtain goods at discount prices has not been adequately 

represented in the construction of the CPI.
 b. the CPI does not adequately deal with changes in the quality of products over time.
 c. the CPI deals with a fixed market basket and doesn’t capture the savings households enjoy when they substitute 

cheaper alternatives in response to a price change.
 d. of all of the above.

 43. Which measures of inflation tend to overstate it?
 a. the CPI, but not the GDP deflator
 b. the GDP deflator, but not the CPI
  c. both the GDP deflator and the CPI
 d. neither the GDP deflator nor the CPI
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 44. The cost of an aircraft carrier produced domestically would be included in
 a. the CPI, but not the GDP deflator.
 b. the GDP deflator, but not the CPI.
 c. both the GDP deflator and the CPI.
 d. neither the GDP deflator nor the CPI.

Problems:

 1. What would be the labor force participation rate if:
 a. The __________ population � 200 million, the labor force � 160 million, and employment � 140 million?
 b. The __________ population � 200 million, the labor force � 140 million, and employment � 120 million?
 c. Starting from the situation in (a), what would happen to the labor force participation rate if 30 million people lost 

their jobs and all of them exited the labor force?
 d. Starting from the situation in (a), what would happen to the labor force participation rate if employment rose from 

140 million to 150 million?

 2. Answer the following questions about unemployment:
 a. If a country has a noninstitutional population of 200 million and a labor force of 160 million, and 140 million 

people were employed, what is its labor force participation rate and its unemployment rate?
 b. If 10 million new jobs were created in the country, and it attracted 20 million of the people previously not in the 

labor force into the labor force, what would the new labor force participation rate and new unemployment rate be?
 c. Beginning with the situation in part (a), if 10 million unemployed people became discouraged and stopped looking 

for work, what would the new labor force participation rate and new unemployment rate be?
 d. Beginning with the situation in part (a), if 10 million current workers retired but their jobs were filled by others still 

in the labor force, what would the new labor force participation rate and new unemployment rate be?

 3. Which of the following individuals would economists consider unemployed?
 a. Sam looked for work for several weeks but has now given up his search and is going back to college.
 b. A 14-year-old wants to mow lawns for extra cash but is unable to find neighbors willing to hire her.
 c. A factory worker is temporarily laid off but expects to be called back to work soon.
 d. A receptionist, who works only 20 hours per week, would like to work 40 hours per week.
 e. A high school graduate is spending the summer backpacking across the country rather than seeking work.

 4. Identify whether each of the following reflects seasonal, structural, frictional, or cyclical unemployment.
 a. A sales employee is laid off due to slow business after consumer spending falls.
 b. An automotive worker is replaced by robotic equipment on the assembly line.
 c. A salesperson quits a job in California and seeks a new sales position after moving to New York.
 d. An employee is fired due to poor job performance and searches the want ads each day for work.

 5. Which type of unemployment would be affected with the following changes? Would it go up or down?
 a. increased employment benefits
 b. heavy snowfall in Minnesota
 c. online job search becomes more effective
 d. a large, permanent decrease in the demand for coal
 e. more people have been retrained to develop new skills
 f. there is a sharp fall in demand for goods and services in the economy

 6. Answer the following questions about reasons for unemployment:
 a. In a severe recession, what would tend to happen to the number of people in each of the following categories?
  job losers reentrants
  job leavers new entrants
 b. In good economic times, why might the number of job leavers, reentrants, and new entrants all increase?
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 7. a.   What is the relationship between the natural rate of unemployment and frictional, structural, and cyclical 
unemployment?

 b. What would happen to both unemployment and the normal rate of unemployment if:
   i. cyclical unemployment increases.
   ii. frictional unemployment increases.
  iii. structural unemployment falls and cyclical unemployment rises by the same amount.
  iv. structural unemployment increases and cyclical unemployment decreases by a larger amount.
   v. frictional unemployment decreases and structural unemployment increases by the same amount.

 8. Unemployment benefits in many European countries tend to be both more generous and available for longer periods 
than those in the United States. What impact do you think this is likely to have on the unemployment rate in a European 
country? Why?

 9. How can unions result in higher unemployment rates? How would the results differ for someone who wants to be 
employed in the union sector as compared with someone who currently has a job in the union sector?

 10. Why isn’t the belief that technological advances inevitably displace workers true?

 11. Answer the following questions about inflation:
 a. What would be the effect of unexpected inflation on each of the following?
  retirees on fixed incomes creditors
  workers shoe-leather costs
  debtors menu costs
 b. How would your answers change if the inflation was expected?

 12. Does anticipated inflation or unanticipated inflation discourage economic growth? Why?

 13. Answer the following questions about the nominal and real interest rates:
 a. What would be the real interest rate if the nominal interest rate were 14 percent and the inflation rate were 10 

percent? If the nominal interest rate were 8 percent and the inflation rate were 1 percent?
 b. What would happen to the real interest rate if the nominal interest rate went from 9 percent to 15 percent when 

the inflation rate went from 3 percent to 10 percent? If the nominal interest rate went from 11 percent to 7 percent 
when the inflation rate went from 8 percent to 4 percent?

 14. You borrow money at a fixed rate of interest to finance your college education. If the rate of inflation unexpectedly slows 
down between the time you take out the loan and the time you begin paying it back, is there a redistribution of income? 
Do you gain or lose? What if you already expected the inflation rate to slow at the time you took out the loan? Explain.

 15. How does an adjustable rate mortgage agreement protect lenders against inflation? Who bears the inflation risk?

 16. In 2000, a proposal was made in Santa Monica, California, to raise the minimum wage in the hotel and shopping district 
to a “living” wage of $10.69 per hour. Predict the effect of such legislation on unemployment in the hotel and shopping 
industries in Santa Monica. What would you expect to happen to the unemployment rate in neighboring areas?

 17. Calculate a price index for 2005, 2006, and 2007 using the following information about prices. Let the market basket 
consist of one pizza, two sodas, and three video rentals. Let the year 2005 be the base year (with an index value of 100).

Year Price of a Pizza Price of a Soda Price of a Video Rental

2005 $9.00 $0.50 $2.00

2006 $9.50 $0.53 $2.24

2007 $10.00 $0.65 $2.90

   How much inflation occurred between 2005 and 2006? Between 2005 and 2007?
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 18. Say that the bundle of goods purchased by a typical consumer in the base year consisted of 20 gallons of milk at a price 
of $1 per gallon and 15 loaves of bread at a price of $2 per loaf. What would the price index be in a year in which

 a. milk cost $2 per gallon and bread cost $1 per loaf?
 b. milk cost $3 per gallon and bread cost $2 per loaf?
 c. milk cost $2 per gallon and bread cost $4 per loaf?

 19. Indicate which of the following are true of the CPI and the GDP deflator:

CPI GDP Deflator

Chain weighted _________________ _________________

Tends to overstate inflation _________________ _________________

More volatile _________________ _________________

Will reflect the cost of building an aircraft carrier domestically _________________ _________________

Reflects the cost of imported consumer goods _________________ _________________

Reflects prices charged in the underground economy _________________ _________________
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Aside from intellectual curiosity, the need to 
evaluate the magnitude of the country’s economic 
performance is important to macroeconomic 
policymakers, who want to know 
how well the economy is performing 
so that they can set goals and 
develop policy recommendations.

Measurement of the economy’s 
performance is also important to 
private businesses because inaccurate 
measurement can lead to bad decision making. 
Traders in stocks and bonds are continually 
checking economic statistics—buying and selling 
in response to the latest economic data.

To fulfill the need for a reliable method 
of measuring economic performance, national 

income accounting was born early in the twentieth 
century. The establishment of a uniform means 
of accounting for economic performance was 

such an important accomplishment 
that one of the first Nobel prizes 
in economics was given to the 
late Simon Kuznets, a pioneer of 
national income accounting in the 
United States.

Several measures of aggregate 
national income and output have been 
developed, the most important of which is gross 
domestic product (GDP). We will examine 
GDP and other indicators of national economic 
performance in detail in this chapter. ■

The desire to measure the success, or performance, of our national 
economy is significant. Is it getting “bigger” (and, we hope, better) 
or “smaller” (and worse) over time? 

Measuring Economic 
Performance

Aside from intellectual curiosity
evaluate the magnitude of the
erformance is important
olicymakers, who w
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national income 
accounting 
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measuring economic 
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11.1 National Income Accounting: A Standardized 
Way to Measure Economic Performance

11.2 Measuring Total Production

11.3 Other Measures of Total Production 
and Total Income

11.4 Problems in Calculating an Accurate GDP

11.5 Problems with GDP as a Measure 
of Economic Welfare
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What Is Gross 
Domestic Product?

The measure of aggregate economic performance 
that gets the most attention in the popular media is 

gross domestic product (GDP), which is defined as the 
value of all final goods and services produced within 
a country during a given period. By convention, that 
period is almost always one year. But let’s examine the 
rest of this definition. What is meant by “final good or 
service” and “value”?

Measuring the Value of Goods 
and Services
Value is determined by the market prices at which 
goods and services sell. Underlying the calculations, 
then, are the various equilibrium prices and quantities 
for the multitude of goods and services produced.

What Is a Final Good or Service?
The word final means that the good is ready for its 
designated ultimate use. Many goods and services are 
intermediate goods or services—that is, used in the 
production of other goods. For example, suppose U.S. 
Steel Corporation produces some steel that it sells to 
General Motors Corporation for use in making an 
automobile. If we counted the value of steel used in 
making the car as well as the full value of the finished 
auto in the GDP, we would be engaging 
in double counting—adding the value of 
the steel in twice, first in its raw form and 
second in its final form, the automobile.

Production, Income, 
and the Circular 
Flow Model

When we calculate GDP in the econ-
omy, we are measuring the value of 

total production—our total expenditures, 

C � I � G � (X � M). However, we are also mea-
suring the value of total income. Why? It is because 
every dollar of spending by some buyer ends up being 
a dollar of income for some seller. In short, expendi-
tures (spending) must equal income. And this is true 
whether it is a household, firm, or the government that 
buys the good or service. The main point is that when 
we spend (the value of total expenditure) it ends up as 
someone’s income (the value of total income). Buyers 
have sellers.

In Exhibit 1, we reintroduce the circular flow 
model to show the flow of money in the economy. For 
example, households use some of their income to buy 
domestic goods and services and some to buy foreign 
goods and services (imports). Households also use some 
of their income to pay taxes and invest in financial mar-
kets (stocks, bonds, saving accounts, and other financial 
assets). When income flows into the financial system as 
saving, it makes it possible for consumers, firms, and 
government to borrow. This market for saving and bor-
rowing is vital to a well-functioning economy.

Firms sell their goods and services to domestic 
and foreign consumers and foreign firms and govern-
ment. Firms use their factors of production (labor, 
land, capital, and entrepreneurship) to produce goods 
and services. Firms pay wages to workers, inter-
est for the use of capital, and rent for land. Profits 
are the return to entrepreneurs for taking the risk 
of producing the goods and services. Wages, rent, 
interest, and profit comprise aggregate income in 

the economy. Government provides 
transfer payments such as Social 
Security and unemployment insur-
ance payments. Whether we add up 
the aggregate expenditure on final 
goods and services, C � I � G � 
(X � M), or the value of aggregate 
income (wages, rent, interest, and 
profit) we get the same GDP. For an 
economy as a whole, expenditures 
and income are the same. Actually, 
while the two should be exactly the 
same—there may be a slight varia-
tion because of data issues.

n What is gross domestic product? n Why must expenditures equal income?

National Income Accounting: 
A Standardized Way to Measure 
Economic Performance

gross domestic 
product (GDP) 
the measure of economic 
performance based on the 
value of all final goods and 
services produced within a 
country during a given period

double counting 
adding the value of a good or 
service twice by mistakenly 
counting the intermediate 
goods and services in GDP
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The Expanded Circular Flow Model

In the circular flow model of income and expenditures, we can measure GDP either by calculating the total value of 
expenditures or the total value of aggregate income because for the economy as a whole expenditures must equal 
income. GDP equals the total amount spent by households in the market—to buy goods and services, to pay taxes and 
save. To produce goods and services, the firm uses the factors of production (labor, land, capital, and entrepreneur-
ship), and it pays these factors wages, rent, interest, and profit. These payments are total income, which is also equal 
to GDP. The government and firms borrow the funds that flow into the financial system from households.
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S E C T I O N    C H E C K

1. We measure our economy’s status in order to see how its performance has changed over time. These eco-
nomic measurements are important to government officials, private businesses, and investors.

2. National income accounting, pioneered by Simon Kuznets, provides a uniform means of measuring national 
economic performance.

3. Gross domestic product (GDP) is the value of all final goods and services produced within a country during a 
given time period.

4. When we spend (the value of total expenditure) it ends up as someone’s income (the value of total income). 
Buyers have sellers.

1. Why does GDP measure only final goods and services produced, rather than all goods and services produced?

2. Why aren’t all of the expenditures on used goods in an economy included in current GDP?

3. Why do GDP statistics include real estate agents’ commissions from selling existing homes and used car deal-
ers’ profits from selling used cars, but not the value of existing homes or used cars when they are sold?

4. Why are sales of previously existing inventories of hula hoops not included in the current year’s GDP?
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The Expenditure Approach  
to Measuring GDP

One approach to measuring GDP is the expen-
diture approach. With this method, GDP is 

calculated by adding how much market participants 
spend on final goods and services over a specific 
period of time. For convenience and for analytical pur-
poses, economists usually group spend-
ing into four categories: consumption, 
designated by the letter C; investment, I;  
government purchases, G; and net 
exports, which equals exports (X) minus 
imports (M), or X 2 M. According to 
the expenditure method, then,

GDP 5 C 1 I 1 G 1 (X 2 M)

Consumption (C)

Consumption refers to the purchase 
of consumer goods and services 

by households. For most of us, a large 
percentage of our income in a given year 
goes for consumer goods and services. 

The consumption category does not include purchases 
by business or government. As Exhibit 1 indicates, in 
2008, U.S. consumption expenditures totaled more than 
$9 trillion ($10,130 billion). This figure was 70 percent 
of GDP. In this respect, the 2008 data were fairly typi-
cal. In every year since 1929, when GDP accounts began 
to be calculated annually, consumption has been more 
than half of total expenditures on goods and services 
(even during World War II). Consumption spending, 

in turn, is usually broken down into 
three subcategories: nondurable goods, 
durable consumer goods, and services.

What Are Nondurable  
and Durable Goods?
Nondurable goods include tangible 
consumer items that are typically con-
sumed or used up in a relatively short 
period. Food and clothing are examples, 
as are such quickly consumable items 
as drugs, toys, magazines, soap, razor 
blades, light bulbs, and so on. Nearly 
everything purchased in a supermarket 
or drug store is a nondurable good.

Durable goods include longer-lived 
consumer goods, the most important 
single category of which is  automobiles 

n What are the four categories  
of purchases included in the expenditure 
approach?

n What are durable and nondurable goods?

n What are fixed investments?

n What types of government purchases are 
included in the expenditure approach?

n How are net exports calculated?

Measuring Total Production

expenditure approach 
calculation of GDP by adding 
the expenditures by market 
participants on final goods 
and services over a given 
period

consumption  
purchases of final goods  
and services

nondurable goods 
tangible items consumed in 
a short period of time, such 
as food

durable goods  
longer-lived consumer goods, 
such as automobiles

GDP: The Expenditure Approach

SOURCE: U.S. Bureau of Economic Analysis, Survey of Current Business, August 2009.

Category
Amount (billions  

of current dollars) Percent of GDP

Consumption (C) $10,130 70%

Investment (I) 2,136 15

Government purchases (G) 2,883 20

Net exports of goods and services (X 2 M) 2708 25

Gross domestic product $14,441 100%
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and other consumer vehicles. Appliances, stereos, and 
furniture are also included in the durable goods 
category.  On occasion, it is difficult to decide whether 
a good is durable or nondurable; the definitions are, 
therefore, somewhat arbitrary.

The distinction between durables and nondurables 
is important because consumers’ buying behavior is 
 somewhat different for each of these categories of 
goods. In boom periods, when GDP is rising rapidly, 
expenditures on durables often increase dramatically, 
while in years of stagnant or falling GDP, sales of 
durable goods often plummet. By contrast, sales of non-
durables such as food tend to be more stable over time 
because purchases of such goods are more difficult to 
shift from one period to another. You can “make do” 
with your car for another year, but not your lettuce.

What Are Services?
Services are intangible items of value, as opposed 
to physical goods. Education, health care, domestic 
housekeeping, professional football, legal help, auto-
mobile repair, haircuts, airplane transportation—all 
these items are services. In recent years, U.S. service 
expenditures grew faster than spending on goods; the 
share of total consumption of services increased from 
35 percent in 1950 to 66 percent by 2008. As incomes 
rise, service industries such as health, education, finan-
cial, and recreation grow  dramatically.

Investment (I )

Investment, according to economists, 
refers to the creation of capital goods—

inputs such as machines and tools whose 
purpose is to produce other goods. This 
definition of investment differs from the 
popular use of that term. It is common 
for people to say that they have invested 
in stocks, meaning that they have traded 
money for pieces of paper, called stock 
certificates, that say they own shares in 
certain companies. Such transactions are 
not investments as defined by economists 
(i.e., increases in capital goods), even 
though they might provide the enterprises 
selling the stocks the resources to buy new 
capital goods, which would be counted as 
investment purchases by economists.

The two categories of investment purchases mea-
sured in the expenditures approach are fixed invest-
ment and inventory investment.

Fixed Investment
Fixed investment includes all spending on capital 
goods—sometimes called producer goods—such as 
machinery, tools, and factory buildings. All these goods 
increase future production  capabilities. Residential 
construction is also included as an  investment 
expenditure in GDP calculations. The construction 
of a house allows for a valuable consumer service—
shelter—to be  provided and is thus considered an 
investment. Residential construction is the only part 
of investment tied directly to household expenditure 
decisions.

Inventory Investment
Inventory investment includes all purchases by 
businesses that add to their inventories—stocks of 
goods kept on hand by businesses to meet customer 
demands. Every business needs inventory and, other 
things being equal, the greater the inventory, the 
greater the amount of goods and services that can be 
sold to a consumer in the future. Thus, inventories 
are considered a form of investment. For example, 
if a grocery store expands and increases the quantity 
and variety of goods on its shelves, future sales can 
rise. An increase in inventories, then, is presumed to 
increase the firm’s future sales, which is why we say 
it is an investment.

How Stable Are Investment 
Expenditures?
In recent years, investment expenditures 
generally hovered around 15 percent 
of gross domestic product. Investment 
spending is the most volatile category 
of GDP, however, and tends to fluctu-
ate considerably with changing busi-
ness conditions. When the economy is 
booming, investment purchases tend to 
increase dramatically. In downturns, the 
reverse happens. In the first year of the 
Great Depression, investment purchases 
declined by 37 percent. In recent years, 
expenditures on capital goods have been 
a smaller proportion of GDP in the 
United States than in many other devel-
oped nations. This fact worries some 
people who are concerned about GDP 

growth in the United States compared to that in other 
countries, because investment in capital goods is directly 
tied to a nation’s future production capabilities.

services 
intangible items of value 
provided to consumers, such 
as education

investment 
the creation of capital goods 
to augment future production

fixed investment 
all new spending on capital 
goods by producers

producer goods 
capital goods that increase 
future production capabilities

inventory investment 
purchases that add to the 
stocks of goods kept by 
the firm to meet consumer 
demand
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Government Purchases (G)

The portion of government purchases included 
in GDP is expenditures on goods and services. 

For example, a government must pay the salaries of 
its employees, and it must also make payments to 
the private firms with which it contracts to provide 
various goods and services, such as highway con-
struction companies and weapons manufacturers. All 
these payments would be included in GDP. However, 
transfer payments (such as Social Security, farm 
subsidies, and welfare) are not included in govern-
ment purchases, because this spending does not go 
to purchase newly produced goods or services but 
is merely a transfer of income among the country’s 
citizens (which is why such expenditures are called 
transfer payments).

Exports (X � M)

Some of the goods and services produced in 
the United States are exported for use in other 

countries. The fact that these goods and services were 
made in the United States means that they should be 
included in a measure of U.S. production. Thus, we 
include the value of exports when calculating GDP. At 
the same time, however, some of our expenditures in 
other categories (consumption and investment, in par-
ticular) were for foreign-produced goods and services. 
These imports must be excluded from GDP to obtain 
an accurate measure of U.S. production. Thus, GDP 
calculations measure net exports, which equals total 
exports (X) minus total imports (M). Net exports are 
a small proportion of GDP and are often negative for 
the United States.

S E C T I O N    C H E C K

1. The expenditure approach to measuring GDP involves adding up the purchases of final goods and services by 
market participants.

2. Four categories of spending are used in the GDP calculation: consumption (C), investment (I), government 
purchases (G), and net exports (X – M).

3. Consumption includes spending on nondurable consumer goods (tangible items that are usually consumed in 
a short period of time); durable consumer goods (longer-lived consumer goods); and services (intangible items 
of value that do not involve physical production).

4. Fixed investment includes all spending on capital goods, such as machinery, tools, and buildings. Inventory 
investment includes the net expenditures by businesses to increase their inventories.

5. Purchases of goods and services are the only part of government spending included in GDP. Transfer pay-
ments are not included in these calculations, because that spending is not a payment for a newly produced 
good or service.

6. Net exports are calculated by subtracting total imports from total exports.

1. What would happen to GDP if consumption purchases (C) and net exports ( X � M) both rose, holding other 
things equal?

2. Why do you think economic forecasters focus so much on consumption purchases and their determinants?

3. Why are durable goods purchases more unstable than nondurable goods purchases?

4. Why does the investment component of GDP include purchases of new capital goods but not purchases of 
company stock?

5. If Mary received a welfare check this year, would that transfer payment be included in this year’s GDP? Why 
or why not?

6. Can inventory investment or net exports ever be negative?
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n How is national income calculated? n What does personal income measure?

Other Measures of Total 
Production and Total Income

In addition to computing the gross domestic prod-
uct, the Bureau of Economic Analysis (BEA) also 

computes five additional measures of production and 
income: gross national product, net national product, 
national income, personal income, and disposable per-
sonal income.

Incomes received by people pro-
viding goods and services are actually 
payments to the owners of productive 
resources. These payments are some-
times called  factor payments. Factor 
payments include wages for the use 
of labor services, rent for land, pay-
ments for the use of capital goods in 
the form of interest, and profits for 
entrepreneurs who put labor, land, 
and capital together. Before we can 
measure national income, we must 
make three adjustments to GDP. First, 
we must look at the net income of 
 foreigners—that is, we add any income 
earned abroad by U.S. citizens or firms 
and we subtract any income earned 
in the United States by foreign firms 
and citizens. This  difference between 
net income of foreigners and GDP is 
called gross national product (GNP). 
For example, we would add to GDP the 
profits sent back to the United States 
from Wal-Mart stores in Canada and 
Mexico. However, the profits Toyoto 
earns in the United States are sent back 
to Japan and are subtracted from U.S. 
GDP, so GNP becomes the income 
earned worldwide by U.S. firms and 
residents. In the United States, the dif-
ference between GDP and GNP is small 
because net income of foreigners is a 
small percentage of GDP.

The second adjustment we make 
to find national income is to deduct 

 depreciation from GNP. Depreciation payments are 
annual allowances set aside for the replacement of worn-
out plant and equipment. After we subtract depreciation, 
we have net national product (NNP).

The final adjustment is to subtract indirect busi-

ness taxes. The best example of an indirect business 
tax is a sales tax. For example, a com-
pact disc might cost $14.95 plus a tax 
of $1.20 for a total of $16.15. The 
retail distributor (record store), record 
 producer, and others will share $14.95 
in proceeds, even though the actual 
equilibrium price is $16.15. In other 
words, the output (compact disc) is val-
ued at $16.15, even though recipients 
only get $14.95 in income. Besides sales 
taxes, other important indirect business 
taxes include excise taxes (e.g., taxes on 
cigarettes, automobiles, and liquor) and 
gasoline taxes.

Now we can measure national 

income (NI), which is a measure of the 
income earned by owners of resources—
factor payments. Accordingly, national 
income includes payments for labor ser-
vices (wages, salaries, and fringe ben-
efits), payments for use of land and 
buildings (rent), money lent to finance 
economic activity (interest), and pay-
ments for use of capital resources (prof-
its). To obtain GDP, we add indirect 
business taxes, depreciation, and net 
income of foreigners.

We should keep in mind that not all 
income can be used by those who earn 
it. Personal income (PI) measures the 
amount of income received by house-
holds (including transfer payments) 
before income taxes. Disposable personal 

income is the personal income available 
to individuals after taxes.

factor payments 
wages (salaries), rent, 
interest payments, and 
profits paid to the owners 
of productive resources

gross national 
product (GNP) 
the difference between net 
income of foreigners 
and GDP

depreciation 
annual allowance set aside 
to replace worn-out capital

net national 
product (NNP) 
GNP minus depreciation

indirect business taxes 
taxes, such as sales tax, 
levied on goods and services 
sold

national income (NI) 
a measure of income earned 
by owners of the factors of 
production

personal income (PI) 
the amount of income 
received by households 
before personal taxes

disposable personal 
income 
the personal income 
available after personal taxes
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Problems in Calculating 
an Accurate GDP

The primary problem in calculating accurate GDP 
statistics becomes evident when attempts are made 

to compare the GDP over time. Between 1970 and 
1978, a period of relatively high inflation, GDP in the 
United States rose more than 100 percent. What great 
progress! Unfortunately, however, the “yardstick” 
used in adding the values of different products, the U.S. 
dollar, also changed in value over this period. A dollar 
in 1979, for example, would certainly not buy as much 
as a dollar in 1970, because the overall price level for 
goods and services increased.

How Do We Solve 
This Problem?

One solution to this problem would be to use 
physical units of output—which, unlike the dol-

lar, do not change in value from year to year—as the 
measure of total economic activity. The major problem 
with this approach is that different products have dif-
ferent units of measurement. How can anyone add tons 
of steel to bushels of wheat, kilowatts of electricity, 
gallons of paint, cubic feet of natural gas, miles of air 
passenger travel, and number of magazines sold? To 

compare GDP values over time, the calculations must 
use a common, or standardized, unit of measure, which 
only money can provide.

A Price-Level Index

The dollar, then, is the yardstick of value we can use 
to correct the inflation-induced distortion of the 

GDP. We must adjust for the changing purchasing power 
of the dollar by using a price index. As we discussed in 
the last chapter, a price index attempts to provide a mea-
sure of the prices paid for a certain bundle of goods and 
services over time. The price index can be used to deflate 
the nominal or current dollar GDP values to a real GDP 
expressed in dollars of constant purchasing power.

Real GDP

Once the price index has been calculated, the actual 
procedure for adjusting nominal, or current dollar, 

GDP to get real GDP is not complicated. For convenience, 
an index number of 100 is assigned to some base year. 
The base year is arbitrarily chosen—it can be any year.

The formula for converting any year’s nominal 
GDP into real GDP (in base year dollars) is as follows:

Real GDP �   Nominal GDP  _______________  
Price-level index

   � 100

S E C T I O N    C H E C K

1. To find national income, we must subtract from GDP: (1) indirect business taxes, such as sales taxes; 
(2) depreciation—payments set aside for the replacement of worn-out capital; and (3) net income 
of foreigners in the United States.

2. National income (NI) is measured by adding together the payments to the factors of production—wages, rent, 
interest, and profit.

3. Personal income (PI) measures the amount of income received by households (including transfer payments) 
before personal taxes.

4. Disposable personal income is the personal income available after personal taxes.

1. How is personal income different from national income?

2. What is the difference between GDP and national income?

n What are the problems with using GDP 
to measure output?

n What is per capita GDP?

Problems in Calculating 
an Accurate GDP
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Suppose the GDP deflator (price-
level index) was expressed in terms of 
2000 prices (2000 5 100), and the 
price index figure for 2010 was 122.42. 
The increase in the figure means that 
prices were 22 percent higher in 2010 
than they were in 2000. To correct the 2010 nominal 
GDP, we take the nominal GDP figure for 2010—say, 
$14,264.6 billion—and divide it by the price-level index 
(122.42), which results in a quotient of $116.52 bil-
lion. We then multiply this number by 100, giving us 
$11,652.18 billion, which would be the 2010 GDP 
in 2000 dollars (that is, 2010 real GDP, in terms of a 
2000 base year).

In Exhibit 1, notice that in years after the base year 
(2000), real GDP is greater than nominal GDP. This means 
the price level has risen since 2000, lowering the purchas-
ing power of the dollar. Prior to 2000, nominal GDP was 
less than real GDP; the purchasing power of the dollar was 
higher relative to the base year (2000). Also, notice that 
nominal GDP rises more rapidly than real GDP because 
inflation is included in the nominal GDP figures.

Is Real GDP Always Less  
Than Nominal GDP?

In modern times, inflation has been prevalent. For 
many readers of this book, the price level (as measured 

by the consumer price index and the GDP  deflator) has 
risen in every year of their lifetime, because the last year 

with a declining price level was 1955. 
Therefore, the adjustment of nominal 
(money) GDP to real GDP will tend to 
reduce the growth in GDP suggested by 
nominal GDP figures. Given the distor-
tions introduced by inflation, most news 

reports about GDP today speak of real GDP changes, 
although this distinction is not always made explicit.

Real GDP per Capita

The measure of economic well-being, or standard of liv-
ing, most often used is real gross domestic product per 

capita. We use a measure of real GDP for reasons already 
cited. To calculate real GDP per capita, we divide the real 
GDP by the total population to get the value of real output 
of final goods and services per person. Ceteris paribus, 
people prefer more goods to fewer, so a higher GDP per 
capita would seemingly make people better off, improving 
their standard of living. Economic growth, then, is usually 
considered to have occurred anytime the real GDP per 
capita has risen. In Exhibit 2 (on page 655), we see that 
in the United States the real gross domestic product per 
capita has grown sharply from 1958 to 2008. Real GDP 
per capita is almost three times larger in 2008 than it was 
in 1958. However, the growth in real GDP per capita is 
not steady, as seen by the shaded areas that represent reces-
sions in Exhibit 2. Falling real GDP per capita can bring 
on many human hardships, such as rising unemployment, 
lower profits, stock market losses, and bankruptcies.

Nominal and Real GDP 1960–2008 (2000 Base Year)

The gap between the real GDP and the nominal GDP represents price-level changes. The base year is 2000 where real 
GDP and nominal GDP are equal.
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Real GDP per Capita

NOTE: Shaded areas represent recessions.
SOURCE: U.S. Bureau of Economic Analysis, July 2009.
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S E C T I O N    C H E C K

1. It is difficult to compare real GDP over time because of the changing value of money over time.

2. Per capita real GDP is real output of goods and services per person. In some cases, real GDP may increase; 
but per capita real GDP may actually drop as a result of population growth.

1. If we overestimated inflation over time, would our calculations of real GDP growth be over- or underestimated?

2. Why would the growth in real GDP overstate the growth of output per person in a country with a growing 
population?

Why Is the Measure of per 
Capita GDP So Important?

Because one purpose of using GDP as a crude 
welfare measure is to relate output to human 

desires, we need to adjust for population change. If 
we do not take population growth into account, we 

can be misled by changes in real GDP values. For 
example, in some less-developed countries in some 
periods, real GDP has risen perhaps 2 percent a 
year, but the population has grown just as fast. In 
these cases, the real output of goods and services per 
person has remained virtually unchanged, but this 
would not be apparent in an examination of real 
GDP trends alone.
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As we noted throughout this chapter, real GDP is 
often used as a measure of the economic welfare 

of a nation. The accuracy of this measure for that pur-
pose is questionable, however, because several impor-
tant factors are excluded from its calculation. These 
factors include nonmarket transactions, the under-
ground economy, leisure, externalities, and the quality 
of the goods purchased.

Nonmarket Transactions

Nonmarket transactions include the provision of 
goods and services outside traditional markets for 

which no money is exchanged. We simply do not have 
reliable enough information on this output to include 
it in the GDP. The most important single nonmarket 
transaction omitted from the GDP is the services of 
housewives (or househusbands). These services are not 
sold in any market, so they are not entered into the 
GDP; but they are nonetheless performed. For exam-
ple, if a single woman hires a tax accountant, those 
payments enter into the calculation of GDP. Suppose, 
though, that the woman marries her tax accountant. 
Now the woman no longer pays her husband for his 
accounting services. Reported GDP falls after the 
 marriage, although output does not change.

In less-developed countries, where a significant amount 
of food and clothing output is produced in the home, the 
failure to include nonmarket economic activity in GDP is 
a serious deficiency. Even in the United States, homemade 
meals, housework, and the vegetables and flowers pro-
duced in home gardens are excluded, even though they 
clearly represent an output of goods and services.

The Underground Economy

It is impossible to know for sure the magnitude of 
the underground economy, which includes unreported 

income from both legal and illegal sources. For example, 
illegal gambling and prostitution are not included in the 
GDP, leading to underreporting of an unknown mag-
nitude. The reason these activities are excluded, how-
ever, has nothing to do with the morality of the services 
 performed; rather, the cause of the exclusion is that most 

payments made for these services are neither reported 
to government authorities nor go through normal credit 
channels. Likewise, cash payments made to employees 
“under the table” slip through the GDP net. Estimates of 
the size of the underground economy vary from less than 
4 percent to more than 20 percent of GDP. It also appears 
that a significant portion of this unreported income comes 
from legal sources, such as self-employment.

Measuring the Value of Leisure

The value that individuals place on leisure is omitted 
in calculating GDP. Most of us could probably get a 

part-time job if we wanted to, earning some additional 
money by working in the evening or on weekends. Yet 
we choose not to do so. Why? The opportunity cost is 
too high—we would have to forgo some leisure. If you 
work on Saturday nights, you cannot see your friends, 
go to parties, attend concerts, watch television, or go to 
the movies. The opportunity cost of leisure is the income 
forgone by not working. For example, if people start 
taking more three-day weekends, GDP will surely fall, 
but can we necessarily say that the standard of living will 
fall? GDP will fall, but economic well-being may rise.

Leisure, then, has a positive value that does not 
show up in the GDP accounts. To put leisure in the 
proper perspective, ask yourself whether you would 
rather live in Country A, which has a per capita GDP of 
$25,000 a year and a 30-hour work week, or Country 
B, with a $25,000 per capita GDP and a 50-hour work 
week. Most people would choose Country A. The 
problem that this omission in GDP poses can be fairly 
significant in international comparisons or observa-
tions of one nation over time.

GDP and Externalities

As we have discussed in earlier chapters, positive and 
negative externalities may result from the produc-

tion of some goods and services. As a result of these 
externalities, the equilibrium prices of these goods and 
services—the figures used in GDP calculations—do not 
reflect their true values to society (unless, of course, the 
externalities have been internalized). For example, if a 

n What are some of the deficiencies of 
GDP as a measure of economic welfare?

n What are nonmarket transactions?

n What is the underground economy?

Problems with GDP as a Measure 
of Economic Welfare
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Underground economies are large and grow-
ing rapidly in most countries. High taxes and 
labor market regulations are the reasons why 

17 percent of economic activity goes unreported in 
OECD [Organization for Economic Co-operation and 
Development] countries, while corruption explains 
the large black market in some developing ones.

By definition, national income statistics capture 
economic activity reported by individuals and cor-
porations. A large and growing portion of economic 
activity, however, goes unrecorded in most coun-
tries. This “underground” economy consists of legal 
activities that are concealed, mainly for reasons 
of tax evasion. Underground activity grew during 
the 1970s, when government became pervasive 
in national economies. As tax rates were raised to 
finance public spending programs, an increasing 
number of individuals risked dodging taxes. It is only 
since the 1980s that economists have attempted to 
estimate the size of underground economies. This 
task is inherently difficult.

Nevertheless, it is important to estimate the 
size and growth of all economic activity, not only 
the reported kind. For one thing, cross-country com-
parisons of per capita income depend on it. By one 
account, Italy would be one of the richest European 
countries if its large black market were included along-
side reported income. More importantly, GDP growth 
figures and unemployment rates may be severely 
distorted if a sudden increase in taxes pushes more 
people underground. Accurate statistics about overall 
economic activity and true unemployment are essen-
tial for effective economic policy decisions.

An article in the Journal of Economic Literature 
takes a closer look at the size, causes, and conse-
quences of underground economies. Its authors, 
Friedrich Schneider of the University of Linz and 
Dominick Enste of the University of Cologne, claim 
that no cross-country comparison of underground 
economies has yet been undertaken. In their 
research, the authors compare the relative size 
of underground economies for 76 countries, and 
track their growth over time. They point out that 
even though estimates of underground economies 
are naturally inexact, economists generally agree 

that they are growing in most countries. Moreover, 
underground economies vary significantly in size, 
from a small fraction of “official” GDP (Switzerland), 
to nearly three-quarters of economic output (Nigeria, 
Egypt, and Thailand).

But first, what drives people underground? The 
authors argue that underground activity grows when 
tax rates rise. This is most noticeable in Scandinavian 
countries where governments have created some 
of the most generous public programs over the past 
few decades, and have consequently witnessed a 
substantial rise in their underground economies. 
This unsurprising claim is substantiated by the data. 
Norway, for example, has seen its underground econ-
omy grow from a negligible 1.5 percent of GNP in 
1960 to a staggering 18 percent in 1995 (based on the 
currency demand approach). The high fiscal burden 
in other Scandinavian countries has led to a similar 
growth in their underground economies. In contrast, 
countries with relatively small public sectors—such 
as Switzerland and the United States—have devel-
oped much smaller underground markets.

The study shows that underground economies 
have grown in all OECD countries over the past few 
decades, representing an alarming 17 percent of 
reported GDP by 1997. In countries such as Spain, 
Portugal, Italy, Belgium, and Greece, the estimated 
size of unreported economic activity stood at 
22 to 30 percent. “In the European Union at least 
20 million workers and in OECD countries about 
35 million work in the unofficial economy. Moreover, 
the amount doubled within 20 years.”

The authors find evidence that fewer regulations 
(that are properly enforced), lower tax rates, and a 
better rule of law lead to smaller underground econ-
omies, and consequently generate higher tax rev-
enues. These factors are absent in many countries 
of Latin America, where underground economies 
amount to one-quarter to one-third of official GNP, 
and in the former Soviet Union, where underground 
economies stand at more than one-third of reported 
income.

SOURCE: Author’s discussion of Friedrich Schneider and Dominick H. Enste, 

“Shadow Economies: Size, Causes and Consequences,” Journal of Economic 

Literature (March 2000), and Economic Intuition (Summer 2000).

GROWING UNDERGROUND
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Business News
As America exits the twentieth century, we’d be 

hard-pressed to find a five and dime store. Penny 
candy now goes for a nickel or more. Five cents 

no longer buys a good cigar. Dime novels can’t be 
found. Even a 3¢ stamp costs 44¢. Over the century, 
prices have gone up. The buying power of a dollar 
is down. We know this from statistical measures 
of inflation. We know it also from Grandpa’s stories 
about paying 15¢ for a ticket to Gone with the Wind 
or 19¢ for a gallon of gasoline. Even a casual observ-
er of the U.S. economy can see that the prices of 
milk, bread, houses, clothes, cars, and many other 
goods and services rise from year to year.

The cost of living is indeed going up—in money 
terms. What really matters, though, isn’t what 
something costs in money; it’s what it costs in time. 
Making money takes time, so when we shop, we’re 
really spending time. The real cost of living isn’t 
measured in dollars and cents but in the hours and 
minutes we must work to live. American essayist 
Henry David Thoreau (1817–62) noted this in his 
famous book, Walden: “The cost of a thing is the 
amount of . . . life which is required to be exchanged 
for it, immediately or in the long run.”

The shortcoming of money prices is that they 
mean little apart from money wages. A pair of 
stockings cost just 25¢ a century ago. This sounds 
wonderful until we learn that a worker of the era 
earned only 14.8¢ an hour. So paying for the stock-
ings took 1 hour 41 minutes of work. Today a better 
pair requires only about 18 minutes of work. Put 
another way, stockings cost an 1897 worker today’s 
equivalent of $22, whereas now a worker pays only 
about $4. If modern Americans had to work as hard 
as their forebears did for everyday products, they’d 
be in a continual state of sticker shock—$67 scis-
sors, $913 baby carriages, $2,222 bicycles, $1,202 
telephones.

The best way to measure the cost of goods 
and services is in terms of a standard that doesn’t 
change—time at work, or real prices. There’s a regu-
lar pattern to real prices in our dynamic economy.

Americans come in all shapes and sizes. We dif-
fer in height and weight, gender, race, and age. We 
vary in talents, skills, education, experience, deter-
mination, and luck. Quite naturally, our paychecks 

in the news Time Well Spent
differ, too. Some of us scrape by at minimum wage, 
while movie stars, corporate chieftains, and athletes 
sometimes make millions of dollars a year.

Calculations of the work time needed to buy 
goods and services use the average hourly wage for 
production and nonsupervisory workers in manu-
facturing. A century ago this figure was less than 
15¢ an hour. By 1997 it had hit a record $13.18, a 
livable wage, but nothing worthy of Lifestyles of the 
Rich and Famous. What’s most important about this 
wage is that it roughly represents what’s earned by 
the great bulk of American society.

In calculating our cost of living, a good place to 
start is with the basics—food, shelter, and clothing. 
In terms of time on the job, the cost of a half-gallon 
of milk fell from 39 minutes in 1919 to 16 minutes 
in 1950, 10 minutes in 1975 and 7 minutes in 1997. 
A pound of ground beef steadily declined from 
30 minutes in 1919 to 23 minutes in 1950, 11 minutes 
in 1975 and 6 minutes in 1997. Paying for a dozen 
oranges required 1 hour 8 minutes of work in 1919. 
Now it takes less than 10 minutes, half what it did 
in 1950. The money price of a 3-pound fryer chicken 
rose from $1.23 in 1919 to $3.15 in 1997, but its cost 
in work time fell from 2 hours 37 minutes to just 
14 minutes. A sample of a dozen food staples—a 
market basket broad enough to provide three 
squares a day—shows that what required 9.5 hours 
to buy in 1919 and 3.5 hours in 1950 now takes only 
1.6 hours.

SOURCE: W. Michael Cox and Richard Alm, 1997 Annual Report: Time Well Spent, 

Federal Reserve Bank of Dallas. Reprinted with permission.

 consider this:
According to Michael Cox and Richard Alm, the real cost of 
living, as measured in the hours and minutes we must work 
to live, is surely falling. That is, the cost to buy a particular 
good or service in terms of time on the job has decreased. 
Many goods such as microwaves, cellular phones, and cam-
corders have fallen in money price. This, coupled with higher 
wages and better-quality products, has been a real boon to 
the consumer.
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steel mill  produces 100,000 more tons of steel, GDP 
increases; GDP does not, however, decrease to reflect 
damages from the air pollution that results from the pro-
duction of that additional steel. Likewise, additional pro-
duction of a vaccine would be reflected in the GDP, but 
the positive benefit to members of society—other than the 
purchaser—would not be included in the calculation. In 
other words, while GDP measures the goods and services 
produced, it does not adequately measure the “goods” 
and “bads” that result from the production processes.

Quality of Goods

GDP can also miss important changes in the 
improvements in the quality of goods and ser-

vices. For example, the quality of a computer bought 
today differs significantly from one that was bought 
10 years ago, but it will not lead to an increase in 
measured GDP. The same is true of many other goods, 
from cellular phones to automobiles to medical care.

Other Measures of 
Economic Well-Being

Even if we included some of these statistics that are 
difficult to measure, such as nonmarket transactions, 

the underground economy, leisure,  externalities, and the 
quality of products, GDP would still not be a precise mea-
sure of economic well-being. Many other indices of well-
being should be considered: life  expectancies, infant mor-
tality rates, education and environmental quality, levels of 
discrimination and fairness, health care, low crime rates, 
and minimum traffic congestion, just to name a few. GDP 
is a measure of economic production, not a measure of 
 economic well-being. However, greater levels of GDP can 
lead to improvements in economic well-being, because 
society will now be able to afford better education and 
health care and a cleaner, safer environment.
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GDP doesn’t measure everything that 
contributes to or detracts from our 
well-being; it is difficult to measure the 
value of those effects. Environmentalists 
believe that national income accounts 
should adjust for changes in the environ-
ment. But this leads to many conceptual 
problems, such as how to measure the 
marginal values of goods and services 
not sold in markets and how to adjust 
for geographical differences in envi-
ronmental damage. The critical issue is 
whether important trends in “uncounted” 
goods and services result in question-
able conclusions about whether we are 
becoming better or worse off.

S E C T I O N    C H E C K

1. Several factors make it difficult to use GDP as a welfare indicator, including nonmarket transactions, the 
underground economy, leisure, externalities, and the quality of goods.

2. Nonmarket transactions are the exchanges of goods and services that do not occur in traditional markets and 
for which no money is exchanged.

3. The underground economy is the unreported production and income that come from legal and illegal activities.

4. The presence of positive and negative externalities makes it difficult to measure GDP accurately.

1. Why do GDP measures omit nonmarket transactions?

2. How would the existence of a high level of nonmarket activities in one country impact real GDP comparisons 
between it and other countries?
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3. If we choose to decrease our hours worked because we value the additional leisure time more, will the 
resulting change in real GDP accurately reflect the change in our well-being? Why or why not?

4. How do pollution and crime affect GDP? How do pollution- and crime-control expenditures impact GDP?

In te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. _____________ accounting was created to provide 
a reliable, uniform method of measuring economic 
performance.

 2. _____________ is defined as the value of all final goods 
and services produced in a country in a period of time, 
almost always one year.

 3. A(n) _____________ good or service is one that is 
ready for its designated ultimate use, in contrast to 
_____________ goods or services, which are used in the 
production of other goods.

 4. The two primary ways of calculating economic output 
are the _____________ approach and the _____________ 
approach.

 5. With the ______________ approach, GDP is calculated 
by adding up the expenditures of market participants on 
final goods and services over a period of time.

 6. For analytical purposes, economists usually categorize 
expenditures into four categories: _____________, 
_____________, _____________, and _____________.

 7. Consumption spending is usually broken down 
into three subcategories: _____________ goods, 
_____________ consumer goods, and _____________.

 8. Consumption refers to the purchase of consumer goods 
and services by _____________.

 9. The most important single category of consumer 
durable goods is consumer _____________.

 10. Sales of nondurable consumer goods tend to be 
_____________ stable over time than sales of durable goods.

 11. Investment, as used by economists, refers to the 
creation of _____________ goods, whose purpose is to 
_____________.

 12. The two categories of investment purchases measured 
in the expenditures approach are _____________ 
investment and _____________ investment.

 13. When the economy is booming, investment purchases 
tend to _____________ dramatically.

 14. _____________ payments are not included in 
government purchases because that spending does not 
go to purchase newly produced goods or services.

 15. Imports must be _____________ from GDP in order to 
obtain an accurate measure of domestic production.

 16. The _____________ approach to measuring GDP 
involves summing the incomes received by producers of 
goods and services.

 17. Output creates _____________ of equal value.

 18. Factor payments include _____________ for the use of 
labor services, _____________ for land, _____________ 
payments for the use of capital goods, and 
_____________ for entrepreneurs, who put labor, land, 
and capital together.

 19. The incomes received by persons providing goods 
and services are actually payments to the owners of 
_____________ resources and are sometimes called 
_____________ payments.

 20. _____________ must be subtracted from gross domestic 
product to get net national product (NNP).

 21. _____________ income is the personal income available 
to individuals after taxes.

 22. The formula for converting any year’s nominal GDP 
into real GDP (in base year dollars) is real GDP equals 
_____________ divided by the _____________, times 100.

 23. To calculate real per capita GDP, we divide 
_____________ GDP by the _____________ to get the 
value of real output of final goods and services per 
person.

 24. We do not have _____________ enough information on 
the output of nonmarket transactions to include it in 
the GDP.

 25. The most important nonmarket transactions omitted 
from GDP are services provided directly _____________.

 26. The value that individuals place on leisure is 
_____________ in calculating GDP.

Answers: 1. National income 2. GDP 3. final; intermediate 4. expenditure; income 5. expenditure 6. consumption; investment; government 
purchases; net exports 7. nondurable; durable; services 8. households 9. vehicles 10. more 11. capital; produce other goods 12. fixed; 
inventory 13. increase 14. Transfer 15. excluded 16. income 17. income 18. wages; rent; interest; profits 19. productive; factor 
20. Depreciation 21. Disposable personal 22. nominal GDP; price-level index 23. real; total population 24. reliable 25. in the home 
26. omitted
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Key Terms and Concepts

Sect ion Check Answers

 National Income Accounting: 
A Standardized Way to Measure 
Economic Performance
 1. Why does GDP measure only final goods and 

services produced, rather than all goods and 
services produced?
If the market value of every good and service sold were 
included in GDP, the same output would be counted 
more than once in many circumstances (as when the 
sales price of, say, bread includes the value of the flour 
that was used in making the bread, and the flour, in 
turn, includes the value of the wheat that was used 
to make the flour). Only final goods and services are 
included in GDP to avoid such double counting.

 2. Why aren’t all of the expenditures on used 
goods in an economy included in current GDP?
Current GDP does not include expenditures on used 
goods because GDP is intended to measure the value of 
currently produced goods and services in the economy. 
Used goods are not currently produced and have already 
been counted for the year they were newly produced.

 3. Why do GDP statistics include real estate agents’ 
commissions from selling existing homes and 
used car dealers’ profits from selling used cars, 
but not the value of existing homes or used cars 
when they are sold?
Existing homes and used cars were both produced in 
the past and therefore aren’t counted as part of current 
GDP. However, the services provided this year by 
real estate agents and used car dealers are currently 
produced, so the market value of those services, 
measured by real estate agent commissions and the 
profits earned by used car dealers, are included in GDP.

 4. Why are sales of previously existing inventories of 
hula hoops not included in the current year’s GDP?
Previously existing inventories of any product are not 
newly produced and are therefore not included in 

current year GDP. They were already produced and 
counted in an earlier period.

 Measuring Total Production
 1. What would happen to GDP if consumption 

purchases (C) and net exports (X � M) both rose, 
holding other things equal?
Since GDP is the sum of consumption purchases (C), 
investment purchases (I), government purchases (G), 
and net exports (X � M), an increase of any of these 
components of GDP will increase GDP, other things 
being equal. Since either an increase in consumption 
(C) or an increase in net exports (X � M) increases 
GDP, both changing in the same time period will also 
increase GDP, other things being equal.

 2. Why do you think economic forecasters focus 
so much on consumption purchases and their 
determinants?
Economic forecasters focus so much on consumption 
purchases and their determinants because consumption 
purchases are by far the largest component (roughly 
two-thirds) of GDP; what happens to consumption 
purchases is therefore crucial to what happens to GDP.

 3. Why are durable goods purchases more unstable 
than nondurable goods purchases?
Durable goods purchases are more unstable than 
nondurable goods purchases because nondurable goods 
are used up in a relatively short period of time; hence, their 
purchase is hard to shift from one time period to another. 
Durable goods, on the other hand, provide service for long 
periods of time, so consumer durable purchases can be 
significantly delayed to “make do” during economic hard 
times and significantly accelerated during good times.

 4. Why does the investment component of GDP 
include purchases of new capital goods but not 
purchases of company stock?
New capital goods are newly produced goods, by 
definition, so they are included in GDP. However, sales 
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of company stock do not involve a newly produced 
good or service (although the services of the broker, 
measured by the transaction fee, are included as a 
newly produced service). When someone buys shares 
of stock from someone else, no goods are being newly 
produced. Instead, already existing ownership claims 
on the future income of the company are simply being 
transferred from one person to another.

 5. If Mary received a welfare check this year, 
would that transfer payment be included in this 
year’s GDP? Why or why not?
GDP includes only currently produced goods and 
services. But since transfer payments are not payments 
in exchange for newly produced goods and services, 
they are not included in GDP.

 6. Can inventory investment or net exports ever 
be negative?
Yes. If end-of-the-year inventories are smaller than 
beginning-of-the-year inventories, inventory investment 
is negative, and if the value of exports is smaller than 
the value of imports, net exports are negative.

 Other Measures of Total 
Production and Total Income
 1. How is personal income different from 

national income?
Personal income, the amount of income available 
to spend by consumers, is not the same as national 
income, because owners of productive resources do 
not receive all of the income that they earn and they 
receive “unearned” transfer payments. Undistributed 
corporate profits and social insurance taxes, which 
are not received by the factors of production, must be 
subtracted from, and transfer payments must be added 
to, national income to get personal income.

 2. What is the difference between GDP and 
national income?
To find national income, we must subtract from GDP: 
(1) indirect business taxes, such as sales taxes; 
(2) depreciation—payments set aside for the 
replacement of worn-out capital; and (3) net income 
of foreigners in the United States.

 Problems in Calculating an 
Accurate GDP
 1. If we overestimated inflation over time, would 

our calculations of real GDP growth be over- or 
underestimated?
Nominal GDP is deflated by the measure of inflation 
being used to calculate real GDP and real GDP growth. 
Therefore, for a given nominal GDP growth rate, 

overestimating inflation over time would result in 
underestimating real GDP growth over time.

 2. Why would the growth in real GDP overstate the 
growth of output per person in a country with a 
growing population?
Real GDP growth measures what happens to output 
for the economy as a whole. But if the population is 
growing, real GDP is being split among an increasing 
number of people, and thus real GDP growth exceeds 
per capita real GDP growth.

 Problems with GDP as a 
Measure of Economic Welfare
 1. Why do GDP measures omit nonmarket 

transactions?
GDP measures omit nonmarket transactions because 
there is no accurate way to measure the values of those 
transactions, unlike for normal market transactions, 
where market prices can be used to measure the 
values involved.

 2. How would the existence of a high level of 
nonmarket activities in one country impact real 
GDP comparisons between it and other countries?
Since nonmarket activities are not included in GDP, 
GDP would understate the true value of total output 
more for a country with a relatively high level of 
nonmarket activities than for a country with a smaller 
proportion of nonmarket activities, making countries 
with smaller shares of nonmarket activities look more 
productive relative to countries with larger shares of 
nonmarket activities.

 3. If we choose to decrease our hours worked 
because we value the additional leisure time 
more, will the resulting change in real GDP 
accurately reflect the change in our well-being? 
Why or why not?
Decreasing hours worked will reduce real GDP, 
other things being equal. But if we choose to do so 
voluntarily, that would mean we place a higher value 
on the leisure time (which is not counted in GDP) 
than on the market output (which is counted in GDP) 
forgone by reducing hours worked, so the change in 
real GDP would not accurately reflect the change in 
our well-being.

 4. How do pollution and crime affect GDP? 
How do pollution- and crime-control 
expenditures impact GDP?
Neither pollution nor crime are included (as “bads” to 
be subtracted) in GDP calculations. However, market 
expenditures for pollution and crime control are included 
in GDP, as currently produced goods and services.
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Study Guide

True or False:

1. Measuring the performance of our economy is important to private businesses and to macroeconomic policymakers in 
setting goals and developing policy recommendations.

2. All goods and services exchanged in the current period are included in this year’s GDP.

3. The value of a good or service is determined by the market prices at which goods and services sell.

4. If we counted the value of intermediate goods as well as the full value of the final products in GDP, we would be  
double counting.

5. Following the expenditure method, GDP 5 C 1 I 1 G 1 X.

 6. The distinction between whether a good is durable or nondurable is clear and easy to apply.

 7. In boom periods, expenditures on consumer durables often increase more than expenditures on nondurables.

 8. As incomes have risen, expenditures on services have been growing more slowly than expenditures on goods.

 9. The share of total consumption going for services now exceeds 50 percent.

 10. Purchases of stock are included as part of investment in the national income accounts.

 11. Fixed investments include all spending on capital goods as well as on residential construction.

 12. Investment spending is the most volatile category of GDP.

 13. Government expenditures on goods and services as a proportion of GDP have grown slowly over the last 30 years.

 14. Because exports are consumed in other countries, they are omitted from measures of domestic GDP.

 15. Net exports are a small proportion of GDP and are often negative for the United States.

 16. When someone makes an expenditure for a good or service, that spending creates income for someone else.

 17. The net income of foreigners must be subtracted from GDP to get GNP.

 18. National income is a measure of the income earned by owners of resources and available for spending after taxes.

 19. The primary problem in calculating accurate U.S. GDP statistics is that the “yardstick” used in adding together the values 
of different products, the U.S. dollar, changes in value over time.

 20. Nominal GDP equals real GDP divided by the price-level index, times 100.

 21. In periods of inflation, real GDP will tend to be greater than nominal GDP growth.

 22. The measure of economic welfare most often cited is real per capita gross domestic product.

 23. In a country with a growing population, real GDP per capita could be falling at the same time that real GDP was rising.

 24. Nonmarket transactions, the underground economy, and the value of leisure are all omitted from official  
measures of GDP.

 25. Real GDP is a highly accurate measure of the economic welfare of a nation.

 26. Marrying one’s housekeeper would leave reported GDP unchanged.

 27. In less-developed countries, where a significant amount of food and clothing output is produced in the home, the failure 
to include nonmarket economic activity in GDP is a serious deficiency.

 28. Almost all of the underground economy represents income from illegal sources, such as drug dealing.

 29. GDP is decreased to reflect pollution resulting from production.

 30. Severe shortcomings are involved when using real GDP as a welfare measure. Nonetheless, at the present time,  
no alternative measure is generally accepted as better.
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Multiple Choice:

 1. GDP is defined as the
 a. value of all final goods and services produced in a country in a period of time.
 b. value of all final goods produced in a country in a period of time.
 c. value of all goods and services produced in a country in a period of time.
 d. value of all final services produced in a country in a period of time.

 2. GDP measures
 a. the value of all intermediate goods produced domestically within a given period.
 b. the value of all final goods and services sold in an economy within a given period.
 c. the value of all final goods and services produced domestically within a given period.
 d. the government’s domestic product.

 3. An example of an intermediate product is
 a. the purchase of tires by Ford Motor Company to put on its Ford Explorers.
 b. the purchase of wood by a home construction firm.
 c. the purchase of leather by a shoe manufacturer.
 d. All of the above are examples of intermediate products.

 4. Which of the following is not included in the calculated gross domestic product?
 a. a new Ford Expedition sport-utility vehicle
 b. dinner at Burger King
 c. a construction firm’s purchase of lumber to build a four-bedroom home
 d. the purchase of a newly constructed home

 5. GDP is calculated including
 a. intermediate products but not final products.
 b. manufactured goods but not services.
 c. final products but not intermediate products.
 d. only goods purchased by consumers in a given year.

 6. The expenditure measure of GDP accounting adds together
 a. consumption, interest, government purchases, and net exports.
 b. consumption, government purchases, wages and salaries, and net exports.
 c. consumption, investment, government purchases, and net exports.
 d. wages and salaries, rent, interest, and profits.
 e. wages and salaries, rent, investment, and profits.

 7. Which category of consumption spending tends to be the most unstable over the business cycle?
 a. nondurable consumer goods
 b. durable consumer goods
 c. services
 d. All of these categories of consumer spending are highly unstable over the business cycle.

 8. Which of the following are most likely to be classified by economists as consumer durable goods?
 a. stocks, bonds, EE savings bonds, CDs (certificates of deposit)
 b. automobiles, furniture, CD players
 c. drugs, toys, magazines, books
 d. food, clothing, shelter

 9. Investment includes
 a. fixed investment.
 b. fixed investment plus government investment.
 c. fixed investment plus additions to business inventories.
 d. fixed investment plus subtractions from business inventories.
 e. fixed investment plus government investment plus additions to business inventories.
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 10. Included in the investment category under the expenditure approach to GDP accounting is (are)
 a. additions to inventory.
 b. machines and tools.
 c. newly constructed residential housing.
 d. all of the above.

 11. Which of the following is not included in government purchases?
 a. government purchases of investment goods
 b. transfer payments
 c. government spending on services
 d. None of the above is included in government purchases.
 e. Neither b nor c is included in government purchases.

 12. A negative amount of net exports in the GDP expenditures accounting means
 a. exports are less than imports.
 b. imports are less than exports.
 c. the sum of this period’s exports and imports has declined from the previous period.
 d. net exports have declined from the previous period.
 e. none of the above.

 13. We can be certain that net exports fall if
 a. both exports and imports rise.
 b. both exports and imports fall.
 c. exports rise and imports fall.
 d. exports fall and imports rise.
 e. either b or d occurs.

 14. French perfume that is purchased in the United States is accounted for in which expenditure category of U.S. GDP?
 a. consumption
 b. investment
 c. government purchases
 d. net exports
 e. none of the above

 15. If the United States imported $1.5 billion worth of goods and services and sold $2.9 billion worth of goods and services 
outside its borders, net exports would equal

 a. �$4.4 billion.
 b. $4.4 billion.
 c. $1.4 billion.
 d. �$1.4 billion.
 e. none of the above.

 16. The largest category of GDP is _____________, and the most unstable category of GDP is _____________.
 a. consumption, consumption
 b. government, investment
 c. consumption, investment
 d. consumption, government purchases
 e. investment, consumption

 17. Which of the following will be counted as part of this year’s U.S. GDP?
 a. goods produced last year but not sold until this year
 b. goods produced this year by an American working in Paris
 c. purchases of Cisco Systems stock (not issued this year) that take place this March
 d. sales of used lawn mowers that take place this year
 e. none of the above
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 18. In the income approach to measuring GDP, factor payments do not include
 a. wages and salaries for the use of labor services.
 b. rent for land.
 c. interest payments for the use of capital goods.
 d. profits for entrepreneurs.
 e. All of the above are included as factor payments.

 19. Which of the following is not considered a factor payment?
 a. wages
 b. interest
 c. rent
 d. profit
 e. transfer payments

 20. What is not subtracted from GDP to get national income?
 a. the net income of foreigners
 b. depreciation
 c. indirect business taxes
 d. personal income taxes
 e. All of the above are subtracted from GDP to get national income.

 21. Disposable income is
 a. a measure of the market value of total output.
 b. a measure of the income households have to spend before paying taxes.
 c. a measure of the income households have to spend after paying taxes.
 d. a measure of household income from investment income, such as dividends and capital gains.

 22. Disposable personal income will increase when
 a. taxes rise and transfer payments rise.
 b. taxes rise and transfer payments fall.
 c. taxes fall and transfer payments rise.
 d. taxes fall and transfer payments fall.

 23. Nominal GDP is
 a. the base year market value of all final goods and services produced domestically during a given period.
 b. the current year market value of all final goods and services produced domestically during a given period.
 c. usually less than real GDP.
 d. the current year market value of domestic production of intermediate goods.
 e. none of the above.

 24. Nominal GDP differs from real GDP in that
 a. nominal GDP tends to increase when total production of output in the economy increases, while real GDP does not.
 b. nominal GDP is measured in base year prices, while real GDP is measured in current year prices.
 c. nominal GDP is measured in current year prices, while real GDP is measured in base year prices.
 d. real GDP excludes taxes paid to the government, while nominal GDP does not.

 25. The consumer price index
 a. takes government purchases into account, unlike the GDP deflator.
 b. takes business investment purchases into account, unlike the GDP deflator.
 c. equals 100 in the base year, unlike the GDP deflator.
 d. is generally used to adjust nominal GDP to calculate real GDP.
 e. None of the above is true.

 26. Real GDP in base year dollars equals
 a. nominal GDP divided by the price index, times 100.
 b. nominal GDP divided by the price index.
 c. nominal GDP times the price index.
 d. nominal GDP times the price index, divided by 100.
 e. none of the above.

323



 27. Suppose that nominal GDP in 2000 equals $8,000 trillion and that in 2001 nominal GDP equals $8,500 trillion. It can be 
concluded that

 a. total production of output decreased from 2000 to 2001.
 b. total production of output increased from 2000 to 2001.
 c. the economy experienced inflation from 2000 to 2001.
 d. the economy experienced deflation from 2000 to 2001.
 e. None of the above is true.

 28. If real GDP increases and population increases, then real GDP per capita
 a. will rise.
 b. will fall.
 c. will remain unchanged.
 d. could either rise, fall, or remain unchanged.

 29. If nominal GDP rises from $5 billion to $6 billion, when the GDP deflator goes from 100 to 120, real GDP
 a. rises.
 b. falls.
 c. stays the same.
 d. could either be rising or falling.

 30. Important factors that are excluded from GDP measurements include
 a. leisure.
 b. the underground economy.
 c. nonmarket transactions.
 d. the value of changes in the environment.
 e. all of the above.

 31. Which of the following is measured in per capita GDP?
 a. leisure
 b. underground economic transactions
 c. the services of homemakers
 d. external benefits and costs
 e. none of the above

 32. If country A has a bigger underground economy than country B, and country A’s citizens work fewer hours per week 
than the citizens of country B, other things being equal, then

 a. GDP comparisons between the countries would overstate the economic welfare of country A compared to B.
 b. GDP comparisons between the countries would understate the economic welfare of country A compared to B.
 c. it is impossible to know which direction GDP comparisons between the countries would be biased as measures of the 

economic welfare of the two countries.
 d. it would not introduce any bias in using GDP to compare economic welfare between the countries.
 e. none of the above would be true.

Problems:

 1. Answer the following questions about GDP:
 a. What is the definition of GDP?
 b. Why does GDP measure only the final value of goods and services?
 c. Why does GDP measure only the value of goods and services produced within a country?
 d. How does GDP treat the sales of used goods?
 e. How does GDP treat sales of corporate stock from one stockholder to another?

 2. Which of the following are included in GDP calculations?
 a. cleaning services performed by Molly Maid Corporation
 b. lawn-mowing services performed by a neighborhood child
 c. drugs sold illegally on a local street corner
 d. prescription drugs manufactured in the United States and sold at a local pharmacy
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 e. a rug woven by hand in Turkey
 f. air pollution that diminishes the quality of the air you breathe
 g. toxic-waste cleanup performed by a local company
 h. car parts manufactured in the United States for a car assembled in Mexico
 i. a purchase of 1,000 shares of IBM stock
 j. monthly Social Security payment received by a retiree

 3. To which category of U.S. GDP expenditure does each of the following correspond?
 a. Department of Motor Vehicles services
 b. automobiles exported to Europe
 c. a refrigerator
 d. a newly constructed four-bedroom house
 e. a restaurant meal
 f. additions to inventory at a furniture store
 g. F-16 fighter jets built by a U.S. aerospace corporation and contracted for by the government
 h. a new steel mill

 4. The expenditures on tires by the Ford Motor Company are not included directly in GDP statistics while consumer expen-
ditures on replacement tires are included. Why?

 5. Using any relevant information below, calculate GDP using the expenditure approach.

  Inventory investment $50 billion
  Fixed investment $120 billion
  Consumer durables $420 billion
  Consumer nondurables $275 billion
  Interest $140 billion
  Indirect business taxes $45 billion
  Government wages and salaries $300 billion
  Government purchases of goods and services $110 billion
  Imports $80 billion
  Exports $40 billion
  Profits $320 billion
  Services $600 billion

 6. Fill in the missing data for the following table (in billions):
  Consumption: _____________
  Consumption of durable goods: $1,200
  Consumption of nondurable goods: $1,800
  Consumption of services: $2,400
  Investment: _____________
  Fixed investment: $800
  Inventory investment: $600
  Government expenditures on goods and services: $1,600
  Government transfer payments: $500
  Exports: $500
  Imports: $650
  Net exports: _____________
  GDP: _____________

 7. Answer these questions about durable goods and GDP:
 a. Do consumer nondurable or durable goods tend to change more over the course of a business cycle?
 b. How are consumer durables like investments?
 c. Can either fixed investment or inventory be negative in a given year?
 d. Why isn’t all of government spending part of GDP?
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 8. How does GNP compare to GDP when:
 a. earnings of foreigners and foreign firms in the United States equal earnings of American citizens and firms overseas?
 b. earnings of foreigners and foreign firms in the United States exceed earnings of American citizens and firms 

overseas?
 c. earnings of foreigners and foreign firms in the United States are less than earnings of American citizens and firms 

overseas?

 9. List, from the largest magnitude to the smallest, the following categories: disposable personal income, gross national 
product, national income, net national product, personal income.

 10. Nominal GDP in Nowhereland in 2005 and 2006 is as follows:

  NGDP 2005 NGDP 2006

  $4 trillion $4.8 trillion

  Can you say that the production of goods and services in Nowhereland has increased between 2005 and 2006? Why or 
why not?

 11. Answer these questions about GDP:
 a. Could next year’s real GDP exceed next year’s nominal GDP?
 b. Could real GDP grow at the same time that real GDP per capita falls?
 c. Could people’s real consumption possibilities expand at the same time that real GDP per capita falls?
 d. How does changing amounts of leisure complicate comparisons of real well-being over time?

 12. Fill in the missing data for the following table:

  

Year  GDP Deflator

Nominal GDP 

(in billions)

Real GDP 

(in billions)

1997 90.9 $7,000 _____________

1998 100 _____________ $8,000

1999 _____ $10,000 $8,000

2000 140 $14,000 _____________

2001 150 _____________ $12,000
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He made this statement because he was primarily 
concerned with explaining and reducing short-
term fluctuations in the level of business activity. 
He wanted to smooth out the business cycle, 
largely because of the implications that cyclical 
fluctuations had for buyers and sellers in terms 
of unemployment and price instability. No one 
would deny that Keynes’s concerns were impor-
tant and legitimate.

At the same time, however, Keynes’s flippant 
remark about the long run discounts the fact that 
human welfare is greatly influenced by long-term 

changes in a nation’s capacity to produce goods 
and services. Emphasis on short-run economic 
fluctuations ignores the longer-term dynamic 
changes that affect output, leisure, real income, 
and lifestyle.

What are the determinants of long-run eco-
nomic change in our ability to produce goods 
and services? What are some of the consequences 
of rapid economic change? Why are some 
nations rich while others are poor? Does growth 
in output improve our economic welfare? We 
will explore these questions in this chapter. ■

John Maynard Keynes, one of the most influential economic 
thinkers of all time, once said that “in the long run, we are all dead.” 

Economic Growth 
in the Global Economy 12

12.1 Economic Growth

12.2 Determinants of Economic Growth

12.3 Public Policy and Economic Growth

12.4 Population and Economic Growth
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Defining Economic Growth

Economic growth is usually measured by the annu-
al percentage change in real output of goods and 

services per capita (real GDP per capita), reflecting the 
expansion of the economy over time. We focus on per 
capita because we want to isolate the effect of increased 
population on economic growth. That is, an increase in 
population, ceteris paribus, will lower the standard of 
living because more people will be sharing a fixed real 
GDP. It is also important to note that our economic 
growth rate does not say anything about the distribu-
tion of output and income. For example, a country 
could have extraordinary growth in per capita output 
and yet the poor might make little or no improvement 
in their standard of living. That is, it is possible that 
income group made little or no gain.

In Chapter 3, we introduced the production possi-
bilities curve. Along the production possibilities curve, 
the economy is producing at its potential output. How 
much the economy will produce at its 
potential output, sometimes called its 
natural rate of output, depends on the 
quantity and quality of its resources,  
including labor, capital (factories, 
machinery, tools, productive skills, etc.), 
and natural resources (land, coal, tim-
ber, oil, iron, etc.). In addition, technology can increase 
the economy’s production capabilities. As shown in 
Exhibit 1, improvements in and greater stocks of land, 
labor, capital, and entrepreneurial activity will shift 
the production possibilities curve outward. Another 
way of saying that economic growth has shifted the 
production possibilities curve outward is to say that it 
has increased potential output.

The Rule of 70

If Nation A and Nation B start off with the same 
population and the same level of real GDP, will a 

slight difference in their growth rates over a long period 
of time make much of a difference? Yes. In the first 
year or two, the difference will be small; but even over 
a decade the difference will be large, and after 50 to  
100 years it will be huge. The final effect will be a much 

higher standard of living in the nation 
with the greater economic growth, cet-
eris paribus.

A simple formula, called the Rule of 
70, shows how long it will take a nation 
to double its output at various growth 

rates. If you take a nation’s growth rate and divide it 
into 70, you will have the approximate time it will take 
to double the income level. For example, if a nation 
grows at 3.5 percent per year, then the economy will 
double every 20 years (70/3.5). However, if an economy 
only grows at 2 percent per year, the economy will 
double every 35 years (70/2); and at a 1 percent annual 
growth rate, it will take 70 years to double income 
(70/1). So even a small change in the growth rate of a 
nation will have a large impact over a lengthy period.

In Exhibit 2 we see the growth rates in real GDP 
for the United States since 1790. The exhibit shows U.S. 
Real GDP per capita (measured in 2000 dollars) grew 
from $917 in 1790 to $38,265 in 2008. Since the depth 
of the Great Depression in 1932 Americans today, on 
average, can purchase almost 9 times the amount of 
goods and services. 

In Exhibit 3, we see a comparison of select-
ed industrial countries. Because of differences in 

n What is economic growth?

n What is the Rule of 70?

n What is productivity?

Economic Growth

economic growth
an upward trend in the real 
per capita output of goods 
and services

Economic Growth and  
the Shifting Production 
Possibilities Curve

Increases in land, labor, capital, and entrepreneurial 
activity can expand the production possibilities curve.
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growth rates, some countries will become richer than 
others over time. With relatively slower economic 
growth, today’s richest countries will not be the 
richest for very long. On the other hand, with even 
slight improvements in economic growth, today’s  
poorest countries will not remain poor for long. China 
and India have both experienced spectacular eco-
nomic growth over the past 20 years. Because of this 
economic growth, much of the world is now poorer 
than these two heavily populated countries. Other 
countries, such as Ireland, once one of the poorest 
countries in Western Europe, is now one of the rich-
est. Disappointing growth rates over the past 30 years 
have left Argentina’s economy and standard of living 
unchanged for a quarter of a century.

Because of past economic growth, the “richest” or 
“most-developed” countries today have many times the 
market output of the “poorest” or “least-developed” 
countries. Put differently, the most-developed countries 
produce and market more output in a day than the 
least-developed countries do in a year. The interna-
tional differences in income, output, and wealth are 
indeed striking and have caused a great deal of friction 
between developed and less-developed countries. The 
United States and the nations of the European Union 
experienced sizable increases in real output over the 
past two centuries; but even in 1800 most of these 
nations were better off in terms of market output 
than many impoverished present-day countries such as 

Ethiopia, India, and Nepal. See the U.S. real GDP per 
capita growth from 1790–1860 in Exhibit 2.

china and india
Both China and India have per capita real GDP levels 
that are far less than the United States. The power of 
compound interest could well change this ranking in 
the future. As Nobel laureate Robert Lucas once said, 
“Once one starts to think about differences in growth 
rates among countries, it is hard to think about any-
thing else.” But the current rate of economic growth 
in these two countries will change things in the future. 

U.S. Real GDP Per Capita (year 2000 dollars)

SoURCE: http://www.measuringgrowth.org
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United States 1.8%

Japan 2.0

Germany 1.6

France 1.5

Italy 1.6

United Kingdom 2.1

Canada 1.6
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India experienced an average annual growth rate 
almost 9 percent per year from 2003–08. The eco-
nomic growth rate slowed in 2008–09 as India felt the 
effect of the global financial crisis. India has a highly 
educated English-speaking population and is a major 
exporter of software services and software workers.

China is growing at about 10 percent per year.  
Foreign investment in China has helped spur output 
of both domestic and export goods. China only grew 
at 9 percent annually in 2008; its slowest growth rate 
since 2001. The global financial crisis had a larger  

impact on China than India because China’s economy 
is more heavily reliant on exports. Exports account for 
about 1/3rd of China’s GDP. Since economic liberaliza-
tion began in 1978, China’s investment and export-led 
economy has grown 70 times bigger and is the fastest 
growing major economy in the world. China has the 
world’s third largest nominal GDP, although its per 
capita income is still low, behind roughly a hundred 
countries.

The rapid economic growth in both countries has 
pulled millions out of poverty.

S E C T I O N    C H E C K

1. Economic growth is usually measured by the annual percent change in real output of goods and services per 
capita. Improvements in and greater stocks of land, labor, capital, and entrepreneurial activity will lead to 
greater economic growth and shift the production possibilities curve outward.

2. According to the Rule of 70, if you take a nation’s growth rate and divide it into 70, you have the approximate 
time it will take to double the income level.

3. Rising productivity plays a key role in determining standard of living and long-run economic growth.

1. Why does the production possibilities curve shift outward with economic growth?

2. Even if “in the long run, we are all dead,” are you glad earlier generations of Americans worked and invested 
for economic growth?

3. If long-run consequences were not important, would many students go to college or participate in internship 
programs without pay?

4. When the Dutch “created” new land with their system of dikes, what did it do to their production possibilities 
curve? Why?

Factors That Contribute 
to Economic Growth

Many explanations of the process of economic 
growth have been proposed. Which is correct? 

No single description can give a complete picture of 
economic growth. However, each may be part of a more 
complicated reality. Economic growth is a complex pro-
cess involving many important factors, no one of which 
completely dominates. We can, at a minimum, identify 
four factors that nearly everyone would agree have con-
tributed to economic growth in some or all countries:

1. The quantity and quality of labor resources (labor 
and human capital)

2. Increase in the use of inputs provided by the land 
(natural resources)

3. Physical capital inputs (machines, tools, buildings, 
inventories)

4. Technological knowledge (new ways of combin-
ing given quantities of labor, natural resources, 
and capital inputs), allowing greater output than 
 previously possible

Indeed, today’s workers produce so much more 
than in years past because they have more physical 

n What factors contribute to economic growth?

n What is human capital?

Determinants of Economic Growth
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capital (machinery and offices) to work with and they 
have more human capital (schooling and on-the-job 
training). Producing more output per worker is what 
economists call increased labor productivity.

Labor
We know that labor is needed in all forms of productive 
activity. But other things being equal, an increase in the 
quantity of labor inputs does not necessarily increase 
output per capita. For example, if the increase in the 
quantity of labor inputs is due to an increase in popu-
lation, per capita growth might not occur, because the 
increase in output could be offset by the increase in 
population. However, if a greater proportion of the 
population works (i.e., the labor force participation 
rate rises) or if workers put in longer hours, output 
per capita will increase—assuming that the additional 
work activity adds something to output.

When workers acquire qualitative improvements 
(learning new skills, for example), output increases. 
Workers with a large stock of human capital are more 
productive than those with small stocks of human capi-
tal. Indeed, it has become popular to view labor skills as 
human capital that can be augmented or improved by 
education and on-the-job training. Like physical capi-
tal, human capital must be produced, usually by means 
of teachers, schoolrooms, libraries, computer labs, and 
time devoted to studying. Human capital may be more 
important than physical capital as a determinant of 
economic growth. It certainly can increase labor pro-
ductivity. Human capital also includes improvements 
in health. Better health conditions allow workers to be 
more productive. In fact, University of Chicago econo-
mist and Nobel laureate Robert Fogel has shown that 
improved health from better nutrition has a significant 
impact on long-run economic growth.

Natural Resources
An abundance of natural resources, such as fertile soil, 
and other raw materials, such as timber and oil, can 
enhance output. Many scholars cite the abundance 
of natural resources in the United States as one rea-
son for its historical success. Canada and Australia 
are endowed with a large natural resource base and 
high per capita incomes. Resources are, however, not 
the whole story; for example, Japan and Hong Kong 
have had tremendous economic success despite having 
relatively few natural resources. On the other hand, 
Brazil has a large and varied natural resource base, 
yet its income per capita is relatively low compared 
with many developed countries. It appears that a 
natural resource base can affect the initial development 
 process, but sustained growth is influenced by other 

factors. However, most economists would agree that a 
limited resource base does pose an important obstacle 
to economic growth.

Physical Capital
Recall that physical capital (or just capital) includes 
goods like tools, machinery, and factories that have 
already been produced and are now producing 
other goods and services. Combining workers with 
more capital makes workers more productive. Thus, 
capital investment can lead to increases in labor 
 productivity.

Even in primitive economies, workers usually have 
some rudimentary tools to further their productive 
activity. Consider the farmer who needs to dig a ditch 
to improve drainage in his fields. If he used just his bare 
hands, it might take a lifetime to complete the job. If he 
used a shovel, he could dig the ditch in hours or days. 
But with a big earth-moving machine, he could do it in 
minutes. Most economists agree that capital formation 
has played a significant role in the economic develop-
ment of nations. Physical capital, like human capital, 
increases labor productivity.

Per-Worker Production Function
In chapter 3, we found that by increasing the rate of 
saving, we can produce a greater amount of new capi-
tal goods and increase the stock of productive capital 
for the future. Because resources are scarce, in order 
to invest in new capital, society must sacrifice some 
current consumption. To save more now, we need to 
consume less now. Ultimately, this will allow society to 
consume more in the future.

In Exhibit 1, we see how the amount of capital per 
worker influences the amount of output per worker. 
This positively sloped curve is called the per-worker 
production function. Holding the other determinants 
of output constant (human capital, natural resources 
and technology) we see that moving up along the 
production function, when the quantity of capital 
per worker rises, so does the amount of output per 
worker, but at a diminishing rate—the curve eventually 
becomes flatter as more capital per worker is added.  
That is, capital is subject to diminishing marginal 
returns. If the economy has a very low level of capital, 
an extra unit of capital leads to a relatively large increase 
in  output—a movement from point A to point B in 
Exhibit 2. If the economy already has a great deal of 
capital, an extra unit of capital leads to a relatively 
smaller increase in output—a movement from point C 
to point D in Exhibit 2. Imagine that you owned a small 
store and you had 10 employees and one computer. As 
you added more computers, output per worker rose, 
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Per-Worker Production  
Function

An extra unit of capital leads to a large increase in 
output per worker when the economy initially has a 
low level of capital per worker—a movement from 
point A to point B. However, when the economy has 
a high level of capital per worker, an extra unit of 
capital leads to a small increase in output—a move-
ment from point C to point D. This occurs because of 
 diminishing marginal returns to capital.
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but only up to a point.  What if you added 20 comput-
ers to you work force of 10? Adding more computers 
(capital) still adds to output but by smaller and smaller 
additional amounts. This is what is called diminishing 
marginal returns to capital.  Thus, in the long run, 
other things equal, the benefits of a higher saving rate 
and additional capital stock become smaller and the 
rate of growth slows.

Some economists believe diminish-
ing marginal returns to capital can help 
explain the variation in growth rates 
between rich and poor countries. In 
poor countries, where there is little capi-
tal, small increases in capital investment 
can lead to relatively large increases in 
productivity. In rich countries, where workers already 
have large amounts of capital, increases in capital 
investment may have a very small additional effect on 
productivity.  Economists call this the catch up effect.

technological Advances
Most economists believe that it is the progress in tech-
nology that drives productivity. It is technology that 
allows workers to produce more. Technological change 
can lead to better machinery and equipment, increases 

in capital, and better organization and production 
methods. Technological advances stem from human 
ingenuity and creativity in developing new ways of 
combining the factors of production to enhance the 
amount of output from a given quantity of resources. 
The process of technological advance involves inven-
tion and innovation. Innovation is the adoption of the 
product or process. For example, in the United States, 
the invention and innovation of the cotton gin, the 
Bessemer steel-making process, and the railroad were 
important stimuli to economic growth. New technol-
ogy, however, must be introduced into productive use 
by managers or entrepreneurs who weigh the perceived 
estimates of benefits of the new technology against 
estimates of costs. Thus, the entrepreneur is also an 
important economic factor in the growth process.

Technological advances permit us to economize 
on one or more inputs used in the production process. 
They can permit savings of labor. For example, when a 
new machine does the work of many workers, technol-
ogy is said to be embodied in capital and to be labor 
saving. Technology, however, can also be land (natural 
resource) saving or even capital saving. For example, 
nuclear fission has permitted us to build power plants 
that economize on the use of coal, a natural resource. 
The reduction in transportation time that accompanied 
the invention and innovation of the railroad allowed 
businesses to reduce the capital they needed in the form 
of inventories. Because goods could be obtained more 
quickly, businesses could reduce the stock kept on their 
shelves.

And inventions can come in all sizes. Obviously, 
the semiconductor chip made a huge impact on 
productivity and growth, but so did the Post-it note 
that was introduced in the early 1980s, the laptop com-

puter, or barcode scanners that were 
first introduced in Wal-Mart stores. We 
have also seen huge advances in commu-
nication (the Internet) and  medicines.

In short, better methods of orga-
nization and production can lead to 
increases in labor productivity. When 
fewer workers are needed in a grocery 

store or a department store due to better methods of 
organization, or new machinery and equipment, labor 
productivity rises.

In Exhibit 2, we see that technological change can 
shift the per-worker production curve upward, produc-
ing more output per worker with the same amount of 
capital per worker.

Technological change allows the economy to escape 
the full impact of diminishing marginal returns to capital. 
Thus, in the long run, other things equal, an economy 
must experience technological advance in order to 

innovation  
applications of new 
knowledge that create new 
products or improve existing 
products
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improve its standard of living and overcome the dimin-
ishing marginal returns to capital.

New Growth Theory

In Chapter 2, we discussed that most of economics 
reduces to stories about incentives. This is true for 

technology, too. The greater the reward for new tech-
nology, the more research and technology will occur. 
According to Paul Romer, a new growth economist, 
economic growth can continue unimpeded, as long as 
we keep coming up with new ideas. And there is a role 
for government, too—encouraging the creation of new 
ideas. While the market is a great engine for  economic 
growth, it can be “turbocharged” with strong insti-
tutional support for education and science. Romer 
believes that it is ideas that drive economic growth. 
To Romer, economic growth comes from increases 
in  value—rearranging fixed amounts of matter and 
 making new combinations that are more valuable. 
“There are zillions of combinations that we can use to 
make new goods and services we value.”

S e c t i o n    c H e c K

1. The factors that contribute to economic growth are increased quantity and quality of labor, natural resources, 
physical capital, and technological advances.

2. Labor can be improved through investment in human capital—that is, education, on-the-job training, and 
experience can improve the quality of labor.

1. Why is no single factor capable of completely explaining economic growth patterns?

2. Why might countries with relatively scarce labor be leaders in labor-saving innovations? In what area would 
countries with relatively scarce land likely be innovative leaders?

3. Why could an increase in the price of oil increase real GDP growth in oil-exporting countries such as Saudi 
Arabia and Mexico, while decreasing growth in oil-importing countries such as the United States and Japan?

4. How is Hong Kong a dramatic example of why abundant natural resources are not necessary for rapid 
 economic growth?

Technological Change and the 
Per-Worker Production Function

Technological change causes the per-worker produc-
tion function to shift upward from PF1 to PF2 allowing 
for the production of more output per worker with the 
same amount of capital per worker.
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n Why is the saving rate so important for 
increasing economic growth?

n Why is research and development so 
important for economic growth?

n Why are property rights so important for 
increasing economic growth?

n What impact will free trade have on 
 economic growth?

n Why is education so important for 
 economic growth?

Public Policy and Economic Growth

The Impact of
Economic Growth

Economic growth means more than an increase 
in the real income (output) of the population. 

A number of other important changes accompany 
changes in output. Claims that economic growth 
stimulates political freedom or democracy have even 
been made, but evidence for that correlation is far from 
conclusive. Even though some democratic societies are 
rich and some authoritarian ones are poor, the oppo-
site also holds. That is, some features of democracy, 
such as majority voting and special interest groups, 
may actually be growth retarding. For example, if the 
majority decides to vote for large land reforms and 
wealth transfers, the consequences will be higher taxes 
and market distortions that will reduce incentives for 
work, investment, and ultimately economic growth. 
However, a nation can pursue a number of policies that 
will increase economic growth.

Saving Rates, Investment, Capital 
Stock, and Economic Growth

One of the most important determinants of economic 
growth is the saving rate. To consume more in the 

future, we must save more now. Generally, higher levels 
of saving will lead to higher rates of investment and cap-
ital formation and, therefore, greater economic growth. 
Individuals can either consume or save their income. If 
individuals choose to consume all their income, they will 
have nothing left for saving, which businesses could use 
for investment purposes to build new plants or replace 
worn-out or obsolete equipment. With 
little investment in capital stock, there 
will be little economic growth. Capital 
can also increase as a result of injections 
of capital from abroad (foreign direct 
investments), but the role of national 
saving rates in economic growth is of 
particular importance.

Exhibit 1 clearly shows that sustained rapid eco-
nomic growth is associated with high rates of saving 
and investment around the world. However, invest-
ment alone does not guarantee economic growth. 
Economic growth hinges on the quality and type of 
investment as well as on investments in human capital 
and improvements in technology.

Infrastructure

Infrastructure (e.g., highways, ports, bridges, power 
lines, airports, and information technology) is critical to 

economic coordination and activity. Some infrastructure 
is private and some is public. In the past several decades, 
the amount of government investment in U.S. infrastruc-
ture has fallen. Some economists argue that improve-
ments in infrastructure could lead to higher productivity. 
Others argue the causality runs in the other direction; 
that higher productivity leads to greater infrastructure. In 
addition, a special interest problem concerns favored dis-
tricts with political clout that end up as the recipients of 
improved infrastructure—which may not be an efficient 
solution. Most would agree, however, that poor infra-
structure is a major deterrent to economic growth.

Research and Development

Some scholars believe that the importance of research 

and development (R&D) is understated. Research 
and development consists of the activities undertaken to 
create new products and processes that will lead to techno-
logical progress. The concept of R&D is broad indeed—it 
can include new products, management improvements, 
production innovations, or simply learning by doing. 

However, it is clear that investing in 
R&D and rewarding innovators with 
patents have paid big dividends in the 
past 50 to 60 years. Some would argue 
that even larger rewards for research 
and development would spur even more 
rapid economic growth. Some types of 
scientific research may have far-reaching 

research and 
development (R&D) 
activities undertaken to 
create new products and 
processes that will lead to 
technological progress
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benefits that cannot be captured by a private firm. Such a 
case presents a compelling argument for government sup-
port of basic research. GPS satellite systems in cars, for 
example, were originally designed for military purposes. 
In addition, an important link exists between R&D and 
capital investment. As already noted, when capital depre-
ciates over time, it is replaced with new equipment that 
embodies the latest technology. Consequently, R&D may 
work hand in hand with investment to improve growth 
and productivity. Lastly, R&D may benefit foreigners as 
they import goods from technologically advanced coun-
tries to make their firms more efficient.

The Protection of  
Property Rights Impacts 
Economic Growth

Economic growth rates tend to be higher in countries 
where the government enforces property rights. 

Property rights give owners the legal right to keep or sell 
their properties—land, labor, or capital. Without prop-
erty rights, life would be a huge “free-for-all,” where 
people could take whatever they wanted. Economists 
call the government’s ability to protect private property 
rights and enforce contracts the rule of law.

In most developed countries, property rights are 
effectively protected by the government. However, in 

developing countries, such protection is not usually the 
case. If the government does not enforce property rights, 
the private sector must respond in costly ways that stifle 
economic growth. For example, an unreliable judiciary 
system means that entrepreneurs must often rely on 
informal agreements that are difficult to enforce. As a 
result, they may have to pay bribes to get things done, 
and even then, they may not get the promised services. 
Individuals may have to buy private security or pay 
“organized crime” for protection against crime and cor-
ruption. In addition, landowners and business owners 
may be fearful of coups or takeovers from a new govern-
ment, which might confiscate their property altogether. 
In short, if government is not adequately protecting 
property rights, the incentive to invest will be hindered, 
and political instability, corruption, and lower rates of 
economic growth will be likely. However, it may well be 
a two-way street. In the words of former U.N. Secretary-
General Kofi Annan, “There will be no development 
without security and no security without development.”

Free Trade and  
Economic Growth

Allowing free trade can also lead to greater output 
because of the principle of comparative advantage. 

Essentially, the principle of comparative advantage sug-
gests that if two nations or individuals with  different 

Saving Rates and GDP Growth During High-Growth Periods in Selected Economies

NoTE: Data are annual averages for the periods indicated.

SoURCE: World Bank, World Development Report, 1996, oxford University Press, 1996. Republished with permission of the World Bank, from World Bank Development 
Report 1996; permission conveyed through Copyright Clearance Center, Inc.
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resource endowments and production capabilities 
specialize in producing a smaller number of goods 
and services and engage in trade, both parties will 
benefit. Total output will rise. This concept will be dis-
cussed in greater detail in the chapter on International 
Trade.

Education

Education, investment in human capital, may be 
just as important as improvements in physical 

capital. At any given time, an individual has a choice 
between current work and investment activities such 
as education that can increase future earning power. 

An individual will usually accept reduction in current 
income to devote effort to  education and training. In 
turn, a certain return on the investment is expected 
because in later years, the individual will earn a higher 
wage rate (the amount of the increase depending on the 
nature of the education and training as well as natural 
ability). For example, in the United States, a person 
with a college education can be expected to earn almost 
twice as much per year as a high school graduate.

One argument for government subsidizing educa-
tion is that the investment can increase the skill level of 
the population and raise the standard of living. However, 
even if the individual does not benefit  financially from 
increased education, society may benefit culturally and 
in other respects from having its members highly edu-
cated. For example, more  education can lead to lower 

Douglass C. North, an economic historian, was 
the recipient of the Nobel Prize in Economics in 
1993. One of North’s contributions is his analy-

sis of the linkage between institutional changes and 
economic growth. According to North, “the sources of 
sustained economic growth and the determinants of 
income distribution are to be found in the institutional 
structure of a society. Economic historians can no 
longer write good economic history without explicitly 
taking into account the institutional structure of the 
system, both economic and political. We can’t avoid 
the political aspect because decisions made outside 
the marketplace have had, and will continue to have, 
a fundamental influence upon growth and welfare.”

Institutions matter because they affect the choices 
open to people, shape incentives, and are an impor-
tant determinant of human action. The institutional 
structure of a society (or the “rules of the game,” as 
Mr. North calls it) includes formal rules (such as con-
stitutions, property rights, laws of contract), informal 
constraints (conventions, customs, codes of conduct), 
and the means of enforcing both formal and infor-
mal standards of behavior (courts, social ostracism, 
personal beliefs). As in sports, the way the game is 
played and its outcome depend on the nature of the 
rules, the character of the players, and the fairness 
(impartiality) of the referee. Moreover, the choice of 
the rules and the enforcement mechanisms will be 
affected by prevailing ideology and culture.

According to North, rules must be credible if they 
are to be effective. That is, they must be enforced. 
Private enforcement is possible, but as economic 
life becomes more complex, political institutions 
become the major instrument for defining and 
enforcing property rights. The history of economic 
performance cannot be separated from the his-
tory of political performance. The New Institutional 
Economics studies both.

North has shown that those countries that (1) 
adopt a rule of law, one which limits the power of 
government over economic life and protects the 
rights of persons and property and (2) maintain 
open markets and freedom of contract are more 
likely to achieve long-run economic prosperity than 
those who do not.

According to North, economic change is “path 
dependent”: The future depends on the past and 
present choices. History is not predetermined or 
based on some grand design; it is the sum of human 
actions. How we act will depend on the rules we 
inherit and formulate, as well as on our cultural and 
moral heritage. But ultimately, it is individuals who 
must choose.

SOURCES: See Douglass C. North, Growth and Welfare in the American Past, 

2nd ed. (Englewood Cliffs, NJ: Prentice Hall, 1974); and James Dorn, “North Wins 

Nobel for New Institutional Economics,” The Margin (Spring 1994), 56.
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crime rates, new ideas that may benefit society, and 
more informed voters.

With economic growth, illiteracy rates fall and for-
mal education grows. The correlation between per cap-
ita output and the proportion of the population that is 
able to read or write is striking. Improvements in literacy 
stimulate economic growth by reducing barriers to the 
flow of information; when information costs are high, 
out of ignorance, many resources flow to or remain in 
uses that are unproductive. Moreover, education imparts 
skills that are directly useful in raising labor productiv-
ity, whether it is mathematics taught to a sales clerk, 
engineering techniques taught to a college graduate, or 
just good ideas that facilitate production and design.

Many economists believe that the tremendous 
growth in East Asia (South Korea, Taiwan, Hong 
Kong, and Singapore) in the last half of the twentieth 
century was a result of good basic education for many 
of their citizens. This reason was one of many factors 
that contributed to growth, including high rates of sav-
ing and a large increase in labor force participation.

The message of the Asian experience is clear: 
Good universal basic education makes most 
people more productive and satisfied with their 

own lives, more adaptable to changing circumstanc-
es, and better qualified to contribute to their own and 
national development, according to William Ratliff.

Reforming Asian countries have already taken 
long strides toward participating effectively in the 
modern world, he says, while most Latin American 
countries are hopping in that direction when they are 
not stumbling and falling back. Latin America’s growth 
has been intermittent at best, in large part because 
most of that region’s leaders have not promoted 
serious and systematic reforms that would allow the 
people to break out of the prison of traditional ways.

Latin America’s implementation of substantive 
reforms, or failure to do so, is of direct interest to 
the United States:

M  The failure of these countries to provide universal 
basic education will make it difficult for them to 
develop stable and productive economies.

M  Without strong internal markets and economies, the 
countries themselves will not prosper, and the already 
enormous and potentially greater U.S. trade and 
investment in the hemisphere will be  threatened.

M  The failure to develop substantially will mean a 
continuation of the cycles of frustration among 
Latin Americans and make inevitable excessive 
migration to the United States.

What is more, failing economies create incentives 
for Latin Americans, from peasants to businesspeople 
to politicians, to become involved in the production and 
peddling of narcotics and the violence that follows.

Finally, Americans wish to see their southern 
neighbors able to participate actively in the unfold-
ing of their own futures, in large part through higher 
standards of health and education. Thus, the United 
States should promote education reform among 
Latin Americans, bilaterally and multilaterally, and 
support serious efforts when they are made.

SOURCE: Doing It Wrong and Doing It Right: Education in Latin America and Asia, by 

William Ratliff, Hoover Institution Press.

EDUCATION REFORM IN ASIA AND LATIN AMERICA

Improving education is a relatively inexpensive way 
to enrich the lives of people living in poorer coun-
tries. Education allows these countries to produce 
more advanced goods and services and enjoy the 
wealth created from trading in the global economy. 
Taiwan, India, and South Korea are now part of the 
high-tech global economy, but most of Africa, with 
the lowest levels of  education, has been left behind.
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 consider this:
In Brazil and other Latin American countries parents are 
receiving cash payments to keep their children in school. 
Human capital is a key component of economic growth and 
development.
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However, in poorer developing countries, the higher 
opportunity costs of education present an obstacle. 
Children in developing countries are an important part 
of the labor force starting at a young age. If they attend 
school, children cannot help in the fields—planting, har-
vesting, fence building, and many other tasks—which 
many households depend on in the rural areas of develop-
ing countries. A child’s labor contribution to the family is 
far less important in a developed country. Thus, the higher 
opportunity cost of education in developing countries is 
one of the reasons that school enrollments are lower.

Education may also be a consequence of economic 
growth, because as incomes rise, people’s tendency to 
consume education increases. People increasingly look 
to education for more than the acquisition of immedi-
ately applicable skills. Education becomes a consump-
tion good as well as a means of investing in human capi-
tal. There are also a number of factors that can lead to 
slower economic growth. Countries that fail to enforce 
the rule of law, experience wars and revolutions, have 
poor education and health systems and low rates of sav-
ing and investment are not likely to grow very rapidly.

S E C T I O N    C H E C K

1. Generally speaking, higher levels of saving will lead to higher rates of investment and capital formation and, 
therefore, to greater economic growth.

2. Larger rewards for research and development would spur even more rapid economic growth.

3. Economic growth rates tend to be higher in countries where the government enforces property rights more 
vigorously.

4. Allowing free trade can also lead to greater output because of the principle of comparative advantage.

5. Education, investment in human capital, is important to improving standards of living and economic growth.

1. Why does knowing what factors are correlated with economic growth not tell us what causes 
economic growth?

2. How does increasing the capital stock lead to economic growth?

3. How do higher saving rates affect long-run economic growth?

4. Why would you expect an inverse relationship between self-sufficiency and real GDP per capita?

5. If a couple was concerned about their retirement, why could that lead them to have more children if they 
lived in an agricultural society, but fewer children if they were in an urban society?

6. Why is the effective use of land, labor, capital, and entrepreneurial activities dependent on the protection 
of property rights and the rule of law?

n When is population growth beneficial to 
per capita economic growth?

n When is population growth detrimental 
to per capita economic growth?

n Why are rising expectations detrimental 
to the desirability of economic growth?

n How do environmental concerns affect 
the desirability of economic growth?

Population and Economic Growth

Population Growth 
and Economic Growth

At the beginning of the English Industrial Revolution 
(c. 1750), the world’s population was perhaps 

700 million. It took 150 years (to 1900) for that 

population to slightly more than double to 1.6 billion. 
Just 64 years later (in 1964), it had doubled again to 
3.2 billion.

After another 41 years (in 2005), the population dou-
bled yet again to more than 6.4 billion. Economic develop-
ment occurred amidst all this growth in population, but 
what role does population play in economic growth?
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The effect of population growth on per capita 
economic growth is far from obvious. If population 
were to expand faster than output, per capita output 
would fall; population growth would inhibit growth 
with a larger population. With a larger population, 
however, comes a larger labor force. Also, economies 
of large-scale production may exist in some forms of 
production, so larger markets associated with greater 
populations lead to more efficient-sized production 
units. Certainly, rapid population growth—more than 
3 percent a year—did not seem to impede U.S. econom-
ic growth in the mid-nineteenth century. U.S. economic 
growth until at least World War I was accompanied by 
population growth that was among the highest in the 
world for the time.

The general feeling, however, is that in many of the 
developing countries today, rapid population growth 
threatens the possibility of attaining sustained eco-
nomic growth. These countries are predominantly agri-
cultural with modest natural resources, especially land. 
The land-labor ratio is low. Why is population growth 
a threat in these countries? One answer was provided 
nearly two centuries ago by an English economist, the 
Reverend Thomas Malthus.

The Malthusian Prediction

Malthus formulated a theoretical model that pre-
dicted that per capita economic growth would 

eventually become negative and that wages would ulti-
mately reach equilibrium at a subsistence level, or just 
large enough to provide enough income to stay alive. 
To create this model, Malthus made three assumptions: 
(1) the economy was agricultural, with goods produced 
by two inputs, land and labor; (2) the supply of land 
was fixed; and (3) human sexual desires worked to 
increase population.

The Law of Diminishing 
Marginal Returns
As population increases, the number of workers 
increases, and with greater labor inputs available, out-
put also goes up. At some point, however, output will 
increase by diminishing amounts because of the law 
of diminishing returns, which states that if you add 
variable amounts of one input (in this case, labor) to 
fixed quantities of another input (in this case, land), 
output will rise but by diminishing amounts (because 
as the land-labor ratio falls, less land is available per 
worker). For example, a rapid growth in the labor 
force might make it more difficult to equip each worker 
with sufficient capital, and lower amounts of capital 

per worker lead to lower productivity and a lower real 
GDP per capita. In short, the increase in the one factor 
of production, labor, might cause the other factors of 
production to be spread too thinly.

Avoiding Malthus’s Prediction
Fortunately, Malthus’s theory proved spectacularly 
wrong for much of the world. Although the law of 
diminishing returns is a valid concept, Malthus’s other 
assumptions were unrealistic. The quantity or qual-
ity of tillable land is not completely fixed. Irrigation, 
fertilizer, and conservation techniques effectively 
increase arable land. More important, Malthus implic-
itly neglected the potential for technological advances 
and ignored the real possibility that improved technol-
ogy, often embodied in capital, could overcome the 
impact of the law of diminishing returns. Further, the 
Malthusian assumption that sexual desire would neces-
sarily lead to population increase is not accurate. True, 
sexual desire will always be with us, but the number of 
births can be reduced by birth control techniques.

As we discussed earlier, some economists believe 
that population growth can lead to greater economic 
growth. In some countries, a larger population may lead 
to more entrepreneurs, engineers, and scientists who will 
contribute to even greater economic growth through 
technological progress. These factors turn Malthus’s 
theory on its head; instead of population being the vil-
lain, it could actually turn out to be the hero.

Do Some Developing Countries Still Fit 
Malthus’s Prediction Today?
Unfortunately, the Malthusian assumptions don’t vary 
widely from reality for several developing countries 
today. Some developing nations of the world are having 
substantial population increases, with a virtually fixed 
supply of land, slow capital growth, and few techno-
logical advances. For example, in some African nations, 
the population growth rate is 3 percent per year, while 
food output is growing at only 2 percent per year. In 
these cases, population growth causes a negative effect 
on per capita output because the added output derived 
from having more workers on the land is small.

Some economists worry about population growth 
and the capital stock. The greater the production 
growth rate, the lower the capital stock per worker. This 
could lead to lower labor productivity, a reduction in 
one’s standard of living, and slower economic growth.

In fact, some developing countries have tried to reduce 
the rate of population growth to achieve greater economic 
growth per capita and higher standards of living. For 
example, China tried to reduce its population growth rate 
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through laws regulating the number of children a fam-
ily may have. It is true that in many poor countries, the 
population growth rate is much higher, nearly 3 percent 
per year, than in richer countries, about 1 percent per year. 
High population growth rates may be one explanation 

for lower standards of living, but many non-Malthusian 
explanations help explain the recurring poverty that exists 
in developing countries today, such as political instability, 
the lack of defined and enforceable property rights, and 
inadequate investment in human capital.

S E C T I O N    C H E C K

1. Population growth may increase per capita output in resource-rich countries such as the United States, 
Australia, and Saudi Arabia, because they have more resources for each laborer to produce with. They are 
more likely to be able to exploit economies of large-scale production, and they are more likely to have rapidly 
expanding technology.

2. In some countries, the Malthusian dilemma posed by population growth and diminishing returns is a problem, 
and they may suffer as a result of population growth.

1. What happens to per capita real output if population grows faster than output? If population grows more 
slowly than output?

2. How can economies of large-scale production allow per capita output to rise as population rises?

3. How did Malthus’s prediction on population growth follow from the law of diminishing returns?

4. Why is population control a particularly important issue in countries with very low levels of per capita income?

In te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. John Maynard Keynes was primarily concerned with 
explaining and reducing _____________ fluctuations in 
the level of business activity.

 2. Many would argue that in the long run, economic 
growth is a(n) _____________ determinant of people’s 
well-being.

 3. Economic growth is usually measured by the annual 
percent change in _____________.

 4. How much the economy will produce at its 
potential output depends on the _____________ and 
_____________ of an economy’s resources.

 5. _____________ in technology can increase the 
economy’s production capabilities.

 6. A nation with _____________ economic growth will 
end up with a much higher standard of living, ceteris 
 paribus.

 7. The Rule of 70 says that the number of years necessary 
for a nation to double its output is approximately equal 
to the nation’s _____________ rate divided into 70.

 8. Several factors have contributed to economic growth 
in some or all countries: (1) growth in the quantity 
and quality of _____________ resources used (human 
capital); (2) increase in the use of inputs provided by 

the _____________ (natural resources); (3) growth 
in physical _____________ inputs (machines, tools, 
buildings, inventories); and (4) _____________ advances 
(new ways of combining given quantities of labor, 
natural resources, and capital inputs) allowing greater 
output than previously possible.

 9. If the labor force participation rate in a country 
_____________ or if workers put in _____________ 
hours, output per capita will tend to increase.

 10. It has become popular to view labor as _____________ 
capital that can be augmented or improved by education 
and on-the-job training.

 11. _____________ formation has played a significant role 
in the economic development of nations.

 12. _____________ is the adoption of a new product or 
process.

 13. Technological advance permits us to economize on 
_____________, _____________, or even _____________.

 14. Generally speaking, higher levels of saving will lead 
to _____________ levels of investment and capital 
formation and, therefore, to _____________ economic 
growth.

 15. Investment alone does not guarantee economic 
growth, which hinges on the _____________ and the 
_____________ of investment as well.
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 16. Research and development can result in _____________ 
products, management _____________, production 
_____________, or learning by _____________.

 17. Economic growth rates tend to be higher in countries 
where the government enforces _____________.

 18. If a country’s government is not enforcing property 
rights, the private sector must respond in _____________ 
ways that _____________ economic growth.

 19. _____________ can lead to greater output because of the 
principle of comparative advantage.

 20. Accepting a(n) _____________ in current income to 
acquire education and training can _____________ future 
earning ability, which can raise the standard of living.

 21. With economic growth, illiteracy rates _____________ 
and formal education _____________.

 22. Improvements in literacy stimulate economic growth by 
_____________ barriers to the flow of information and 
_____________ labor productivity.

 23. One problem in providing enough education in poorer 
countries is that children in developing countries are 
an important part of the labor force at a young age; 
therefore, a(n) _____________ opportunity cost of 
education is involved in terms of forgone contributions 
to family income.

Answers: 1. short-term 2. crucial 3. real GDP per capita 4. quantity; quality 5. Increases 6. greater 7. growth 8. labor; land; capital; 
technological 9. rises; longer 10. human 11. Capital 12. Innovation 13. labor; land (natural resources); capital 14. higher; greater 15. quality; 
type 16. new; improvements; innovations; doing 17. property rights 18. costly; stifle 19. Free trade 20. reduction; increase 21. fall; grows 
22. reducing; raising 23. higher

Key Terms and Concepts

Sect ion Check Answers

 4. When the Dutch “created” new land with 
their system of dikes, what did it do to their 
production possibilities curve? Why?
Building dikes in Holland increased the quantity of 
usable land the Dutch had to work with; an increase 
in the amount of usable natural resources shifts a 
country’s production possibilities curve outward.

 Determinants 
of Economic Growth
 1. Why is no single factor capable of completely 

explaining economic growth patterns?
No single factor is capable of completely explaining 
economic growth patterns because economic growth is 
a complex process involving many important factors, 
no one of which completely dominates.

 2. Why might countries with relatively scarce labor 
be leaders in labor-saving innovations? In what 
area would countries with relatively scarce land 
likely be innovative leaders?
Those in countries with relatively scarce and therefore 
more costly labor would benefit more from labor-
saving innovations and so would be likely to be leaders 
in such innovations. Similarly, those in countries with 

 Economic Growth
 1. Why does the production possibilities curve shift 

outward with economic growth?
Economic growth means that an economy is able to 
produce more goods and services than before. An 
outward shift in a country’s production possibilities 
curve simply illustrates this fact graphically.

 2. Even if “in the long run, we are all dead,” 
are you glad earlier generations of 
Americans worked and invested for 
economic growth?
The fact that earlier generations of Americans worked 
and invested for economic growth means that there is 
currently a greater stock of capital in the United States 
than there would have been otherwise. With more tools 
to work with, you are more productive, resulting in a 
higher income and greater consumption possibilities.

 3. If long-run consequences were not important, 
would many students go to college or participate 
in internship programs without pay?
No. These are two of many examples where people 
sacrifice in the short run in order to benefit in the long 
run. Saving and research and development are other 
obvious examples.
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relatively scarce and therefore more costly land would 
likely be leaders in innovative ways to conserve land.

 3. Why could an increase in the price of oil increase 
real GDP growth in oil-exporting countries such 
as Saudi Arabia and Mexico, while decreasing 
growth in oil-importing countries such as the 
United States and Japan?
Since GDP measures the market value of goods and 
services produced, an increase in prices for what a 
country exports adds to its GDP. However, an increase 
in the price of imported oil will raise costs and reduce 
output in that country, other things being equal.

 4. How is Hong Kong a dramatic example of why 
abundant natural resources are not necessary 
for rapid economic growth?
Hong Kong has virtually no natural resources, yet has 
long been among the fastest-growing economies in the 
world, proving that abundant natural resources are not 
necessary for rapid economic growth.

 Public Policy 
and Economic Growth
 1. Why does knowing what factors are correlated 

with economic growth not tell us what causes 
economic growth?
Knowing what factors are correlated with economic 
growth does not tell us what causes economic growth 
because correlation does not prove causation. A factor may 
cause changes in economic growth, or economic growth 
could cause changes in it, or changes in both the factor and 
economic growth may be caused by yet another variable.

 2. How does increasing the capital stock lead to 
economic growth?
Increasing the capital stock adds to the tools workers 
have to work with, increasing their productivity over 
time, which in turn increases output over time.

 3. How do higher saving rates affect long-run 
economic growth?
Higher savings rates provide more funds for capital 
investment, and greater capital investment (which 
often also embodies advances in technology) increases 
productivity and output growth.

 4. Why would you expect an inverse relationship 
between self-sufficiency and real GDP per capita?
Because of different endowments and abilities, both 
people and countries have different opportunity costs 
of production for large numbers of goods and services 
(different comparative advantages). Specialization and 
large-scale production, combined with domestic and 
international trade, allow an expansion of productive 
and consumption possibilities by taking advantage of 
lower cost production, while self-sufficiency sacrifices 
those potential gains.

 5. If a couple was concerned about their retirement, 
why could that lead them to have more children 
if they lived in an agricultural society, but fewer 
children if they were in an urban society?
In an agricultural society, children can typically “earn 
their own keep,” making them financially “profitable” 
investments, as well as helping to provide for parents’ 
retirement. In an urban society, however, children are a 
substantial financial liability to their parents.

 6. Why is the effective use of land, labor, capital, 
and entrepreneurial activities dependent on the 
protection of property rights and the rule of law?
Without protected property rights and the rule of 
law, both production and exchange become far more 
difficult, costly, and uncertain, undermining the ability 
of market incentives to induce the effective use of 
the factors of production. Similarly, the rewards to 
investors and those who seek new and better ways 
of doing things are also more uncertain, reducing the 
incentives to make such investments and innovations.

 Population and Economic Growth
 1. What happens to per capita real output if 

population grows faster than output? If 
population grows more slowly than output?
If population grows faster than real output, per capita 
real output falls, while if population grows more slowly 
than real output, per capita real output rises.

 2. How can economies of large-scale production 
allow per capita output to rise as population rises?
Economies of large-scale production mean that output 
can expand more than proportionately to an increase 
in inputs. So that the increasing labor force that 
accompanies a larger population may increase output 
enough, through more efficient-sized production units, 
that per capita real output rises as population rises.

 3. How did Malthus’s prediction on population 
growth follow from the law of diminishing returns?
Malthus’s prediction that population growth results in a 
subsistence level of wages was based on the assumption 
of an agricultural society with land and labor as the only 
factors of production. Assuming that the amount of land 
was fixed, population and the labor force would grow 
to where production exhibited the law of diminishing 
returns, with output growing more slowly than increases 
in the variable input, labor, which would reduce per 
capita incomes, eventually to the point of subsistence.

 4. Why is population control a particularly 
important issue in countries with very low levels 
of per capita income?
In countries with a fixed supply of land and little if any 
technological advance, Malthus’s assumptions are not 
far from the reality. Population control is one way to 
hold down the rate of population increase, to prevent 
the Malthusian subsistence wage result.
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Study Guide

true or False:

1. Human welfare is greatly influenced by long-term changes in a nation’s capacity to produce goods and services.

2. Emphasis on the short run of the business cycle can ignore the longer-term dynamic changes that affect output  
and real incomes.

 3. Economic growth is usually measured by the annual percent change in the nominal output of goods and services  
per capita.

 4. Along the production possibilities curve, the economy is producing at its potential output, sometimes called its natural 
level of output.

 5. Another way of saying that economic growth shifted the production possibilities curve outward is that it increased 
potential output.

 6. Greater stocks of land, labor, or capital can shift the production possibilities curve outward.

 7. The Rule of 70 says that the number of years necessary for a nation to double its output is approximately equal to the 
nation’s growth rate divided by 70.

 8. The “richest” or “most-developed” countries today have many times the per capita output of the “poorest”  
or “least-developed” countries.

 9. Economic growth is a complex process involving many important factors, no one of which completely dominates.

 10. If the quantity of physical capital in a country increases at the same time that the quantity or quality of labor resources 
used falls, that country would experience economic growth as a result.

 11. Technological advances, even without any change in the quantity or quality of the labor resources used, tend to lead  
to economic growth.

 12. An increase in labor input does not necessarily increase output per capita.

 13. A limited resource base is no obstacle to economic growth.

 14. Both the initial development process and the sustained growth of an economy are dependent on a large natural  
resource base.

 15. Technological advances involve both invention and innovation.

 16. Because new technology must be introduced into productive use by someone who weighs estimates of the benefits of the 
new technology against estimates of the costs, that person—the entrepreneur—is an important economic factor in the 
growth process.

 17. Technological advance permits us to economize on labor, land, or even capital.

 18. One of the most important determinants of economic growth is the saving rate.

 19. Investment alone does not guarantee economic growth.

 20. An important link between research and development and capital investment means that when capital depreciates over 
time, it is replaced with new equipment that embodies the latest technology.

 21. In most developed countries, property rights are effectively protected by the government; but in developing countries, such 
protection is not normally the case.

 22. Free-trade policies will tend to increase the value of total output in an economy.

 23. Trade can make economies more productive, even if individual enterprises don’t become more efficient.

 24. The correlation between per capita output and the proportion of the population that is unable to read and write is small.

 25. Education is both a consequence of economic growth and a cause of economic growth.
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Multiple Choice:

 1. John Maynard Keynes, who once said that “in the long run, we are all dead,” was primarily concerned with
 a. long-run economic growth.
 b. long-run price stability.
 c. redirecting short-run fluctuations in the business cycle.
 d. all of these issues equally.

 2. Economists typically measure economic growth by tracking
 a. the employment rate.
 b. the unemployment rate.
 c. the expansion index.
 d. real GDP per capita.
 e. nominal GDP.

 3. Economic growth refers to a(n) _____________ in the output of goods and services in an economy. The greater the 
economic growth, the _____________ goods citizens and their descendants will have to consume.

 a. decrease; less
 b. decrease; more
 c. increase; more
 d. increase; less

 4. Economic growth is usually measured by the annual percent change in
 a. nominal GDP.
 b. nominal GDP per capita.
 c. real GDP.
 d. real GDP per capita.

 5. How much the economy can produce at its natural rate of output depends on
 a. technology.
 b. the quantity of available natural resources.
 c. the productivity of labor.
 d. the stock of available capital.
 e. all of the above.

 6. The natural level of real output in a country will tend to fall if
 a. technology advances.
 b. an increasing fraction of the population retires.
 c. increased investment adds to the capital stock.
 d. existing supplies of natural resources are depleted.
 e. either b or d occurs.

 7. The standard of living will decline if
 a. nominal GDP grows at a faster rate than real GDP.
 b. nominal GDP grows at a slower rate than real GDP.
 c. the rate of population growth exceeds the rate of growth of real GDP.
 d. the rate of population growth is less than the rate of growth of real GDP.

 8. An economy’s production possibilities curve will shift outward over time if
 a. technological progress occurs.
 b. the stock of available capital decreases.
 c. emigration results in a decrease in the supply of available labor.
 d. the productivity of labor increases.
 e. either a or d occurs.
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 9. Which of the following would not result in increasing the natural rate of output in a country?
 a. increasing current consumption by reducing current saving
 b. draining swampland to allow cultivation
 c. improving the transportation system
 d. raising the fraction of resources that the country devotes to education
 e. All of the above would tend to increase the natural rate of output in a country.

 10. Which one of the following will cause the production possibilities curve to shift outward?
 a. improved public education
 b. improved health care systems
 c. larger budgets for research, development, and exploration
 d. all of the above

 11. According to the Rule of 70, if a nation grows at a rate of 5 percent per year, it will take roughly _____________ for 
national income to double.

 a. 10 years
 b. 7 years
 c. 70 years
 d. 14 years
 e. none of the above

 12. A country will roughly double its GDP in 10 years if its annual growth rate is
 a. 5 percent.
 b. 7 percent.
 c. 10 percent.
 d. 12 percent.
 e. 20 percent.

 13. According to the Rule of 70,
 a. if a country is growing at 7 percent per year, its output will double in approximately 10 years.
 b. if a country is growing at 3.5 percent per year, its output will double in approximately 20 years.
 c. if a country is growing at 1 percent per year, its output will double in approximately 70 years.
 d. all of the above are true.
 e. none of the above is true.

 14. According to the Rule of 70, if a country’s growth rate doubled, the amount of time before its output doubled would be
 a. quartered.
 b. halved.
 c. doubled.
 d. quadrupled.

 15. In the long run, the most important determinant of a nation’s standard of living is
 a. its rate of productivity growth.
 b. its ability to export cheap labor.
 c. its ability to control the nation’s money supply.
 d. its endowment of natural resources.

 16. Per capita real output would tend to rise, other things being equal,
 a. if the labor force participation rate in the country rose.
 b. if the population rose.
 c. if the population fell and the labor force participation rate in the country fell.
 d. in all of the above cases.
 e. in none of the above cases.
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 17. If both the capital stock and the technology in a country increased, other things being equal, the country’s potential 
output would

 a. rise.
 b. fall.
 c. remain unchanged.
 d. change in an indeterminate direction.

 18. If a country reduced its spending on education and used the resources to build capital goods, economic growth in that 
country

 a. would tend to rise.
 b. would tend to fall.
 c. would tend to remain the same.
 d. could rise, fall, or remain the same.

 19. Technological advances can be
 a. labor saving.
 b. capital saving.
 c. land (natural resource) saving.
 d. any of the above.

 20. If Goodland’s population grows faster than Badland’s population, but Badland’s labor force participation rate is growing 
faster than Goodland’s, other things being equal,

 a. real GDP will be growing faster in Badland.
 b. real GDP per capita will be growing faster in Badland.
 c. real GDP will be growing faster in Goodland.
 d. real GDP per capita will be growing faster in Goodland.
 e. both b and d will be true.

 21. If a country increased its saving rate,
 a. its current consumption would have to fall.
 b. its current consumption would have to rise.
 c. its future consumption possibilities will fall.
 d. its future consumption possibilities will rise.
 e. both a and d will occur.

 22. Which of the following statements is incorrect?
 a. One of the most important determinants of economic growth is a nation’s saving rate.
 b. Injections of foreign capital from abroad may contribute to a nation’s economic growth.
 c. Economic growth depends on the quality and type of investments made.
 d. Economic growth rates tend to be lower in countries where property rights are better enforced by government.

 23. High rates of saving and investment in a country
 a. guarantee rapid economic growth.
 b. tend to increase economic growth but do not guarantee it.
 c. will result in greater economic growth if they are accompanied by advances in technology than if they are not.
 d. will result in greater economic growth if they are accompanied by more investment in human capital than if they 

are not.
 e. will result in all of the above except a.

 24. Which of the following is considered a factor that contributes to economic growth?
 a. government protection of property rights
 b. increased specialization of labor
 c. research and development
 d. improved efficiencies through economies of scale
 e. all of the above
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 25. Economic growth tends to be greater in countries where
 a. the government effectively protects property rights.
 b. more resources are devoted to research and development.
 c. there is greater freedom to trade freely.
 d. any of the above is true.

 26. During the Klondike gold rush, the first prospectors in the region arrived before any government authority was 
established. They followed a long goldfield tradition and created “miners’ laws,” which described how gold claims 
could be staked and how these claims would be enforced. The creation of “miners’ laws” showed that these prospectors 
recognized the importance of which of the following factors that affect economic growth?

 a. increasing physical capital
 b. economies of scale
 c. well-defined and enforced property rights
 d. technological advance

 27. In a country that has an unstable government or judiciary, would you expect to see more entrepreneurial activity, or less?
 a. less, because an unstable economy has fewer entrepreneurs
 b. less, because of an unreliable infrastructure for protecting property rights
 c. more, because of fewer governmental restrictions
 d. more, because of less taxation of commercial and research activities

 28. Investment in human capital
 a. is of minor importance to economic growth.
 b. can be acquired through on-the-job training.
 c. is an important source of economic growth.
 d. does not affect economic growth; only physical capital does.
 e. is characterized by both b and c.

 29. Other things being equal, the higher the rate of savings across countries,
 a. the higher the rate of change of real GDP per capita.
 b. the lower the rate of change of real GDP per capita.
 c. the lower the productivity of labor.
 d. the lower the rate of investment.

 30. Reduced levels of illiteracy
 a. are, in part, a cause of economic growth.
 b. are, in part, caused by economic growth.
 c. are, in part, both a cause of economic growth and caused by economic growth.
 d. are largely unrelated to economic growth.

Problems

 1. a.  According to the Rule of 70, how many years will it take a country to double its output at each of the following 
annual growth rates?

   0.5 percent: ____ years
   1 percent: ____ years
   1.4 percent: ____ years
   2 percent: ____ years
   2.8 percent: ____ years
   3.5 percent: ____ years
   7 percent: ____ years
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 b. If a country has $100 billion of real GDP today, what will its real GDP be in 50 years if it grows at an annual 
growth rate of

   1.4 percent? ______________
   2.8 percent? ______________
   7 percent? ______________

 2. Answer these questions about GDP:
 a. How could real GDP grow, while, over the same period, real GDP per capita falls?
 b. If Country A has a 4 percent annual growth rate of real GDP and a 2 percent annual rate of population growth, 

while Country B has a 6 percent annual growth rate of real GDP and a 5 percent annual rate of population growth, 
which country will have a higher growth rate of real GDP per capita?

 3. In which direction would the following changes alter GDP growth and per capita GDP growth in a country (increase, 
decrease, or indeterminate), other things being equal?

    Real GDP Real GDP 

    Growth  Growth per Capita

  An increase in population _____________ _____________
  An increase in labor force participation _____________ _____________
  An increase in population and labor force participation _____________ _____________
  An increase in current consumption _____________ _____________
  An increase in technology _____________ _____________
  An increase in illiteracy _____________ _____________
  An increase in tax rates _____________ _____________
  An increase in productivity _____________ _____________
  An increase in tariffs on imported goods _____________ _____________
  An earlier retirement age in the country _____________ _____________
  An increase in technology and a decrease in labor force participation _____________ _____________
  An earlier retirement age and an increase in the capital stock _____________ _____________

 4. Answer the following questions about real GDP per capita:
 a. If Country A had 4 times the initial level of real GDP per capita of Country B and it was growing at 1.4 percent a 

year, while real GDP was growing at 2.3 percent in Country B, how long would it take before the two countries had 
the same level of real GDP per capita?

 b. If two countries had the same initial level of real GDP per capita, and Country A grows at 2.8 percent, while 
Country B grows at 3.5 percent, how will their real per capita GDP levels compare at the end of a century?

 5. Suppose that two poor countries experience different growth rates over time. Country A’s real GDP per capita grows at a rate 
of 7 percent per year on average, and Country B’s real GDP per capita grows at an average annual rate of only 3 percent. 
Predict how the standard of living will vary between these two countries over time as a result of divergent growth rates.

 6. Could a country experience a fall in population and a rise in real GDP at the same time? Could an increase in labor force 
participation allow that?

 7. What is the difference between labor and human capital? How can human capital be increased?

 8. Would a shift from investment in capital goods to investment in education increase or decrease the growth rate of real 
GDP per capita?

 9. Which of the following are likely to improve the productivity of labor and thereby lead to economic growth? Why?
 a. on-the-job experience
 b. vocational school
 c. a decrease in the amount of capital per worker
 d. improvements in management of resources

 10. What is the implication about economic growth for an economic system with weak enforcement of patent and copyright 
laws? Why does weak property rights enforcement create an incentive problem?

 11. How could permanently lower marginal tax rates increase the capital stock, the level of education, the level of technology, 
and the amount of developed natural resources over time?
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Financial Markets, Saving, 
and Investment

The two most important financial institutions are 
the stock market and the bond market.
We also discuss financial intermediaries, includ-
ing banks, savings and loans, mutual funds, 
and insurance companies. We then develop 
equations to connect the financial system to 
our macroeconomic model. In the rest of this 
section we present the supply and demand for 

loanable funds. Using this framework, we can 
examine a number of potential policy prescrip-
tions that could alter real interest rates and, as 
a result, the amount of saving, investment, and 
capital formation—the foundation of growth 
in the economy. In the last section, we examine 
the causes of the financial crisis that officially 
started in December of 2007. ■

In this chapter we discuss how the financial system works. 
We begin with an introduction to financial institutions and  
financial intermediaries. 

13

13.1 Financial Institutions and Intermediaries

13.2 Saving, Investment, and the Financial System

13.3 The Financial Crisis of 2008

APPENDIX: Calculating Present Value

349



As we saw in the previous chapter, potential real 
GDP and economic growth depend on productive 

resources and the growth of these resources. In order 
for an economy to grow, there must be investment; 
firms invest in new capital (machines and factories) and 
new production techniques, often incorporating new 
technology. This makes labor more productive, leading 
to increases in real incomes and living standards.

Some people in the economy are seeking to save 
some of their income for the future, whereas others are 
seeking to borrow in order to finance investments that 
would grow their businesses. How do we get these two 
groups together?

Financial institutions exist to facilitate the chan-
neling of saving into investment. The financial system 
is composed of both financial markets 
and financial intermediaries. Firms can 
obtain resources to invest in capital 
by using retained earnings; (the profits 
that are reinvested in the firm rather 
than distributed as dividends to share-
holders). But there are several other 
methods they can use as well, including 
selling stocks or bonds in the financial 
markets or borrowing from financial 
intermediaries such as banks.

The loanable funds market is where 
households make their saving avail-
able to those who desire to borrow 
additional funds. Note that we said saving rather than 
savings. Saving without an s at the end refers to a flow 
concept—your rate of saving (how much you save per 
day, per week, per month, or per year). Savings with 
an s at the end, however, refers to how much you have 
accumulated at a particular moment in time—your 
stock of savings. When you save, you can put the funds 
in a bank, buy stocks or bonds, or invest in a variety of 
other financial assets, such as treasury bills or mutural 
funds. We begin by discussing two of the most impor-
tant financial institutions—the bond market and the 
stock market.

Corporations obtain financial capital (dollars used 
to buy capital goods) by borrowing money in exchange 

for bonds, by selling stock or by reinvesting profits that 
are earned in the business.

Bonds

Although corporate borrowing takes different 
forms, corporations primarily borrow by issu-

ing bonds. The holder of a bond is not a part owner 
of a corporation. Rather, a bondholder is a creditor 
to whom the corporation has a debt obligation. The 
obligation to bondholders is of higher legal priority 
than that of stockholders. Before any dividends can 
be paid, even to owners of preferred stock, the inter-

est obligations to bondholders must be 
met. If a company is liquidated, bond-
holders must be paid the full face value 
of their bond holding before any dis-
bursements can be made to stockhold-
ers. Bondholders have greater financial 
security than stockholders, but receive a 
fixed annual interest payment, with no 
possibility to receive increased payments 
as the company prospers. The possibility 
of the value of a bond increasing great-
ly—a capital gain—is limited compared 
to that of stocks.

However, there are some risks 
involved with holding bonds, such as from corpo-
rate bankruptcy or higher market interest rates. For 
example, suppose you buy a bond that pays 5 percent 
interest and the market interest rate rises, so that newly 
issued bonds are now paying, say, 7 percent. The value 
of your bond has now declined.

Stocks

The owners of corporations own shares of stock in 
the company and are called stockholders. Each 

stockholder’s ownership of the corporation and vot-
ing rights in the selection of corporate management 

n What are financial institutions?

n What are bonds?

n What are stocks?

n What are retained earnings?

n How do expected business conditions 
affect the price of a stock?

n What are financial intermediaries?

Financial Institutions and Intermediaries

bonds 
an obligation issued by the 
corporation that promises 
the holder to receive fixed 
annual interest payments 
and payment of the principal 
upon maturity

stockholders
entities that hold shares 
of stock in a corporation
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are proportionate to the number of shares owned. 
Suppose a corporation has 1,000 shares of stock out-
standing. If you own 10 shares, you own a 1 percent 
interest in the corporation (10 is 1 percent of 1,000). 
Another stockholder may only own one share and 
have but one-tenth the interest you do. Therefore, 
she earns one-tenth the dividend income from the 
stock that you do and has one-tenth the number of 
votes that you do in annual shareowner meetings to 
select members of the board of directors. (The board 
provides overall supervision of the business and hires 
the management.) Individuals and institutions buy 
shares of stock in the stock market, usually on one of 
the organized stock exchanges. The price that shares 
sell for will fluctuate (often many times a day) with 
changes in demand or supply. Corporations sometimes 
use proceeds from new sales of stock to finance expan-
sion of their activities.

The two primary types of stock 
are preferred stock and common stock. 
Owners of preferred stock receive a 
regular, fixed dividend payment; the 
payment remains the same regardless 
of the profits of the corporation. No 
dividends can generally be paid to hold-
ers of common stock until the preferred 
stockholders receive a specified fixed 
amount per share of stock, assuming 
that funds are available after the debts 
of the corporation are paid.

Owners of common stock are the 
residual claimants on the resources of 
the corporation. They share in all prof-
its remaining after expenses are paid, 
including interest payments to owners 
of debt obligations of the corporation 
and dividend payments to owners of 
preferred stock. Dividends in common 
stock frequently vary with profits, often going up 
in years of prosperity and down in less prosperous 
years. If the corporation is sold or liquidated, the 
common stockholders receive all the corporate assets 
after all debts are paid and preferred stockholders are 
paid a fixed amount per share. Owners of common 
stock assume greater risks than preferred stockholders, 
because the potential rewards are greater if the com-
pany is in fact successful.

Who Owns Stock in U.S. Corporations?
Individuals as well as institutions such as insurance com-
panies, pension funds, mutual funds, trust departments 
of banks, and university and foundation endowment 

funds, all hold corporate stocks. To provide a perspec-
tive on the ease with which one can share in the owner-
ship of a company, General Motors, IBM, and Microsoft 
have millions of individual stockholders. Indirectly, mil-
lions more are involved in stocks through their mutual 
funds, ownership of life insurance, vested rights in pri-
vate pension funds, and so on.

Retained Earnings

A third way a company can get money is through 
retained earnings. Instead of using its profits to 

pay out dividends, a firm might take some of its profits 
and plow them back into the company for new capital 
equipment. A company may decide, for example, to 
take its $10 million of after-tax profit and pay $3 mil-

lion in dividends and plow back the $7 
million into the firm. Reinvestment is by 
far the most important source of fund-
ing, accounting for almost 65 percent 
of a firm’s finances. One reason firms 
find reinvestment an attractive source 
of funds is that issuing new stocks and 
bonds can be an expensive and lengthy 
process.

The Value of Securities

The two most important financial 
markets where savers can provide 

funds to borrowers are the stock mar-
ket and the bond market. The values 
of securities (stocks and bonds) sold in 
financial markets change with expecta-
tions of benefits and costs. For example, 

if people expect corporate earnings to rise, prospective 
stockholders increase what they would be willing to 
pay for the fixed amount of securities, while existing 
stockholders become more reluctant to sell, leading 
to increased prices. If present business conditions or 
expectations about future profits worsen, stock prices 
will fall. A variety of other concerns, such as the eco-
nomic policies of the government, business conditions 
in foreign countries, and concern over inflation, also 
influence the price of stocks (and, to a lesser extent, 
bonds). During periods of rising securities markets, 
optimism is generally great, and businesses are more 
likely to invest in new capital equipment, perhaps 
financing it by selling new shares of stock at current 
high prices.

preferred stock
a stock that pays fixed, 
regular dividend payments 
despite the profits of the 
corporation

common stock
residual claimants of 
corporate resources who 
receive a proportion of 
profits based upon the ratio 
of shares held

retained earnings
the practice of using 
corporate profits for capital 
investment rather than 
dividend payouts

securities
stocks and bonds
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Business News

During periods of pessimism, stock prices fall, and 
businesses reduce expenditures on new capital equip-
ment, partly because financing such equipment by 
stock sales is more costly. More shares have to be sold 
to get a given amount of cash, seriously diluting the 
ownership interest of existing stockholders.

Can You Consistently Pick  
Stock Winners?
Economists have a theory about the stock market. 
They call it a random walk. That is, it is difficult, 
without illegal inside information or a lot of luck, to 
consistently pick winners in the stock market. Not 
too long ago, a chimpanzee in Sweden beat that coun-
try’s top analyst by throwing darts at a newspaper 
that included all the listings on the Swedish Stock 
Exchange. The fact remains that hot tips are only 
hot if you are one of only a few to know whether a 
company’s stock is going to rise. Once that news hits 
the street, it will cease to be a source of profit. In 
sum, if markets are operating efficiently, the current 
stock prices will reflect all available information, and 

consistent, extraordinary profit opportunities will not 
exist. Many financial analysts think that the best stock 
market strategy is to diversify, buying several different 
stocks, and holding them for long periods. At least 
that way you don’t have to continue to pay commis-
sions on additional trades. Besides, over the long run 
the stock market has historically outperformed other 
financial assets.

Reading Stock Tables

Most newspapers (and many Web sites) provide a 
financial section that covers the prices of stocks 

so investors can have some of the information they 
need to make their decisions to buy and sell stocks. 
Some investors (day traders) watch these data by the 
second as they trade in and out of stocks a number 
of times during the day. At the other extreme, some 
investors pick a good company and hold the stock for 
a long time hoping that it will give them a better return 
than other assets—such as saving accounts. Exhibit 1 is a 

A brutal six months led to the worst showing for 
investment professionals in the 10-year history 
of the column’s stock picking contest—an aver-

age loss of 53 percent. The best of the four pro picks 
dropped 22 percent between July 11 and December 
29, 2000. The worst plunged an eye-popping  
90 percent.

in the news Experts, Darts, Readers Take a Drubbing

Wall Street Journal readers didn’t do much bet-
ter. The four readers, whose picks were selected 
at random from among e-mail submissions to WSJ 
.com, posted an average 43 percent drop. However, 
a portfolio of stocks chosen by flinging darts at the 
stock tables did the best, it fell only 11 percent.

SOURCE: Adapted from Georgette Jasen, “Experts, Darts, Readers Take a Drubbing,” 

Wall Street Journal, 11 January 2001, C1.

Reading a Stock Table

52-Week

StoCk (Div)
YLD 
% Pe

voL  
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Net  
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reproduction of the Wall Street Journal on November 12, 
2009. Let’s look at the key indicators for one stock—
Harley-Davidson—a company that makes motorcycles 
and accessories.

The first two columns show the stock’s perfor-
mance over the last 52 weeks—the highest price in 
the first column and the lowest price in the second 
column. We see that Harley-Davidson has been as high 
as $29.08 per share and as low as $7.99.

In column three we see the name of the 
stock—Harley-Davidson; the symbol for this stock 
is HOG. Also in column three is the dividend—
this number indicates the annual amount the com-
pany has paid over the preceding year on each 
share of stock. Harley-Davidson paid $0.40 per
share. If we divide the dividend by the price of the 
stock, we get the figure in the fourth column called the 
yield—1.5 percent.

The fifth column has the price-earnings ratio 

(PE), found by taking the price of the 
stock and dividing it by the amount 
the company earned per share over 
the past year. The price-earnings ratio 
is a measure of how highly a stock is 
valued. A typical price-earnings ratio is 
about 15; Harley-Davidson’s PE is 25. 
If the PE ratio is higher, it means that 
the stock is relatively expensive in terms 
of its recent earnings; the stock might 
be overvalued or investors are expect-
ing share prices to rise in the future. 
A lower PE ratio means that the stock 
is either undervalued or that investors may expect 
future earnings to fall.

The last three columns measure the performance of 
the stock on the last trading day—the stock’s volume 
for the day, closing price, and net change from the clos-
ing price of the previous day.

Financial Intermediaries

Financial intermediaries are financial institutions 
that accept funds from households and make them 

available to firms. They are the intermediary between 
savers and borrowers. The most important financial 

intermediaries are banks, mutual funds, savings and 
loans, and insurance companies.

A bank is a financial intermediary that takes in 
deposits from customers who want to save and makes 
loans available to those who want to borrow. Banks 
make a profit by charging borrowers a higher interest 
rate than what they pay their depositors.

Banks also provide a medium of exchange—that 
is, it facilitates transactions. For example, by allowing 
people to write checks against their deposits, banks 
are lowering transaction costs. Imagine the difficulty 
of trying to trade a share of stock for groceries. Banks 
have also introduced debit cards, prepaid cards, smart 
cards and credit cards all to facilitate transactions and 
smooth consumption spending. 

Another important financial intermediary is mutual
funds. Mutual fund companies sell portfolio of stocks 
and bonds. The advantage of a mutual fund it is allows 
an individual with even a small amount of income to 

spread risk across hundreds of differ-
ent companies. That is, adhere to the 
sage advice “do not put all your eggs 
in one basket.” A far riskier strategy 
would be to invest in one stock. There 
is also the services of an “expert” money 
manager that watches your portfolio. 
If a stock is underperforming it can be 
sold. If a stock looks promising it can 
be purchased. Perhaps, this is expertise 
a small individual investor could not 
afford. However, it is not clear that the 
expert will do any better than someone 

picking stocks randomly. In fact, index funds are a type 
of fund that includes all the stocks in a given market like 
the Dow Jones Industrial average or the S&P 500. These 
index funds tend to outperform those managed by money 
managers. It costs less to run an index fund because there 
are no highly paid stock pickers or analysts.

Another financial intermediary is savings and 
loans. They accept deposits in savings accounts and 
pay interest for these funds. The most important pur-
pose of these institutions is to make mortgage loans on 
residential property. 

Another financial intermediary, insurance compa-
nies, will invest your premiums in financial markets. 
They can make a profit if their investment income is 
greater than their losses on insurance claims.

dividend 
the annual per share 
payment to shareholders 
based upon realized profits

price-earnings ratio (PE) 
a measure of stock value 
that is determined by 
dividing the price of the 
stock by the amount of 
annual corporate earnings 
per share
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S E C T I O N    C H E C K

 1. The two most important financial institutions are stocks and bonds.

 2.  Corporate ownership and voting rights are dispersed among stockholders and are based on the proportion 
of shares owned.

 3.  Bonds are a financial instrument used by corporations to raise money by promising to repay the amount 
borrowed and pay the holder fixed annual interest payments.

 4. Two different types of stocks can be issued: preferred stock and common stock.

 5.  Stockholders can consist of millions of individuals and institutions that hold an ownership stake in 
a corporation.

 6.  Companies can use retained earnings to finance growth by reinvesting their profits into the firm for new 
capital equipment.

 7.  Stock shares are bought and sold in an organized exchange—a stock market—with fluctuations in prices 
based on supply and demand.

 8.  The expectation of future profits, as well as government economic policies, foreign market conditions, 
and inflation concerns, influence the price of securities.

 9.  Investors obtain information about stocks from published stock tables that help them make purchasing and 
selling decisions.

 10.  Price tracking, dividends, and price-earnings ratio figures provide investors with indicators of the value of 
a stock.

 11. Financial intermediaries include banks, savings and loans, mutual funds, and insurance companies.

1. If you believed a company’s profitability was about to jump sharply, would you rather own bonds, preferred 
stock, or common stock in that company?

2. If almost all investors expected the profits of a company to jump sharply, would that make purchasing the 
stock today unusually profitable?

3. Why are issues of new stocks to finance business investments more common in periods of high and rising 
stock prices?

4. What are some of the reasons that stock prices rise and fall?

5. What is the random walk?

6. What is a dividend?

7. How do you calculate a price-earnings ratio?

n What is the demand for loanable funds 
curve?

n What is the supply of loanable funds 
curve?

n How is the real interest rate 
 determined?

n How are shortages and surpluses elimi-
nated in the loanable funds market?

n What is private saving? Public saving?

Saving, Investment, 
and the Financial System

As we have discussed, saving and investment are 
critical components of long-run economic growth 

and living standards. We will now begin discussing 

how we can use national income accounting to under-
stand the relationship between total saving and total 
investment.
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The Macroeconomics of Saving 
and Investment

The key point that we will develop in this section 
is that for the entire economy, the total value of 

saving must equal the total value of investment, S � I. 
Recall from our discussion of national income accounts 
that GDP (or Y) � C � I � G � (X � M). That is, 
aggregate expenditures (Y) must equal the sum of its 
four components, C � I � G � (X � M). For simplic-
ity, we begin by working in a closed economy, without 
the complications introduced by the international, or 
net export (X � M), component. In a closed economy, 
net exports are zero, because there is no international 
trade—that is, exports are zero and imports are zero. 
So we can now write:

Y � C � I � G

That is, GDP (Y) is the sum of consumption plus invest-
ment plus government purchases. If we subtract C and 
G from both sides of the equation, we have

I � Y � C � G

The right hand side (Y � C � G) is what is left over 
from total income (Y) when you subtract consumption 
and government purchases. Thus, in a closed economy, 
investment spending (I) is equal to total income (Y) 
minus consumption spending (C) minus government 
purchases (G).

We can also derive an expression for national 
(total) saving. There are two types of saving—private 
saving and public saving. Private saving is the amount 
of income households have left over after consump-
tion and taxes, plus any transfer payments (social 
security and unemployment insurance payments) the 
household may receive. So private saving can be writ-
ten then as:

Sprivate � Y � C � T � TR

Public saving is the amount of income the government 
has left over after paying for its spending. So public 
saving (Spublic) is equal to the amount of tax revenues (T) 
government has left over after paying for government 
purchases (G) and transfer payments (TR):

Spublic � T � G � TR

National (total) saving in an economy is the sum of 
private saving and public saving:

S � Sprivate � Spublic

or:

S � (Y � C � T � TR) � (T � G � TR)

(1)

(2)

(3)

(4)

(5)

(6)

or; simplifying:

S � Y � C � G

Since, from equation (2), we know that I � Y � C � 
G, we can then conclude that:

S � I

That is, national (total) saving equals total  investment.
Most people are familiar with the idea that house-

holds and firms can save, but are less familiar with the 
idea that the government can also save. If the govern-
ment collects the same amount in taxes as it spends, 
we say there is a balanced budget. If the government 
collects more in taxes than it spends (T � G � TR), 
it runs a budget surplus and public saving is positive. 
If the government spends more than it collects in taxes 
(T � G � TR), it runs a deficit and public saving is neg-
ative. That is, the government has to borrow the money 
to fund the difference between taxes and spending.

In sum, for the economy as a whole, total saving 
must equal total investment. However, this equation 
need not hold for any individual household or firm. In 
the next section, we develop the market for loanable 
funds that brings saving and investment together.

The Market for 
Loanable Funds

As we have seen, potential GDP and econom-
ic growth depend on the extent of productive 

resources and the rate at which they increase. In order 
for an economy to grow, there must be investment. 
Firms invest in new capital (machines and factories) 
and new production techniques, often incorporating 
new technology. These investments make labor more 
productive, leading to increases in real incomes and 
living standards.

For simplicity, let us assume the loanable funds 
market is a single big financial market. All savers 
deposit their saving there and all borrowers go there to 
take out loans. Savers are spending less than they are 
earning and borrowers are spending more than they 
are earning. If there is one big market, there is just one 
interest rate, which represents both the cost to borrow 
and the return to saving. In the market for loanable 
funds, the market interest rate and the quantity of 
loanable funds is determined by the interaction of bor-
rowers and lenders. 

The Demand for Loanable Funds
The demand for loanable funds comes from house-
holds and firms.

(7)

(8)
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Households and firms borrow in the loanable funds 
market. Households often take out loans to invest in 
new houses or cars. Firms borrow to invest in new 
capital equipment, such as factories. Thus, both firms 
and households borrow in the loanable funds market 
to make investments. The demand for loanable funds 
curve is negatively sloped. That is, a higher interest rate 
makes it more expensive to borrow, so the quantity of 
loanable funds demanded falls; a lower interest rate 
makes it less expensive to borrow, so the quantity of 
loanable funds demanded rises. For example, firm must  
compare the return they expect to make with the real 
interest rate they must pay to borrow. At a high real 
interest rate, firm will only pursue those investment 
activities that have an even higher expected rate of 
return. As the real interest rate falls, additional projects 
with lower expected rates of returns become profitable 
for firms and the quantity of loanable funds demanded 
rises. The idea that lower real interest rates stimulate 
investment is the reason that government often tries to 
combat recessions by lowering the interest rate.

the Supply of Loanable Funds
The loanable funds market is where households make 
their saving available to those who need to borrow 
funds. Households supply loanable funds because they 
earn interest in exchange. The higher the interest rate, 
the greater the reward for saving. With their saving, a 
household may buy stocks or bonds from firms, or save 
in banks that will use the new funds to make loans. 
Thus, saving provides the supply of loanable funds. 
The interest rate can be understood as the price of a 
loan. It is the price that borrowers pay for a loan and 
it is the price lenders receive for their saving.

The supply of loanable funds curve is positively 
sloped. The supply of loanable funds is determined by 
the willingness of households to save and the amount 
of government saving or dissaving (which we will dis-
cuss later). Households can either save or consume. 
The amount households consume or save depends to 
some extent on the interest rate. A higher interest rate 
makes saving more attractive, so that the quantity of 
loanable funds supplied rises; a lower interest rate 
makes saving less attractive, so that the quantity of 
loanable funds supplied falls.

the equilibrium Adjusts to Balance the 
Demand and Supply of Loanable Funds
The interest rate adjusts to generate equilibrium in the 
loanable funds market. In equilibrium, the quantity 
of loanable funds demanded is equal to the quantity of 
loanable funds supplied at the equilibrium real  interest 

rate, r*, as seen in Exhibit 1. At a real interest rate that 
is higher than equilibrium, the quantity of loanable 
funds supplied is greater than the quantity of loan-
able funds demanded—a surplus of loanable funds at 
the current real interest rate. As lenders (savers) com-
pete against each other to attract borrowers (investors), 
the real interest rate falls. Alternatively, if the real inter-
est rate, is below the equilibrium real interest rate, the 
quantity of loanable funds demanded is greater than 
the quantity of loanable funds supplied—a shortage 
of loanable funds at the current real interest rate. As 
a result of the shortage, lenders will raise their interest 
rates. A higher interest rate would encourage saving 
(increase the quantity of loanable funds supplied) and 
discourage borrowing (decrease the quantity of loan-
able funds demanded), eliminating the shortage when 
the interest rate hits the equilibrium level at r*.

Recall that there is a difference between the nomi-
nal interest rate and the real interest rate. The stated 
interest rate on a loan is the nominal interest rate.  
However, we can calculate the real interest rate by 
subtracting the inflation rate from the nominal inter-
est rate. The real interest rate is important because it 
shows how much borrowers pay and lenders receive 
in terms of purchasing power. Since inflation tends to 

The Market for Loanable Funds
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The interest rate in the loanable funds market adjusts 
to balance the quantity of loans demanded with the 
quantity of loans supplied. The supply of national sav-
ing is the sum of private saving and public saving. 
The demand for loanable funds comes from firms and 
households that want to borrow for investment pur-
poses. At the equilibrium interest rate, the quantity of 
loanable funds demanded equals the quantity of loan-
able funds supplied. 
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erode the value of money over time, the real interest 
rate is a more accurate gauge of the return to savers 
and the cost to borrowers. Remember that the interest 
rate determined in the loanable funds market is the real 
interest rate, not the nominal interest rate.

Analyzing the Market  
for Loanable Funds

In this section we use the tools of supply and demand 
to examine how certain changes will impact real 

interest rates and the equilibrium quantity of loanable 
funds exchanged.

Saving incentives
As we have discussed, saving is an important long-run 
determinant of real economic growth and the stan-
dard of living. Therefore, policymakers might want to 
encourage saving by changing the tax code—perhaps 
making Individual Retirement Accounts (IRAs) more 
attractive. This would encourage people to save more 
of their income, because it would not be taxed. How 
would this new tax law affect the market for saving 
and investment? It would shift the loanable funds 
supply curve to the right, from S1 to S2, leading to a 
lower equilibrium real interest rate and a higher equi-
librium quantity of loanable funds exchanged—as seen 
in Exhibit 2. The increased supply of saving causes the 
interest rate to fall, which stimulates investment. Thus, 
the change in the tax law would increase saving and 
investment.

Consumption tax
In Chapter 9, we discussed a consumption tax that 
could replace an income tax. That is, the government 
taxes what is spent, rather than what is earned. If 
consumers are now taxed only on what they buy, they 
will buy less—and buying less means saving more. 
Consequently, the supply of loanable funds curve will 
shift to the right from S1 to S2 in Exhibit 2, which low-
ers the interest rate from r1 to r2 and leads to a great 
equilibrium quantity of loanable funds—more saving 
and investment. Greater investment leads to a greater 
capital stock, greater output and productivity, higher 
real wages, and an improved standard of living. The 
problem, as we saw in Chapter 9, is transitioning from 
an income tax to a consumption tax.

An investment tax Credit
The passage of a new investment tax credit would 
give a tax advantage to any firm that invested in new

equipment or plant. Because firms would want to 
invest more, it would shift out (increase) the demand 
curve for loanable funds from D1 to D2, in Exhibit 3 
leading to a higher real interest rate and a greater equi-
librium quantity of loanable funds exchanged—greater 
levels of both saving and investment. That is, an invest-
ment tax credit would encourage investment and lead 
to a higher interest rate and greater saving. Of course, 
eliminating or reducing the investment tax credit 
would have the opposite effect: shifting the demand 
for loanable funds to the left, leading to a higher real 
interest rate and a lower equilibrium quantity of saving 
and investment.

technological Change
Suppose a technological change causes an increase in 
demand for loanable funds, as firms see a new profit-
able opportunity for investment. The increase in the 
demand for loanable funds from D1 to D2 raises the 
real interest rate from r1 to r2 and leads to an increase 
in the equilibrium quantity of loanable funds from Q1 
to Q2, as seen in Exhibit 3. At Q2, there is greater lev-
els of both saving and investment. This will ultimately 
lead to an increase in capital formation, more capital 
per worker, higher productivity, higher wages, and 
enhanced economic growth.

Saving Incentives 
or a Consumption Tax

A change in the current tax law that encourages  
saving would shift the supply for loanable funds 
curve to the right. This would lead to a lower  
equilibrium real interest rate and a higher  
equilibrium quantity of loanable funds exchanged. 
This would increase the amount of saving and  
investment.
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—BY STEVEN E. LANDSBURG

H
ere’s what I like about Ebenezer Scrooge: 
His meager lodgings were dark because 
darkness is cheap, and barely heated 

because coal is not free. His dinner was gruel, which 
he prepared himself. Scrooge paid no man to wait 
on him.

Scrooge has been called ungenerous. I say that’s 
a bum rap. What could be more generous than keep-
ing your lamps unlit and your plate unfilled, leaving 
more fuel for others to burn and more food for others 
to eat? Who is a more benevolent neighbor than the 
man who employs no servants, freeing them to wait 
on someone else?

Oh, it might be slightly more complicated than 
that. Maybe when Scrooge demands less coal for his 
fire, less coal ends up being mined. But that’s fine, 
too. Instead of digging coal for Scrooge, some would-
be miner is now free to perform some other service 
for himself or someone else.

Dickens tells us that the Lord Mayor, in the strong-
hold of the mighty Mansion House, gave orders to his 
50 cooks and butlers to keep Christmas as a Lord 
Mayor’s household should—presumably for a house-
ful of guests who lavishly praised his generosity. The 
bricks, mortar, and labor that built the Mansion House 
might otherwise have built housing for hundreds; 
Scrooge, by living in three sparse rooms, deprived no 
man of a home. By employing no cooks or butlers, 
he ensured that cooks and butlers were available to 
some other household where guests reveled in igno-
rance of their debt to Ebenezer Scrooge.

In this whole world, there is nobody more gen-
erous than the miser—the man who could deplete 
the world’s resources but chooses not to. The only 
difference between miserliness and philanthropy is 
that the philanthropist serves a favored few while 
the miser spreads his largess far and wide.

If you build a house and refuse to buy a house, 
the rest of the world is one house richer. If you earn 
a dollar and refuse to spend a dollar, the rest of the 
world is one dollar richer—because you produced a 
dollar’s worth of goods and didn’t consume them.

WHAT I  L IKE ABOUT SCROOGE

Who exactly gets those goods? That depends on 
how you save. Put a dollar in the bank and you’ll bid 
down the interest rate by just enough so someone 
somewhere can afford an extra dollar’s worth of 
vacation or home improvement. Put a dollar in your 
mattress and (by effectively reducing the money 
supply) you’ll drive down prices by just enough so 
someone somewhere can have an extra dollar’s 
worth of coffee with his dinner. Scrooge, no doubt 
a canny investor, lent his money at interest. His 
less conventional namesake Scrooge McDuck filled 
a vault with dollar bills to roll around in. No matter. 
Ebenezer Scrooge lowered interest rates. Scrooge 
McDuck lowered prices. Each Scrooge enriched his 
neighbors as much as any Lord Mayor who invited 
the town in for a Christmas meal.

Saving is philanthropy, and—because this is 
both the Christmas season and the season of tax 
reform—it’s worth mentioning that the tax system 
should recognize as much. If there’s a tax deduction 
for charitable giving, there should be a tax deduction 
for saving. What you earn and don’t spend is your 
contribution to the world, and it’s equally a contribu-
tion whether you give it away or squirrel it away.

Of course, there’s always the threat that some 
meddling ghosts will come along and convince you 
to deplete your savings, at which point it makes 
sense (insofar as the taxation of income ever makes 
sense) to start taxing you. Which is exactly what indi-
vidual retirement accounts are all about: They shield 
your earnings from taxation for as long as you save 
(that is, for as long as you let others enjoy the fruits 
of your labor), but no longer.

Great artists are sometimes unaware of the 
deepest meanings in their own creations. Though 
Dickens might not have recognized it, the primary 
moral of A Christmas Carol is that there should be no 
limit on IRA contributions. This is quite independent 
of all the other reasons why the tax system should 
encourage saving (e.g., the salutary effects on eco-
nomic growth).

SOURCE: Copyright 2008 Washingtonpost.Newsweek Interactive Co. LLC
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Now consider how a budget surplus (or a reduc-
tion in the budget deficit) will impact the real interest 
rate and the amount of saving and investment. In 
Exhibit 5, suppose that when the government has a 
balanced budget, the supply of loanable funds curve 
is S1, the demand for loanable funds curve is D1, the 
equilibrium real interest rate is r1, and the equilib-
rium quantity of loanable funds exchanged is Q1. If 
the government begins  running a budget surplus—

receiving more in tax  revenues than it 
spends—there is an increase in public 
saving. Because national saving is the 
sum of private saving and public sav-
ing, national saving has now increased, 
shifting the supply of loanable funds 
curve right from S1 to S2. What impact 
does this budget surplus (government 
saving) have on the real interest rate, 
saving, and investment? The increase 
in the supply of loanable funds from 

S1 to S2 leads to a decrease in the real interest rate to 
r2 and an increase in  equilibrium of loanable funds 
exchanged from Q1 to Q2. The budget surplus has 
increased the supply of loanable funds, lowered the 

Budget Deficits and Surpluses
When the government spends more than it receives 
in tax revenues, it experiences a budget deficit. Not 
including the effects of foreign saving, a budget 
deficit will lower national saving in the economy, 
causing a decrease in the supply of loanable funds 
from S1 to S2 in Exhibit 4. That is, the government 
is actually dissaving (borrowing), decreasing nation-
al saving. At the new equilibrium, 
there is a higher real interest rate and 
lower equilibrium quantity of loan-
able funds exchanged—less saving and 
investment. When the real interest rate 
rises as a result of the government 
budget deficit, it causes a decrease in 
private investment—households buy 
fewer homes and firms invest in fewer 
new factories. Economists call this the 
crowding-out effect, a topic we will return to in the 
chapter on fiscal policy. That is, the budget deficit 
reduces investment spending and long-term economic 
growth.

An Investment Tax Credit  
or a Technological Change 

An investment tax credit, or other investment  
incentive would encourage businesses to invest 
more and increase the demand for loanable funds. 
Likewise, a technological change may increase the 
profitability of a new investment, increasing the 
firms’ demand for loanable funds. An increase in the 
demand for loanable funds increases the real inter-
est rate from r1 to r2, and the equilibrium quantity 
of loanable funds exchanged rises from Q1 to Q2. 
Consequently the amount of saving and investment 
increases.
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When the government runs a budget deficit, public sav-
ing is negative, lowering the supply of national saving 
and shifting the loanable funds supply curve leftward 
from S1 to S2. At the new equilibrium, the result is a 
 higher real interest rate and a lower equilibrium quantity 
of loanable funds that is, less saving and investment. 
When the real interest rate rises as a result of the gov-
ernment budget deficit, it causes a decrease in private 
investment, known as the crowding-out effect.
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real interest rate, and increased the equilibrium quan-
tity of loanable funds exchanged—that is, more saving 
and investment. This will ultimately lead to increases 
in capital formation and economic growth.

Tax Laws, Government Programs and the 
Saving Rate When the saving rate increases there are 
more resources available for investment. Investment in 

Effects of a Government  
Budget Surplus
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When the government runs a budget surplus, public sav-
ing is positive, increasing national saving and causing the 
saving supply curve to shift rightward from S1 to S2. This 
shift leads to a decrease in the real interest rate to r2 and 
an increase in equilibrium saving and investment from Q1 
to Q2. The budget surplus results in an increase in the sup-
ply of loanable funds, a lower real interest rate, and larger 
amounts of saving and investment. These factors cause 
increases in the capital formation and economic growth.

— B y  H a l  V a r i a n

These days it seems like it is our patriotic 
duty to consume more. And if we don’t 
choose to spend more money ourselves, 

the government will do it for us.
But wait a minute. Isn’t it excessive spending that 

got us into this mess in the first place? Spending more 
now seems like drinking Scotch to cure a hangover.

Boost PrivAte investment  
to Boost the economy

Despite this apparent paradox, there is some 
logic to providing a dose of economic stimulus. But 
it should be more like Alka-Seltzer than Scotch. To 
understand what sort of stimulus makes sense, con-
sider the economic forces at work:

In the modern economy, there are four sources 
of demand (consumption, investment, government 
and exports) and two sources of supply (domestic 

capital (plant and equipment) raises labor productiv-
ity, wages and national income. So, should we reform 
the tax laws to encourage a higher rate of saving?  
Currently, saving is taxed at a relatively high rate.  
Investors who save some of their wealth in stock are 
taxed twice—the corporation (shareholders) is taxed 
and then dividends are taxed again. Inheritance taxes 
can also discourage saving because it taxes a percentage 
of the wealth that many have saved to pass on to their 
children. Taxes on interest, dividends, capital gains, and 
estates raise the cost of saving versus consumption and 
drain capital from the economy.

Government programs, especially Social Security, 
discourage saving. Individuals use to save more for 
their retirement and health care but now rely more 
heavily on Medicare and other government health pro-
grams. Also means-tested government programs and 
colleges and universities have benefits and scholarships 
that are linked to wealth—which may discourage some 
from saving.

A consumption tax would encourage saving because 
saving would only be taxed when it was used to buy 
goods and services. In addition, there are currently 
some tax advantages for specific retirement programs 
like Individual Retirement Accounts (IRA’s).

However, there are the equity effects of tax reform. 
High income families tend to save more—so the rich 
may benefit more from a tax policy aimed to encourage 
saving. There are also other ways to encourage saving 
like reducing the deficit—that is, increasing public sav-
ing. In fact, policymakers must be careful when they 
pass tax reform to encourage private saving because 
it may lead to less government revenue and higher 
deficits—a decrease in public saving. Policymakers face 
difficult choices.
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 production and imports). When a component of 
demand declines, supply will ultimately have to 
decline as well.

In the case of the U.S. economy now, the double-
whammy of wealth shocks from the real-estate bub-
ble and the stock-market crash has made consumers 
understandably cautious. Quite sensibly they want to 
consume less and save more.

In an ideal world, an increase in savings would 
automatically lead to an increase in investment. When 
consumers put more of their money in their savings 
accounts, the funds would be lent out to finance the 
production of factories, machines, computers and 
other forms of physical capital. These capital invest-
ments make more consumption possible in the future 
which is, after all, why people choose to save.

It is not just investment in physical capital that 
matters. Savings can also be recycled as student 
loans, which allow for the accumulation of human 
capital by increasing the supply of doctors, engineers 
and skilled workers of all kinds.

Unfortunately, savings are currently not getting 
translated into investment for three reasons. First, 
one of the largest categories of physical capital is 
real estate, and we have already overinvested in 
that area. Second, businesses are reluctant to invest 
in new plant and equipment due to the weakening 
economy. Third, the sorry condition of bank balance 
sheets has made them reluctant to lend. The net 
result is that money is piling up in ultrasafe assets 
like Treasury bills, without being invested in ways 
that would build a more productive economy.

Federal Reserve Chairman Ben Bernanke and 
Treasury Secretary Hank Paulson have rightly con-
centrated on getting the financial sector functioning 
again, since lending is a critical ingredient for private-
sector investment. The Obama administration now 
wants to shift from monetary policy to fiscal policy 
and provide direct stimulus of demand. But which 
component: consumption, investment, government 
expenditures or exports?

Increasing exports would be great, but it’s not 
going to happen. The rest of the world is having its 
own problems, so we are unlikely to see a big boost 
in demand for American goods.

Direct stimulus of consumption is tricky. In this 
economic climate, most of the money returned to 
consumers from tax cuts would probably be saved, 
and rightly so, since it is the prudent thing to do. 
Rather than relying entirely on direct stimulus of con-
sumption, it is better to put a floor under consump-
tion by making sure that unemployment benefits and 
food stamps are adequately funded.

That brings us to government expenditure, which 
is getting most of the press. The danger with this 
form of stimulus is twofold: First, it takes too long 
for the government spending to kick in, and second, 
spending may easily focus on pork-barrel projects 
that have little inherent value.

There are worthwhile public infrastructure projects; 
the trick is to find them and fund them promptly. One 
possible plan is to set up an independent commission 
to prioritize public investment projects, and then sub-
ject the plan to a single up-or-down vote in Congress.

One further warning about government stimulus: 
It makes little sense for the federal government to 
spend more if the states are forced to spend less. A 
significant part of the increase in federal government 
spending should be transfers to the states in order 
to keep basic government services available at the 
state and local level.

That brings us to private investment, which hasn’t 
been getting nearly as much attention as it deserves. 
This is unfortunate, since private  investment is 
what makes possible future increases in production 
and consumption. Investment tax credits or other 
subsidies for private-sector investment are not as 
politically appealing as tax cuts for consumers or 
increases in government expenditure. But if private 
investment doesn’t increase, where will the extra 
consumption come from in the future?

Ultimately, we want to end up with a signifi-
cantly higher savings rate in the U.S. than we have 
seen recently. That means some other component 
of demand must increase to compensate for the 
reduced consumption. And the most attractive can-
didate by far is private investment.

SOURCE: From Hal Varian, “Boost Private Investment to Boost the Economy, ‘The Wall 

Street Journal’, January 7, 2009, p. A13. Reprinted by permission of The Wall Street 

Journal, copyright © 2009 Dow Jones & Company, Inc. All Rights Reserved Worldwide.

BOOST PRIVATE INVESTMENT 
TO BOOST THE ECONOMY (cont .)
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Interest Rates and the Inflow 
and Outflow of Capital

In an open economy, individuals, firms, and govern-
ments are able to borrow from and lend to foreigners. 

When foreigners supply more funds than they demand, 
the result is a capital inflow. When foreigners demand 
more funds than they supply, the result is a capital 
outflow. 

In Exhibit 6, we see that capital inflows from 
foreign countries add to the supply of domestic sav-
ing, increasing the funds available for domestic capital 
investment and causing the supply of loanable funds  
curve to be positioned to the right of the domestic 
saving curve. Capital outflows to foreign countries 
reduce the saving supply, reducing the funds available 
for domestic capital investment and causing the supply 

of loanable funds curve to be positioned to the left of 
the domestic saving curve, as shown in Exhibit 6. That 
is, capital inflows encourage capital formation and 
economic growth, and capital outflows hinder capital 
formation and reduce the rate of economic growth.

Notice in Exhibit 6 that when the real domestic 
interest rate is low and the demand for loanable funds 
is weak, capital will flow out to foreign markets where 
the real interest rate is higher (that is, a higher rate 
of return on investment). When the demand for loan-
able funds is strong, the real domestic interest rate is 
high, causing an inflow of capital because foreigners 
will look for a higher rate of return on their invest-
ments. Global financial markets tend to move toward 
equilibrium, at r* and Q* where the  quantity of loan-
able funds demanded equals the quantity of loanable 
funds supplied including the net inflow and outflow 
of capital.

1. The loanable funds demand curve is downward sloping, reflecting the fact that the quantity of loanable funds 
demanded varies inversely with the real interest rate.

2. The supply of loanable funds is composed of both private saving and public saving.

3. The supply curve of loanable funds is upward sloping. At a higher real interest rate, the quantity of loanable 
funds supplied increases. At a lower real interest rate, the quantity of loanable funds supplied decreases.

4. In equilibrium, the demand for loanable funds equals the supply of loanable funds. If the real interest  
rate is above the equilibrium real interest rate, the quantity of loanable funds supplied is greater than the 

S e C t i o N    C h e C k
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When the demand for loanable funds is strong, the domestic real interest rate is high and capital inflows from foreign 
countries increase the supply of loanable funds, increasing the funds available for capital investment. When the demand for 
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of loanable funds and reducing the funds available for investment. That is, capital inflows encourage capital formation and 
economic growth, and capital  outflows hinder capital formation and reduce the rate of economic growth.
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The best word to sum up the financial crisis of 2008 
is DEBT. In technical terms, it is called excessive 

leverage. In short, too many homeowners and finan-
cial firms had assumed too much debt and taken on 
too much risk. Why did this happen? There is plenty 
of blame to go around—poorly informed borrowers, 
predatory mortgage lenders, incompetent rating agen-
cies, lax regulators, misguided government policies, 
and outright fraud.

Many economists believe the crisis started in the 
housing market, with declining housing prices caused 
by overbuilding, excessive appreciation, and aggres-
sive (i.e., risky) mortgages—a formula that only works 
when housing prices are rising.

Housing prices were rising at an extraordinary rate 
from 2000–2006. Housing prices peaked in 2006 and fell 
sharply in 2007; with the worst of the housing decline 
concentrated in California, Florida, Arizona, and Nevada.

quantity of loanable funds demanded at that interest rate; lenders will compete against each other to 
attract borrowers and the real interest rate falls. If the real interest rate is below the equilibrium real interest 
rate, the quantity of loanable funds demanded is greater than the quantity of loanable funds supplied 
at that interest rate; borrowers compete with each other for the available funds and drive the real interest 
rate up.

5. Private saving is the amount of income households have left over after consumption and net taxes.

6. Public saving is the amount of income the government has left over after paying for its spending.

7. National saving is the sum of private and public saving.

8. Government saving (a budget surplus) increases the saving supply leading to a lower real interest rate and an 
increase in equilibrium saving and investment.

9. Government dissaving (a budget deficit) reduces the saving supply leading to a higher real interest rate and a 
decrease in the equilibrium saving and investment.

 1. Why does Y � C � G � S in a simple, closed economy?

 2. If net taxes rise, what happens to private saving? To public saving?

 3. Why does the demand for loanable funds curve slope downward?

 4. Why does the supply of loanable funds curve slope upward?

 5. How is the real interest rate determined?

 6. How are shortages and surpluses eliminated in the loanable funds market?

 7. What factors can shift the demand for loanable funds curve?

 8. What factors can shift the supply of loanable funds curve?

 9.  What would happen to the equilibrium interest rate and quantity of loanable funds exchanged if both the 
loanable funds demand and supply curves shifted right? What if the loanable funds demand curve shifted 
right and the loanable funds supply curve shifted left?

10.  Other things equal, which direction will an increasing budget surplus change the equilibrium interest rate, the 
loanable funds supply curve, the level of investment in the economy, and the likely rate of economic growth?

11. Could the crowding-out effect sometimes be called the crowding-in effect?

n What role did the housing market play in 
the financial crisis?

n What impact did low short-term interest 
rates have on the housing market?

n What role did relaxed standards for 
mortgage loans have on the housing 
market?

n What impact did the higher interest rate 
of 2005 have on the housing market?

The Financial Crisis of 2008

Chapter 13  Financial Markets, Saving, and Investment 363

S E C T I O N

13.3



Low Interest Rates  
(2002–2004) Led to  
Aggressive Borrowing

After the 2001 recession, the Fed pursued an expan-
sionary monetary policy that pushed interest rates 

down to historically low levels. The federal funds rate 
was maintained at 2 percent or lower for almost three 
years. Economists disagree on whether this was the 
correct government policy. Some argue that the Fed 
pursued the appropriate policy to stimulate economic 
growth and employment after the 2001 recession 
and terrorist attacks, in order to head off potential 
deflation. Once deflation sets in, it is very difficult 
to successfully use expansionary monetary policy. In 
addition, worldwide interest rates were very low at this 
time due to the large amount of savings in emerging 
markets. Because the US financial markets appeared 
relatively safe many of these global funds flowed into 
the United States lowering the interest rate and eventu-
ally helping to fuel the housing bubble. 

Critics of the Fed argue that it lowered interest 
rates too much, for too long, in a growing economy, as 
shown in Exhibit 1. Most would agree that monetary 
policy was “too loose for too long” in the United States 
and around the world.

But whatever the reason for the low interest rates, 
there is common agreement that the low interest rates 

increased aggressive borrowing that encouraged less 
qualified buyers to purchase houses. The low interest 
rates set off a housing boom, especially in California, 
Florida, and the Northeast.

Deregulation in  
the Housing Market  
and Subprime Mortgages

In the last several decades the federal government 
encouraged the mortgage industry, especially Fannie 

Mae and Freddy Mac, to lower lending standards for  
low-income families in an effort to increase home owner-
ship. Fannie Mae and Freddy Mac are the government-
sponsored enterprises that fund or guarantee the 
majority of mortgage loans in the United States.

Specifically, lenders devised innovative adjustable 
rate mortgages with extremely low “teaser” rates, 
making it possible for many new higher risk buyers 
to purchase houses, often with little or no money as a 
down payment and, in some cases, no documentation 
of income. Most of these loans ended up in the hands 
of high-risk borrowers. These loans were called sub-
prime loans because the borrower had less than a prime 
credit rating and many would not have qualified for a 
conventional loan.

In 2006, almost 70 percent of the subprime loans 
were in the form of a new innovative product called a 

Effective Federal Funds Rate (FEDFUNDS)

SOURCE: Board of Governors of the Federal Reserve System.
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hybrid. These loans started at a very low fixed rate for 
the initial period, say three to seven years, and then 
reset to a much higher rate for the remainder of the 
loan. Many subprime borrowers just expected to refi-
nance later—thinking their property would continue 
to appreciate and interest rates would remain low.  
In retrospect, borrowers and lenders focused too much 
on the borrower’s ability to cover the low initial pay-
ment and not enough on risk.

Speculators flipped (quickly bought and sold) prop-
erties with inflated appraisals and outright lying on 
loan applications. In addition, excessive credit provided 
to subprime borrowers (individuals who may not have 
qualified for conventional loans) fueled the housing 
bubble. Mortgage originators were not worried about 
making risky loans because they could pass on the risk 
to others (particularly Fannie Mae and Freddy Mac, 
who were aggressively buying such loans). Because 
origination fees on loans were due up front, and others 
would buy the loans, lenders were less concerned if the 
loan was ever repaid. It is safe to say that if mortgage 
companies had given loans only to safe investors, the 
United States would not have had a financial crisis.

Subprime mortgages jumped from 8 percent of 
the total in 2001 to 13.5 percent in 2005, as shown 
in Exhibit 2. These new buyers pushed housing prices 
higher. The increase in the lending to “subprime” bor-
rowers helped inflate the housing bubble. The rising 
housing prices then led to overly optimistic expec-
tations, with both borrowers and lenders thinking 
that with housing prices increasing, the risks were 

minimal. (After all, housing prices jumped almost  
10 percent a year nationally from 2000–2006, as 
shown in Exhibit 3.)

Lenders were eager to make loans to anyone 
because they thought the prices for housing would con-
tinue to rise and, if borrowers defaulted, lenders would 
be left with an asset worth more than they were owed.

In short, the relaxed lending standards, backed by 
the government, put many low-income families into 
homes they could not afford. Unscrupulous mortgage 
brokers even falsified loan application forms, so clients 
could qualify for larger loans. Many borrowers also 
did not completely understand the terms of their loan.

Who Bought These Risky 
Subprime Mortgages?

Many of these risky subprime mortgages were sold 
to investors such as Bear Stearns and Merrill 

Lynch. They pooled them with other securities into 
packages and sold them all over the world. Part of the 
impetus for them was the great demand for mortgage-
backed securities in the global  market. A mortgage-
backed security (MBS) is a package of mortgages bun-
dled together and then sold to an investor, like a bond. 
Foreign investors were hungry to invest in these securi-
ties, because the U.S. housing market traditionally has 
been strong and stable. These mortgage-backed securi-
ties were also thought to have minimal risk because 

The Subprime Share of Home Mortgages Grows Rapidly Before the Big Decline 
(1995–Q2 2008)

SOURCES: Inside Mortgage Finance, Federal Reserve, Milken Institute.
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of the diversity of mortgages in each portfolio and 
because they had high security ratings. Security rating 
agencies gave their highest ratings to these securities—
AAA (Standard’s and Poor) and Aaa (Moody’s). High 
ratings encouraged investors to buy securities backed 
by subprime mortgages, helping finance the housing 
boom. The rating agencies clearly underestimated the 
risk of these securities. The risk was spread among 
many different investment institutions, but no one 
knew exactly where the bad loans had ended up.

Consumers Borrowing  
Against their equity
To complicate matters further, consumers borrowed 
hundreds of billions of dollars against the equity from 
the appreciation in their homes, fueling consumption 
spending, and an increase in household debt, combined 
with a fall in personal saving. The low interest rates 
subsidized massive borrowing, and credit market debt 
soared as well.

The Fed Raises Interest Rates 
and the Housing Bust

The low interest rates of the 2002–2004 period 
and other factors led to the Fed becoming con-

cerned about rising prices. In 2005–2006, therefore, 

the Fed reversed course and pushed short-term inter-
est rates up, as shown in Exhibit 1. For those hold-
ing new adjustable rate mortgages (ARMs), it meant 
their monthly payments rose. Higher interest rates 
and falling housing prices were a recipe for disaster. 
Consequently, many homes went into default and 
foreclosure—both subprime borrowers and prime bor-
rowers lost their homes. (The default rate was much 
lower on those holding fixed mortgage rates.)

When housing prices crashed, not only did too 
many homeowners find themselves over their heads, 
but there was also a huge excess inventory of new 
homes. From 2006–2008, housing construction fell by 
a whopping $350 billion—a huge hit on the economy. 
And by December of 2007, the United States was offi-
cially in a recession.

As housing prices fell and interest rates rose, 
foreclosures jumped. Once home prices fell below 
loan values, borrowers could not qualify to refinance 
and many were forced into foreclosure. When houses 
turn “upside down”—people owe more on their loan 
than the house is worth—many walk away from their 
houses. If a homeowner had put 20 percent down 
and had an appreciable amount of equity, she would 
have a greater incentive to make it work.  Zero-down 
mortgages meant more defaults, especially when given 
to  someone with a poor credit rating and little 
 documentation of income. There was a major mispric-
ing of risk in the mortgage markets.

The Recent Run-Up of Nominal Home Prices was Extraordinary (1890–Q2 2008)

NOTE: The annualized growth rate is the geometric mean.

SOURCES: Shiller (2002), Milken Institute.
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Business News
— B Y  N .  G R E G O R Y  M A N K I W

My day job is teaching introductory economics 
to about 700 Harvard undergraduates a year. 
Lately, when people hear that, they often ask 

how the economic crisis is changing what’s offered 
in a freshman course.

They’re usually disappointed with my first 
answer: not as much as you might think. Events 
have been changing so quickly that we teachers 
are having trouble keeping up. Syllabuses are often 
planned months in advance, and textbooks are 
revised only every few years.

But there is another, more fundamental reason: 
Despite the enormity of recent events, the principles 
of economics are largely unchanged. Students still 
need to learn about the gains from trade, supply 
and demand, the efficiency properties of market 
outcomes, and so on. These topics will remain the 
bread-and-butter of introductory courses.

Nonetheless, the teaching of basic economics 
will need to change in some subtle ways in response 
to recent events. Here are four:

The Role of Financial Institutions
Students have always learned that the purpose of 
the financial system is to direct the resources of sav-
ers, who have extra funds they are willing to lend, to 
investors, who have projects that need financing.

The economy’s financial institutions—banks and 
insurance companies, for example—are mentioned 
as part of that system. But after a brief introduc-
tion in the classroom, they quickly fade into the 
background and are examined in detail only in more 
advanced courses.

The current crisis, however, has found these 
financial institutions at the center of the action. 
They will need to become more prominent in the 
classroom as well.

Financial institutions are like the stagehands 
who work behind the scenes at the theater. If they 
are there doing their jobs well, the audience can 
easily forget their presence. But if they fail to show 
up for work one day, their absence is very  apparent, 

in the news That Freshman Course Won’t Be Quite the Same

because the show can’t go on. The process of finan-
cial intermediation is similarly most noteworthy 
when it fails.

The Effects of Leverage
Not long ago, I was explaining to a freshman that the 
economic crisis arose because some financial insti-
tutions had, in effect, invested in housing by holding 
mortgage-backed securities. When housing prices 
fell by about 20 percent nationwide, these institu-
tions found themselves nearly insolvent.

But the student then asked an important question: 
“If housing prices have fallen only 20 percent, why did 
the banks lose almost 100 percent of their money?”

The answer was leverage, the use of borrowed 
money to amplify gains and, in this case, losses. 
Economists have yet to figure out what combina-
tion of mass delusion and perverse incentives led 
banks to undertake so much leverage. But there is 
no doubt that its effects have played a central role 
in the crisis and will need a more prominent place in 
the economics curriculum.

The Limits of Monetary Policy
The textbook answer to recessions is simple: 
When the economy suffers from high unemployment 
and reduced capacity utilization, the central bank 
can cut interest rates and stimulate the demand for 
goods and services. When businesses see higher 
demand, they hire more workers to meet it.

Only rarely in the past did students ask what 
would happen if the central bank cut interest rates 
all the way to zero and it still wasn’t enough to get 
the economy going again. That is no surprise; after 
all, interest rates near zero weren’t something that 
they, or even their parents, had ever experienced. 
But now, with the Federal Reserve’s target interest 
rate at zero to 0.25 percent, that question is much 
more pressing.

The Fed is acting with the conviction that it has 
other tools to put the economy back on track. These 
include buying a much broader range of financial 

(continued)
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Business News
assets than it typically includes in its portfolio. 
Students will need to know about these other tools 
of monetary policy—and will also need to know 
that economists are far from certain how well these 
tools work.

The Challenge of Forecasting
It is fair to say that this crisis caught most economists 
flat-footed. In the eyes of some people, this forecast-
ing failure is an indictment of the profession.

But that is the wrong interpretation. In one way, 
the current downturn is typical: Most economic 
slumps take us by surprise. Fluctuations in economic 
activity are largely unpredictable.

in the news That Freshman Course Won’t Be Quite 
the Same (cont.)

Yet this is no reason for embarrassment. Medical 
experts cannot forecast the emergence of diseases 
like swine flu and they can’t even be certain what 
paths the diseases will then take. Some things are 
just hard to predict.

Likewise, students should understand that a 
good course in economics will not equip them with a 
crystal ball. Instead, it will allow them to assess the 
risks and to be ready for surprises.

SOURCE: From N. Gregory Mankiw, “That Freshman Course Won’t Be Quite the Same”, 

‘New York Times’, May 24, 2009. Copyright © 2009 The New York Times. All rights 

reserved. Used by permission and protected by the Copyright Laws of the United 

States. The printing, copying, redistribution, or retransmission of the Material without 

express writtten permission is prohibited.

in the news

When housing prices fell and mortgage delinquen-
cies soared, the securities-backed subprime mortgages 
lost most of their value. When subprime borrow-
ers defaulted, the investors that took the hit started 
demanding their money back by surrendering these 
securities to the banks. The result was a large decline 
in the capital of many banks and financial institutions, 
tightening credit around the world. Three invest-
ment banks either went bankrupt (Lehman Brothers) 
or were sold at fire-sale prices to other banks (Bear 
Stearns and Merrill Lynch) during September, 2008. 
The failures of three of the five largest investment 
banks augmented the instability in the global financial 
system. The remaining two investment banks, Morgan 
Stanley and Goldman Sachs, opted to become com-
mercial banks, thereby subjecting themselves to more 
stringent regulation.

Banks ended up receiving a double hit. Their secu-
rities investors started demanding money and their 
borrowers were failing to pay their loans. And troubled 
banks were not able to raise more money, because 
other banks and investors sensed that they were in 
trouble and refused to lend to them.

It is also easy to see why the government-sponsored 
financial intermediaries, Freddy Mac and Fannie Mae, 
collapsed. Many economists believe it had to do with 

moral hazard, when individuals take additional risks 
because they are insured. Investors knew that the 
government supported Freddy and Fannie mortgage-
backed securities, so they considered them very low 
risk. With the government behind them, Freddy and 
Fannie had an incentive to issue risky securities and 
buy risky mortgages from banks. Banks knew that 
Freddy and Fanny would buy almost any mortgage 
they created. However, when people stopped paying 
their mortgages, the two giant intermediaries lost bil-
lions of dollars. Their stocks became worthless and the 
government had to take control of both Fannie Mae 
and Freddy Mac.

Financial markets depend on lenders making funds 
available to borrowers. However, when lenders become 
reluctant to make loans, it becomes difficult to assess 
credit risk. This happened in 2008, which led the 
Federal Reserve and other central banks around the 
world to pour hundreds of billions of dollars (euros, 
pounds, etc.) into credit markets to ease the pain 
of the financial crisis. In addition, the government 
has enacted large fiscal stimulus packages of close to 
$1 trillion. The borrowing and spending is intended to 
offset the reduction in private sector demand caused by 
the crisis. We will return to this topic in the chapter on 
Fiscal Policy.
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Fill in the Blanks:

 1. Investment cannot occur unless someone in the econo-
my is _____________.

 2. The _________________ market is where households 
make their saving available to those who desire to bor-
row additional funds.

 3. Saving refers to a _______ concept, while savings refers 
to a ______ concept.

 4. The two most important financial institutions are the 
_____ market and the _________ market.

 5. An economy that invests a ___________ fraction of its 
GDP tends to grow faster.

 6. Owners of preferred stock receive a _______ dividend 
payment, whereas owners of ______ stock do not.

 7. A ____________ is an owner of a corporation, whereas 
a ____________ is a creditor of a corporation.

 8. The obligation to ___________ is of higher legal priority 
than that to _______________.

 9. _______________ is the most important source of fund-
ing for firms.

 10. Better business conditions would tend to make the value 
of stocks _________.

 11. The reason it is difficult, without inside information, to 
consistently pick winners in the stock market is because 
the value of a stock is a ________ _________.

 12. Many financial analysts think that the best stock mar-
ket strategy is to __________ and to hold stocks for 
____________ periods of time.

 13. The __________ interest rate is determined by invest-
ment demand and national savings.

 14. The loanable funds ____________ curve for the econo-
my is downward sloping.

 15. As the real interest rate falls, ____________ investment 
projects become profitable, ____________ the dollar 
amount of investment.

 16. The supply of national saving comprises both _______ 
saving and ___________ saving.

 17. At a __________ real interest rate, a greater quantity of 
loanable funds will be supplied.

 18. Desired loanable funds demanded equals desired 
________ at the equilibrium real interest rate.

 19. If the real interest rate was above equilibrium, the quan-
tity of loanable funds ___________ would exceed the 
quantity of loanable funds ____________.

 20. At a real interest rate below equilibrium, a ________ for 
loanable funds would occur.

S E C T I O N    C H E C K

1. There were several contributing factors to the financial crisis of 2008.

2. Maintaining very low real interest rates for a substantial period of time contributed to the housing price 
run-up.

3. The standards for low-income families to qualify for home loans were reduced, increasing the number of 
high-risk borrowers.

4. The rapid increase in housing prices during the housing bubble made both borrowers and lenders expect that 
the risks of subprime lending were not great.

5. After several years of maintaining low real interest rates, the Fed began pushing short-term interest rates 
up in 2005. The higher interest rates and falling housing prices pushed many homeowners into default and 
foreclosure.

6. The default rate on home loans was much lower on those holding fixed interest rate mortgage loans.

1. Why would history and the role of Fannie Mae and Freddy Mac have made investors consider mortgage-
backed securities to be safe?

2. Why were those who took out hybrid loans at far greater risk of foreclosure when the Fed began raising 
interest rates?

In te rac t i ve  Chapter  Summary
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Answers: 1. saving 2. loanable funds 3. flow; stock 4. stock; bond 5. greater 6. fixed; common 7. stockholder; bondholder 8. bondholders; 
stockholders 9. Reinvestment 10. rise 11. random walk 12. diversify; substantial 13. real 14. demand 15. more; increasing 16. private; public 
17. higher 18. loanable funds supplied 19. supplied; demanded 20. shortage 21. closed 22. collects; spends 23. surplus 24. deficit 25. surplus 
26. inflow 27. add 28. low 29. debt; leverage 30. housing 31. California; Florida; Arizona; Nevada 32. 2 percent 33. risk 34. hybrid; low; 
higher 35. low; up 36. fixed

Key Terms and Concepts

Sect ion Check Answers

 Financial Institutions 
and Intermediaries
 1. If you believed a company’s profitability was 

about to jump sharply, would you rather own 
bonds, preferred stock, or common stock in that 
company?
You would rather own common stock because own-
ers of common stock are the residual claimants on 
the resources of the corporation. If profits were about 
to jump sharply, common stock owners would ben-
efit because that residual will get substantially larger. 
Preferred stocks, which pay regular, fixed dividends, 

and bonds, which pay fixed interest payments, would 
not benefit nearly as much from increased future 
profitability.

 2. If almost all investors expected the profits 
of a company to jump sharply, would that 
make purchasing the stock today unusually 
profitable?
No. Generally shared expectations of higher future 
profits will result in higher current prices that capitalize 
those expected profits. Once those expected profits are 
reflected in current stock prices, buyers of that stock 
will not earn unusually high profits as a result.

 21. In a ______________ economy, GDP is the sum of con-
sumption plus investment plus government purchases.

 22. Public saving is positive as the government 
_____________ more in taxes than it _______________.

 23. Starting from a balanced budget, a government’s move 
to a budget __________ would increase public saving 
and increase national saving, other things equal.

 24. If the government moved into a budget ______________, 
it would result in negative public saving, reduced 
national saving, a higher real interest rate, and reduced 
levels of investment.

 25. If the government runs a budget ______________, other 
things equal, it will tend to increase national saving, 
decrease the real interest rate, increase the amount of 
investment, and increase economic growth.

 26. When foreigners supply more funds than they demand, 
a capital _________ occurs.

 27. Capital inflows from foreign countries ________ to the 
supply of loanable funds.

 28. When the domestic real interest rate is ____________, 
capital will tend to flow out to foreign countries.

 29. Too much __________, or excessive _____________, was 
a major cause of the financial crisis of 2008.

 30. Many economists think the financial crisis of 2008 
began in the _____________ market.

 31. The worst of the housing market decline after 2006 was 
in ____________, ____________, _____________, and 
_____________.

 32. After the 2001 recession, the Fed funds rate was main-
tained at _____________ or lower for over three years.

 33. In order to maintain investment yields as market inter-
est rates decline requires an investor to take more 
___________.

 34. In 2006, a majority of subprime loans were 
____________ loans, with a _________ fixed rate for the 
first few years, which then reset to a _____________ rate 
for the rest of the term.

 35. After several years of maintaining ______ real interest 
rates, the Fed reversed course and pushed short-term 
interest rates ______.

 36. The default rate on home loans was much lower on 
those holding ___________ interest rate mortgage loans.
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 3. Why are issues of new stocks to finance 
business investments more common in periods 
of high and rising stock prices?
In periods of high and rising stock prices, a firm can 
raise more money for a given number of new owner-
ship shares issued.

 4. What are some of the reasons that stock prices 
rise and fall?
Stock prices rise and fall with expectations of corporate 
earnings, business conditions, economic policies of the 
government, business conditions in foreign countries, 
concern over inflation, and more. Anything that changes 
expectations of benefits or costs from holding securities 
will change stock prices.

 5. What is the random walk?
The random walk idea is that if markets are operat-
ing efficiently, the current stock prices will reflect all 
available information, so that consistent, extraordinary 
profit opportunities will not exist. That is, without 
illegal inside information or consistent good luck, one 
should not expect to be able to consistently pick win-
ners in the stock market.

 6. What is a dividend?
The dividend reported on financial pages is the annual 
amount the company in question has paid over the 
preceding year on each share of stock.

 7. How do you calculate a price-earnings ratio?
The price-earnings ratio reported on financial pages is 
found by taking the price of the stock and dividing it 
by the amount the company earned per share over the 
past year.

 Saving, Investment, 
and the Financial System
 1. Why does Y � C � G � S in a simple, closed 

economy?
Y � C � G is what is left over from income after 
spending on consumption and government purchases, 
which is what is available for investment. But in equi-
librium, investment must equal saving.

 2. If net taxes rise, what happens to private 
 saving? To public saving?
Increased net taxes reduce disposable income, which, 
in turn reduces private saving. However, increased net 
taxes move the government budget toward surplus, 
increasing public saving.

 3. Why does the demand for loanable funds curve 
slope downward?
As the real interest rate falls, additional investment 
projects with lower expected rates of return become 
profitable for firms, and the quantity of loanable funds 
demanded rises.

 4. Why does the supply of loanable funds curve 
slope upward?
At a higher real interest rate, the reward for saving and 
supplying funds to financial markets is greater, leading 
to an increased quantity of loanable funds supplied.

 5. How is the real interest rate determined?
The real interest rate is determined by the intersection of 
the loanable funds demand curve and the supply curve.

 6. How are shortages and surpluses eliminated in 
the loanable funds market?
If the real interest rate was above the equilibrium real 
interest rate, the quantity of loanable funds supplied 
would be greater than the quantity of loanable funds 
demanded—there would be a surplus of loanable 
funds. As lenders compete against each other to attract 
borrowers, the real interest rate will fall toward the 
equilibrium level. If the real interest rate was below 
the equilibrium real interest rate, the quantity of loan-
able funds supplied would be less than the quantity of 
loanable funds demanded—there would be a shortage 
of loanable funds. As borrowers compete against each 
other to attract lenders, the real interest rate will rise 
toward the equilibrium level.

 7. What factors can shift the demand for loanable 
funds curve?
The investment demand curve would increase (shift to 
the right) if firms expect higher rates of return on their 
investments; if profitable new products are developed; 
or if business taxes are lowered. The loanable funds 
demand curve would decrease (shift to the left) in the 
opposite situations.

  8. What factors can shift the supply of loanable 
funds curve?
The saving supply curve would increase (shift to the 
right) if disposable (after-tax) income rose (say, because 
taxes were reduced). The saving supply curve would 
decrease (shift to the left) if disposable (after-tax) 
income fell.

  9. What would happen to the equilibrium interest 
rate and quantity of loanable funds exchanged 
if both the loanable funds demand and supply 
curves shifted right? What if the loanable funds 
demand curve shifted right and the loanable 
funds supply curve shifted left?
Whenever both the supply and demand curves shift 
in any market, we add up the separate effects on 
price (interest rate) and quantity (of loanable funds) 
exchanged. When both the loanable funds demand 
and supply curves shift right, each would increase 
the quantity of loanable funds exchanged, but would 
have opposing effects on the interest rate, making that 
change indeterminate without knowing about the rela-
tive magnitudes of the changes.
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When the loanable funds demand curve shifted 
right and the loanable funds supply curve shifted left, 
both effects would tend to increase the interest rate, but 
have opposing effects on the quantity of loanable funds 
exchanged, making that change indeterminate without 
knowing about the relative magnitudes of the changes.

 10. Other things equal, which direction will an 
increasing budget surplus change the equilibrium 
interest rate, the loanable funds supply curve, 
the level of investment in the economy, and the 
likely rate of economic growth?
An increasing budget surplus would increase the saving 
supply curve, which would decrease the equilibrium 
interest rate and increase the equilibrium level of invest-
ment in the economy, which would tend to increase 
economy growth.

 11. Could the crowding-out effect sometimes be 
called the crowding-in effect?
Just as larger government budget deficits crowd out 
investments by raising interest rates, smaller budget 
deficits or larger government surpluses would tend 
to reduce interest rates, increasing or crowding-in 
 investment.

 The Financial Crisis of 2008
 1. Why would history and the role of Fannie Mae 

and Freddy Mac have made investors consider 
mortgage-backed securities to be safe?
Historically, home loans in the United States had been 
very safe investments. In addition, both Fannie Mae 
and Freddy Mac were willing to buy large amounts of 
mortgage-backed securities and to guarantee others. 
Both made investors think mortgage-backed securities 
were not unduly risky.

 2. Why were those who took out hybrid loans at 
far greater risk of foreclosure when the Fed 
began raising interest rates?
Hybrid loans began, with a low fixed rate for the first 
few years, which then reset to a higher rate for the rest 
of the term. Hybrid loan borrowers also had far small-
er down payments than traditional home borrowers. 
As a result, the combination of falling home prices and 
increasing interest rates hit those homeowners and their 
lenders particularly hard.
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true or False:

1. The only way for a firm to obtain resources to invest in capital is via borrowing in financial markets.

2. There is no difference in meaning between the terms saving and savings.

 3. The amount of saving and investment are the foundation of economic growth.

 4. New capital and new technology are completely separate factors of production.

 5. In terms of economic growth, increases in the capital stock come at the expense of workers.

 6. Owners of preferred stock are the residual claimants of the resources of a corporation.

 7. Both bondholders and stockholders receive increased payments as a company prospers.

 8. Preferred stockholders have a higher priority than bondholders and common stockholders when debts of the firm 
are settled.

 9. Corporations can acquire additional financial resources by issuing new shares of stock or reinvesting profits.

 10. Firms are more likely to issue new shares of stock and increase expenditures on new capital equipment in periods 
of optimism.

 11. The values of securities change with the expectations of benefits and costs.

 12. For a firm to raise additional capital through selling new shares of stock is more common when stock prices are high than 
when they are low.

 13. If you and a large group of others have all received a “hot” stock tip, it is unlikely to be a source of unusually high profits.

 14. Historically, the U.S. stock market has outperformed other financial assets.

 15. A firm’s price-earnings ratio is its stock price divided by its annual dividend.

 16. The demand for loanable funds varies inversely with the real interest rate, other things equal.

 17. If businesses expect higher rates of return on their investments, it would shift the loanable funds demand curve to the right.

 18. An increase in business taxes would shift the loanable funds demand curve to the left.

 19. The supply of national savings is the sum of all private savings.

 20. Increases in current disposable income from a tax deduction will increase the loanable funds supply curve.

 21. If the real interest rate is below equilibrium, the quantity of loanable funds demanded would be less than the quantity of 
loanable funds supplied.

 22. At a real interest rate above equilibrium, a surplus of loanable funds would occur.

 23. If the government spends more money than it collects in taxes, national saving is negative.

 24. If the government goes from a balanced budget to a deficit, public saving would become negative and national saving 
would decrease, other things equal.

 25. A move toward a government budget surplus would increase national saving, reduce real interest rates, and increase 
investment, other things equal.

 26. A move toward a government budget deficit would tend to reduce private investment and reduce economic growth, other 
things equal.

 27. A move toward a government budget surplus would tend to decrease the real interest rate, other things equal.

 28. When foreigners supply fewer funds than they demand, a capital outflow from the United States occurs.

 29. When the domestic real interest rate is high, capital will tend to flow out to foreign countries.

 30. An increase in disposable income would shift the supply of loanable funds curve to the right.

 31. Lower real interest rates will shift the loanable funds demand curve right.

 32. Higher real interest rates will increase the quantity of loanable funds supplied, but not change the loanable funds supply curve.

Study Guide
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 33. If the loanable funds demand curve shifted right, we would expect higher real interest rates and an increased quantity of 
loanable funds demanded to result.

 34. If the loanable funds supply curve shifted left, we would expect higher real interest rates and an increased quantity of 
loanable funds demanded to result.

 35. If the loanable funds supply curve shifted right, it would cause a temporary surplus of loanable funds, which would result 
in a lower real interest rate.

 36. There were only one or two major contributing factors to the financial crisis of 2008.

 37. The housing market decline after 2006 was roughly similar throughout the United States.

 38. Worldwide interest rates were low early in the twenty-first century in part because of a large amount of savings in 
emerging markets.

 39. Maintaining very low real interest rates for a substantial period of time contributed to the housing price run-up.

 40. Fannie Mae and Freddy Mac encouraged the lowering of standards for low-income families in an effort to increase 
homeownership.

 41. Allowing mortgage borrowers to borrow with little or no money down increased the number of high-risk borrowers.

 42. In 2006, a substantial minority of subprime loans were hybrid loans.

 43. Excessive lending to subprime borrowers did not appreciably affect other homeowners.

 44. The rapid increase in housing prices during the housing bubble made both borrowers and lenders expect that the risks of 
subprime lending was minimal.

 45. The traditional safety of home loans in the United States helped make investors eager to buy mortgage-backed securities.

 46. There was no one in the world who knew exactly where all the mortgage-backed securities were being held when they 
began to experience trouble.

 47. After the Fed began pushing short-term interest rates up in 2005, the higher interest rates and falling housing prices 
pushed many homeowners into default and foreclosure.

 48. When house prices began falling and many went into default and foreclosure, the housing industry continued to produce 
new housing at a rapid rate.

 49. The fact that Fannie Mae and Freddy Mac were buying large amounts of risky mortgages meant that other buyers 
perceived the risks of such investments as lower than they really were.

 50. The federal government had to take over both Fannie Mae and Freddy Mac as a result of the financial crisis.

Multiple Choice:

 1. A firm can acquire financial resources through
 a. retained earnings.
 b. selling stocks.
 c. issuing bonds.
 d. all of the above.

 2. You could invest your savings in
 a. treasury bills
 b. mutual funds.
 c. bank deposits.
 d. stocks and bonds.
 e. any of the above.

 3. Which of the following entities do not hold corporate stocks?
 a. university and non-profit foundation endowment funds
 b. insurance companies
 c. other corporations
 d. pension funds
 e. All of the above entities hold corporate stocks.
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 4. Owners of stock in U.S. corporations include
 a. pension funds.
 b. insurance companies.
 c. mutual funds.
 d. all of the above.

 5. Preferred stockholders
 a. assume greater risks than do common stockholders.
 b. receive payment before common stockholders in the event of liquidation.
 c. receive payment before bondholders in the event of liquidation.
 d. are characterized by all of the above.

 6. Ownership of a share of stock in a corporation is different from ownership of a corporate bond in that
 a. the owner of a share of stock receives payment before a bondholder in the event of a corporation’s liquidation.
 b. a bondholder receives a fixed interest payment plus a lump sum payment at maturity, whereas a stockholder may 

receive income in the form of dividends and capital gains.
 c. a bondholder has voting rights, a shareholder does not.
 d. a bondholder bears greater business risk than does a shareholder.

 7. Corporations can finance their growth
 a. by issuing bonds.
 b. by issuing new shares of stock.
 c. through plowbacks.
 d. by all of the above.
 e. by either a or b.

 8. Stock prices are influenced by
 a. concern over inflation.
 b. the economic policies of the government.
 c. business conditions in foreign economies.
 d. expectations about corporate earnings.
 e. all of the above.

 9. The random walk theory suggests
 a. that stock prices fluctuate in highly predictable ways.
 b. that it is extremely difficult without inside information to consistently pick winners in the stock market.
 c. that if stock price fluctuations are scrutinized carefully, one can consistently pick winners in the stock market.
 d. that information filters sufficiently slowly that one can consistently profit by trading on newly released information.

 10. A relatively high P/E ratio
 a. may indicate that investors expect future earnings to rise.
 b. may indicate that investors expect future earnings to fall.
 c. indicates that a stock is undervalued.
 d. indicates that the stock is trading at a price that is low relative to earnings.

 11. A stock’s P/E ratio
 a. is calculated by dividing the 52-week high price by the earnings per share of the firm over the past year.
 b. is calculated by dividing the 52-week low price by the earnings per share over the past year.
 c. indicates that the stock is overvalued if the P/E ratio is relatively low.
 d. indicates that investors may expect future earnings to fall if the P/E ratio is relatively low.

Use the following stock table to answer the next three questions (12–14).

52-week                                                                                               Previous Day

High  Low   Company Symbol Div. Yield P/E High Low Close Change

60.50 36.42 General Elec.   GE .64 1.5 33 44.10 43.20 43.50    �.10
63.22 23.45 Hewlett-Pack.   HWP .32 1.3 19 25.25 24.20 24.66    �.45
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 12. If a typical P/E ratio for companies that supply services and products comparable to General Electric is 20, then
 a. purchasing General Electric stock at this time cannot possibly be a wise decision.
 b. GE’s P/E ratio suggests that its stock may be overvalued at this time.
 c. GE’s P/E ratio suggests that its stock may be undervalued at this time.
 d. GE’s P/E ratio suggests that investors may expect the stock price to rise in the near future.
 e. either b or d could be indicated by the information in the table.

 13. If a typical P/E ratio for companies that supply services and products comparable to Hewlett-Packard is 40, then
 a. purchasing Hewlett-Packard stock at this time cannot possibly be a wise decision.
 b. Hewlett-Packard’s P/E ratio suggests that its stock may be overvalued at this time.
 c. Hewlett-Packard’s P/E ratio suggests that its stock may be undervalued at this time.
 d. Hewlett-Packard’s P/E ratio suggests that investors may expect the stock price to rise in the near future.
 e. either c or d is indicated by the information in the table.

 14. Based on the information in the preceding table, which of the following is true?
 a. Both General Electric and Hewlett-Packard stocks increased in price compared to the previous day’s close.
 b. Both General Electric and Hewlett-Packard stocks decreased in price compared to the previous day’s close.
 c. General Electric stock decreased in price from the previous day’s close, while Hewlett-Packard’s stock increased in 

price from the previous day’s close.
 d. Both General Electric and Hewlett-Packard stocks are trading near their 52-week highs.

 15. When the government runs a budget deficit, which of the following would have to be negative?
 a. public saving
 b. private saving
 c. national saving
 d. investment

 16. Other things equal, if the government runs a budget surplus, it will tend to
 a. increase national saving.
 b. decrease the real interest rate.
 c. increase the amount of investment.
 d. increase economic growth.
 e. do all of the above.

 17. Capital outflows to foreign countries tend to
 a. make domestic real interest rates higher than they would otherwise have been.
 b. reduce the funds available for domestic capital investment.
 c. cause the saving supply curve to be to the left of the national saving supply curve.
 d. do all of the above.

 18. A lower real interest rate will
 a. increase the loanable funds demand curve.
 b. decrease the loanable funds demand curve.
 c. increase the dollar amount of loanable funds exchanged but not change the loanable funds demand curve.
 d. decrease the dollar amount of loanable funds exchanged but not change the loanable funds demand curve.

 19. The discovery of profitable new technological investment opportunities
 a. would increase the loanable funds demand curve.
 b. would decrease the loanable funds demand curve.
 c. would leave the loanable funds demand curve unchanged.
 d. could either increase or decrease the loanable funds demand curve.

 20. A combination of higher business taxes and a reduction in the level of new profitable technological investment 
opportunities

 a. would increase the loanable funds demand curve.
 b. would decrease the loanable funds demand curve.
 c. would leave the loanable funds demand curve unchanged.
 d. could either increase or decrease the loanable funds demand curve.
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 21. A higher real interest rate will
 a. increase the supply of loanable funds.
 b. decrease the supply of loanable funds.
 c. increase the dollar amount of loanable funds exchanged, but not shift the supply of loanable funds curve to the right.
 d. decrease the dollar amount of loanable funds exchanged, but not shift the supply of loanable funds curve to the left.

 22. If at a given interest rate, the quantity of loanable funds supplied is less than the quantity of loanable funds demanded,
 a. there is a surplus of loanable funds and real interest rates will rise.
 b. there is a surplus of loanable funds and real interest rates will fall.
 c. there is a shortage of loanable funds and real interest rates will rise.
 d. there is a shortage of loanable funds and real interest rates will fall.

 23. An increase in the loanable funds demand curve would
 a. increase real interest rates.
 b. decrease real interest rates.
 c. increase the dollar amount of loanable funds exchanged.
 d. decrease the dollar amount of loanable funds exchanged.
 e. do both a and c.

 24. An increase in the supply of loanable funds would
 a. increase real interest rates.
 b. decrease real interest rates.
 c. increase the dollar amount of loanable funds exchanged.
 d. do both a and c.
 e. do both b and c.

 25. At a higher than equilibrium real interest rate, the quantity of loanable funds supplied would be ________ than the 
quantity of loanable funds demanded—there would be a _________ of loanable funds at this real interest rate.

 a. greater; shortage
 b. greater; surplus
 c. less than; shortage
 d. less than; surplus

 26. A budget deficit
 a. adds to national savings.
 b. lowers the interest rate.
 c. increases private investment.
 d. does none of the above, other things equal.

 27. An increase in the real interest rate
 a. shifts the supply of loanable funds curve to the right.
 b. shifts the supply of loanable funds curve to the left.
 c. shifts the loanable funds demand curve to the right.
 d. shifts the loanable funds demand curve to the left.
 e. does none of the above.

 28. An increase in expectations about the profitability of investment will tend to
 a. increase both the interest rate and the level of investment.
 b. decrease both the interest rate and the level of investment.
 c. increase the interest rate and decrease the level of investment.
 d. decrease the interest rate and increase the level of investment.

 29. Suppose investors become pessimistic about the economy, lowering their expected returns on investment projects. 
The results would include

 a. a leftward shift in the supply of loanable funds.
 b. a rightward shift in demand for loanable funds.
 c. a smaller quantity of funds changing hands in the loanable funds market.
 d. the interest rate falling.
 e. both c and d.
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 30. If the equilibrium interest rate increases and quantity of funds traded in the loanable fund market decreases, it could have 
been caused by

 a. investors becoming more optimistic about profit prospects.
 b. investors becoming more pessimistic about profit prospects.
 c. households deciding to save less.
 d. households deciding to save more.

 31. Which of the following was not a factor in the financial crisis of 2008?
 a. poorly informed borrowers
 b. credit rating agencies
 c. fraud
 d. misguided government policies
 e. All of the above were factors in the financial crisis of 2008

Problems:

 1. Why are firms less likely to issue new shares of stock when consumers or businesses are pessimistic about economic 
conditions?

 2. In the event of a corporate bankruptcy, would you rather be a bondholder, a preferred stockholder, or a stockholder in 
the ailing corporation? Explain.

 3. Why might governments sometimes try to combat recessions by lowering interest rates?

 4. What would happen to the loanable funds demand curve if new potentially profitable technologies arise and business 
taxes are raised at the same time?

 5. What would happen to the loanable funds supply curve if there was both an increase in current disposable income and a 
decrease in new technologies creating investment opportunities?

 6. Starting from equilibrium in the loanable funds market, what changes in loanable funds supply or demand would tend 
to cause a surplus of funds at the current interest rate? What changes in loanable funds supply or demand would tend to 
cause a shortage of funds at the current interest rate?

 7. What happens to net taxes when transfer payments increase? When both taxes and transfer payments increase?

 8. Other things equal, which direction will an increasing budget deficit change the equilibrium interest rate, the loanable 
funds supply curve, the level of loanable funds in the economy, and the likely rate of economic growth, other things 
equal?

 9. Why will a given government budget deficit have a smaller effect on investment in an open economy than a closed 
economy?
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 a. What happens to the loanable funds supply and demand curves if business expectations and disposable income both 
increase?

 b. What happens to the loanable funds supply and demand curves if profitable new technologies are invented and 
disposable income decreases?

 c. What happens to the loanable funds supply and demand curves if taxes on investment increase and taxes on savings 
decrease?

 d. What happens to the loanable funds supply and demand curves if increasingly costly business regulations are 
imposed, along with increased taxes on current earnings?

 11. In retrospect, what should have been the Federal Reserve’s monetary policy during the 2008 financial crisis?

 12. If housing prices had continued to rise during the 2008 financial crisis, would we still have had the same problem with 
subprime borrowers? Or would it have just been delayed?

 13. Why was home building such an important factor in this crisis?

 14. If the government had not encouraged a goal of homeownership with easy credit, would we have the current housing 
market problem?
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APPENDIX
Calculating Present Value

Future Evaluation

One of the most important decisions a firm makes 
is investment in new capital. A lot of money will 

be invested in factory equipment and machines expected 
to last for many years. The firm making the invest-
ment decision must consider the price that it must pay 
now for the new capital compared with the additional 
revenue the capital should generate over time. That 
is, the firm must compare current costs 
with future benefits. To figure out how 
much those future benefits are worth 
today, economists use a concept called 
present value.

How Do We Determine 
the Present Value?
One of the most useful formulas in economics is 
the formula for present value. The present value 
of future income is the value of having that future 
income now. That is, a dollar today is worth more 
than a dollar in the future. People prefer to have 
money now rather than later, which is why they are 
willing to pay interest to borrow it. The present value 

of receiving $1,000 a year from now 
can be calculated by using the present 
value equation:

PV � $X/(1 � r)t

present value 
the value in today’s dollars 
of home future benefit

Present Value Table

Year 3% 6% 8% 10% 15%

  1 0.9709 0.9434 0.9259 0.9091 0.8696

  2 1.9135 1.8334 1.7833 1.7355 1.6257

  3 2.8286 2.6730 2.5771 2.4869 2.2832

  4 3.7171 3.4651 3.3121 3.1699 2.8550

  5 4.5797 4.2124 3.9927 3.7908 3.3522

  6 5.4172 4.9173 4.6229 4.3553 3.7845

  7 6.2303 5.5824 5.2064 4.8684 4.1604

  8 7.0197 6.2098 5.7466 5.3349 4.4873

  9 7.7861 6.8017 6.2469 5.7590 4.7716

10 8.5302 7.3601 6.7101 6.1446 5.0188

11 9.2526 7.8869 7.1390 6.4951 5.2337

12 9.9540 8.3838 7.5361 6.8137 5.4206

13 10.6350 8.8527 7.9038 7.1034 5.5831

14 11.2961 9.2950 8.2442 7.3667 5.7245

15 11.9379 9.7122 8.5595 7.6061 5.8474

16 12.5611 10.1059 8.8514 7.8237 5.9542

17 13.1661 10.4773 9.1216 8.0216 6.0472

18 13.7535 10.8276 9.3719 8.2014 6.1280

19 14.3238 11.1581 9.6036 8.3649 6.1982

20 14.8775 11.4699 9.8181 8.5136 6.2593

30 19.6004 13.7648 11.2578 9.4269 6.5660
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where X � $1,000; r � current market interest rate; 
and t � years from now. So the present value of 
$1,000 one year from now at the current market inter-
est rate of 5 percent is

$1,000/(1.05)1 � $952.38

The present value of $1,000 two years from now at a 
current market interest rate of 5 percent is

$1,000/(1.05)2 � $907.03

To illustrate, suppose a company is contemplating the 
purchase of a new factory that they think will produce 
additional annual earnings of $100,000 a year for 10 
years, at which time it will be obsolete (worthless). 
In this case, let us assume that we can get 10 percent 
annually on the use of our funds in some comparable 
alternative investment; a good proxy for this “com-
parable investment” is the market rate of interest. We 
can now calculate the present value of earnings to be 
received in each year (first, second, third, and so on) 
and sum them. Because these multiyear computations 
can be tedious, Exhibit 1 provides a present value 
table. For example, $100,000 per year over 10 years at 

10 percent interest yields a present value of $614,460 
($100,000 � 6.1446). If the price of the factory were 
only $500,000, we would invest; if the price were 
$700,000, however, the marginal cost of $700,000 
would exceed the present value, $614,460, so we 
would not invest in the new factory.

However, if interest rates were to fall to 6 percent, 
the present value of the flow of future earnings would 
grow to $736,010 ($1,000,000 � 7.3601), and we 
probably would make the investment even if the fac-
tory cost $700,000. Thus, falling interest rates lead to 
greater investment. In short, we see that an investor 
will buy capital (factory) if the expected discounted 
present value of the capital exceeds the current price.

Thus, the company’s decision whether or not to 
invest in a new factory depends on the interest rate.

We can see from the example how the quantity of 
loanable funds demanded and investment is related to 
the interest rate. At a higher interest rate, the quantity 
of loanable funds demanded (and investments) falls 
and at a lower interest rate the quantity of loanable 
funds demanded (and investments) rises.

Key Terms and Concepts

Problems:

 1. Why is money worth more now than at some future date?

Answer

You can use the money that you have right now. You could save it and get interest on it or you can buy goods and services 
with that money. If you are receiving money a year from now—you can’t use that money right now to save or consume. 
There is also a risk associated with lending the money. If you lend the money to a friend, he or she may not be able to 
pay it back in a year like you had expected.

 2. How does the interest rate affect the present value payments?

Answer

The interest rate connects the present value with the future. The interest rate reflects how much more a person values a dollar 
today versus a dollar in the future.

 3. If you won $10 million in the lottery and were given a choice of a lump sum payment or payment over a 20-year period, 
which would you choose?

Answer

Suppose you did win $10 million in the state lottery and your state will pay you this money over a 20-year period—$500,000 a year—or 
you can get a lump sum payment up front. What is the actual present value of this $10 million lottery prize? Using a 10 percent interest 
rate, the present value over a 20-year period is $4,256,800. That is, using the present value tables, we multiply $500,000 � 8.5136 � 
$4,256,800. If you want it up front, it is certainly less than $10 million. Oh yes, there are taxes, too.
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We explain changes in the price level and real 
GDP in both the short run and long run. This 
model will help us understand such key macro-
economic variables as inflation, unemployment, 
and economic growth. In the following chapters, 

we will also use this model to help us understand 
how stabilization policies can help with prob-
lems that result from recession and inflationary 
expansion. ■

In this chapter, we develop the aggregate demand and aggregate supply 
model. The AD/AS model is a variable price model; that is, it allows us 
to see changes in the price level and changes in real GDP simultaneously. 

Aggregate Demand 
and Aggregate Supply14

14.1 The Determinants of Aggregate Demand

14.2 The Aggregate Demand Curve

14.3 Shifts in the Aggregate Demand Curve

14.4 The Aggregate Supply Curve

14.5 Shifts in the Aggregate Supply Curve

14.6 Macroeconomic Equilibrium

14.7 The Classical and the Keynesian 
Macroeconomic Model
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What Is Aggregate Demand?

Aggregate demand (AD) is the sum of the demand 
for all final goods and services in the economy. It 

can also be seen as the quantity of real gross domestic 
product demanded at different price levels. The four 
major components of aggregate demand are consump-
tion (C), investment (I), government purchases (G), 
and net exports (X � M). Aggregate demand, then, is 
equal to C � I � G � (X � M).

Consumption (C)

Consumption is by far the largest component in 
aggregate demand. Expenditures for consumer 

goods and services typically absorb almost 70 percent 
of total economic activity, as measured by GDP. 
Understanding the determinants of consumption, then, 
is critical to an understanding of the forces leading to 
changes in aggregate demand, which, in turn, changes 
total output and income.

Investment (I)

Because investment spending (purchases of invest-
ment goods) is an important component of 

aggregate demand, which in turn is a 
determinant of the level of GDP, changes 
in investment spending are often respon-
sible for changes in the level of economic 
activity. If consumption is determined 
largely by the level of disposable income, 
what determines the level of investment 
expenditure? As you may recall, invest-
ment expenditure is the most unsta-
ble category of GDP; it is sensitive to 
changes in economic, social, and politi-
cal variables. In 2004, investment was 
roughly 16 percent of GDP.

Many factors are important in determining the 
level of investment. Good business conditions “induce” 
firms to invest because a healthy growth in demand for 

products in the future seems likely, based on current 
experience. We will consider the key variables that 
influence investment spending in the next section.

Government Purchases (G)

Government purchases, another component of 
aggregate demand, include spending by federal, 

state, and local governments for the purchase of new 
goods and services produced. Most of the purchases 
at the federal level are for the military. In 2004, the 
federal government accounted for roughly 19 percent 
of total spending. Government purchases at the state 
and local levels include education, highways, and police 
protection. Although volatile shifts in government pur-
chases are less frequent than volatile shifts in invest-
ment spending, they do occasionally occur, often at the 
beginning or end of wars.

Net Exports (X � M)

The interaction of the U.S. economy with the rest 
of the world is becoming increasingly important. 

Up to this point, for simplicity, we have not included 
the foreign sector. However, international trade 
must be incorporated into the framework. Models 

that include the effects of interna-
tional trade are called open economy 
models.

Remember, exports are goods and 
services that we sell to foreign cus-
tomers, such as movies, wheat, and 
Ford Mustangs; imports are goods 
and services that we buy from foreign 
companies, such as BMWs, French 
wine, and Sony TVs. Exports and 
imports can alter aggregate demand. 
Exports minus imports is what we 
call net exports. If exports are greater 

than imports (X � M), we have positive net exports. If 
imports are greater than exports (X � M), net exports 
are negative.

n What is aggregate demand?

n What is consumption?

n What is investment?

n What are government purchases?

n What are net exports?

The Determinants of Aggregate Demand

aggregate demand (AD)
the total demand for all the 
final goods and services in 
the economy

open economy 
a type of model that includes 
international trade effects

net exports 
the difference between the 
value of exports and the 
value of imports
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The impact of net exports (X � M) on aggregate 
demand is similar to the impact of government pur-
chases on aggregate demand. Suppose that the United 
States has no trade surplus and no trade deficit—zero 
net exports. What would happen if foreign consumers 
started buying more U.S. goods and services, while 
U.S. consumers continued to buy imports at roughly 

the same rate? The result would be positive net exports
(X � M) and greater demand for U.S. goods and 
services—a higher level of aggregate demand. What if 
a country has a trade deficit? Assuming, again, that the 
economy initially has zero net exports, a trade deficit, 
or negative net exports (X � M), would lower U.S. 
aggregate demand, ceteris paribus.

S E C T I O N    C H E C K

1. Aggregate demand is the sum of the demand for all final goods and services in the economy. It can also be 
seen as the quantity of real GDP demanded at different price levels.

2. The four major components of aggregate demand are consumption (C), investment (I), government 
purchases (G), and net exports (X � M). Aggregate demand, then, is equal to C � I � G � (X � M).

3. Changes in investment spending are often responsible for changes in the level of economic activity.

4. Government purchases are made up of federal, state, and local purchases of goods and services.

5. Trade deficits lower aggregate demand, other things being equal; trade surpluses increase aggregate 
demand, other things being equal.

1. What are the major components of aggregate demand?

2. How would an increase in personal taxes or a decrease in transfer payments affect consumption?

3. What would an increase in exports do to aggregate demand, other things being equal? An increase 
in imports? An increase in both imports and exports, where the change in exports was greater in 
magnitude?

n How is the aggregate demand curve 
different from the demand curve for a 
particular good?

n Why is the aggregate demand curve 
downward sloping?

The Aggregate Demand Curve

The aggregate demand curve reflects the total 
amount of real goods and services that all groups 

together want to purchase in a given period. In other 
words, it indicates the quantities of real gross domestic 
product demanded at different price lev-
els. Note that this is different from the 
demand curve for a particular good pre-
sented in Chapter 4, which looked at the 
relationship between the relative price 
of a good and the quantity demanded.

How Is the Quantity of Real 
GDP Demanded Affected 

by the Price Level?

The aggregate demand curve slopes 
downward, which means an inverse 

(or opposite) relationship exists between 
the price level and real gross domestic 
product (RGDP) demanded. Exhibit 1 

aggregate demand curve 
graph that shows the 
inverse relationship between 
the price level and RGDP 
demanded
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illustrates this relationship, where the quantity of RGDP 
demanded is measured on the horizontal axis and the 
overall price level is measured on the vertical axis. As we 
move from point A to point B on the aggregate demand 
curve, we see that an increase in the price level causes 
RGDP demanded to fall. Conversely, if a reduction in 
the price level occurs—a movement from B to A—RGDP 
demanded increases. Why do purchasers in the economy 
demand less real output when the price level rises and 
more real output when the price level falls?

Why Is the Aggregate Demand 
Curve Negatively Sloped?

Three complementary explanations exist for the 
negative slope of the aggregate demand curve: the 

real wealth effect, the interest rate effect, and the open 
economy effect.

The Real Wealth Effect
If you had $1,000 in cash stashed under your bed while 
the economy suffered a serious bout of inflation, the 
purchasing power of your cash would be eroded by 
the extent of the inflation. That is, an increase in the 
price level reduces real wealth and would consequently 
decrease your planned purchases of goods and services, 
lowering the quantity of RGDP demanded.

In the event that the price level falls, the reverse 
would hold true. A falling price level would increase 

the real value of your cash assets, increasing your pur-
chasing power and increasing RGDP demanded. The 
connection can be summarized as follows:

↑Price level ⇒ ↓Real wealth ⇒ ↓Purchasing power  
⇒ ↓RGDP demanded

and

↓Price level ⇒ ↑Real wealth ⇒ ↑Purchasing power  
⇒ ↑RGDP demanded

The Interest Rate Effect
If the price level falls, households and firms will need 
to hold less money to conduct their day-to-day activi-
ties. Firms will need to hold less money for such inputs 
as wages and taxes; households will need to hold less 
money for such purchases as food, rent, and clothing. 
At a lower price level, households and firms will shift 
their “excess” money into interest-earning assets such 
as bonds or savings accounts. This will increase the 
supply of funds to the loanable funds market, leading 
to lower interest rates. As interest rates fall, households 
and firms will borrow more and buy more goods and 
services—thus, the quantity of RGDP demanded will 
increase. In sum:

↓Price level ⇒ Households and  
firms reduce their holdings of money and  

save more ⇒ Supply of loanable funds  
increases ⇒ Interest rates fall ⇒ Households and 

firms are encouraged to borrow and  
spend ⇒ RDP demanded increases

If the price level rises, households and firms will need 
to hold more money to buy goods and services and 
conduct their daily activities. Households and firms 
will need to borrow money, and this increased demand 
for loanable funds will result in higher interest rates. 
At higher interest rates, consumers may give up plans 
to buy new cars or houses, and firms may delay invest-
ments in plant and equipment. In sum:

↑Price level ⇒ Households and firms  
increase their holdings of money ⇒ Demand  

for loanable funds increases ⇒ Interest rates rise  
⇒ Households and firms are discouraged from  

borrowing and spending ⇒ RDP demanded  
decreases

The Open Economy Effect
Many goods and services are bought and sold in global 
markets. If the price level in the United States rises rela-
tive to the price level in other countries, U.S. exports 
will become relatively more expensive and foreign 

illustrates this relationship, where the quantity of RGDP 

The Aggregate Demand Curve

0

PL1

PL2

RGDP2 RGDP1

P
ri

ce
 L

ev
el

AD

Real GDP

A

B

The aggregate demand curve slopes downward, 
reflecting an inverse relationship between the overall 
price level and the quantity of real GDP demanded. 
When the price level increases, the quantity of RGDP 
demanded decreases; when the price level decreases, 
the quantity of RGDP demanded increases.
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imports will become relatively less expensive. Some 
U.S. consumers will shift from buying domestic goods 
to buying foreign goods (imports). Some foreign con-
sumers will stop buying U.S. goods. U.S. exports will 
fall and U.S. imports will rise. Thus, net exports will 
fall, thereby reducing the amount of RGDP purchased 

in the United States. A lower price level makes U.S. 
exports less expensive and foreign imports more expen-
sive. So U.S. consumers will buy more domestic goods, 
and foreign consumers will buy more U.S. goods. This 
will increase net exports, thereby increasing the amount 
of RGDP purchased in the United States.

S E C T I O N    C H E C K

1. An aggregate demand curve shows the inverse relationship between the amounts of real goods and services 
(RGDP) that are demanded at each possible price level.

2. The aggregate demand curve is downward sloping because of the real wealth effect, the interest rate effect, 
and the open economy effect.

1. Why is the aggregate demand curve downward sloping?

2. How does an increased price level reduce the quantities of investment goods and consumer durables 
demanded?

3. What is the real wealth effect, and how does it imply a downward-sloping aggregate demand curve?

4. What is the interest rate effect, and how does it imply a downward-sloping aggregate demand curve?

5. What is the open economy effect, and how does it imply a downward-sloping aggregate demand curve?

n What is the difference between a move-
ment along and a shift in the aggregate 
demand curve?

n What variables shift the aggregate 
demand curve to the right?

n What variables shift the aggregate 
demand curve to the left?

Shifts in the Aggregate 
Demand Curve

Shifts Versus Movements Along 
the Aggregate Demand Curve

Like the supply and demand curves described in 
Chapter 4, the aggregate demand curve may 

experience both shifts and movements. In the previous 
section, we discussed three factors—the real wealth 
effect, the interest rate effect, and the open economy 
effect—that result in the downward slope of the aggre-
gate demand curve. Each of these factors, then, gener-
ates a movement along the aggregate demand curve, 
in reaction to changes in the general price level. In this 
section, we will discuss some of the many factors that 
can cause the aggregate demand curve to shift to the 
right or left.

The whole aggregate demand curve can shift to 
the right or left, as shown in Exhibit 1. Put simply, if 

some nonprice level determinant causes total spending 
to increase, the aggregate demand curve will shift to 
the right. If a non-price level determinant causes the 
level of total spending to decline, the aggregate demand 
curve will shift to the left. Let’s look at some specific 
factors that could cause the aggregate demand curve 
to shift.

Aggregate Demand 
Curve Shifters

Anything that changes the amount of total spending 
in the economy (holding price levels constant) will 

affect the aggregate demand curve. An increase in any 
component of GDP (C, I, G, or X � M) will cause the 
aggregate demand curve to shift rightward. Conversely, 
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decreases in C, I, G, or X 2 M will shift aggregate 
demand leftward.

Changing Consumption (C)
A whole host of changes could alter consumption 
patterns. For example, an increase in consumer confi-
dence, an increase in wealth, or a tax cut can increase 
consumption and shift the aggregate demand curve to 
the right. An increase in population will also increase 
the aggregate demand because more consumers will be 
spending more money on goods and services.

Of course, the aggregate demand curve could 
shift to the left as a result of decreases in consump-
tion demand. For example, if consumers sense that the 
economy is headed for a recession or if the government 
imposes a tax increase, the result will be a leftward shift 
of the aggregate demand curve. Because consuming less 
is saving more, an increase in saving, ceteris paribus, 
will shift aggregate demand to the left. Consumer debt 
may also cause some consumers to put off additional 

Shifts in the Aggregate  
Demand Curve
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An increase in aggregate demand shifts the curve to 
the right (from AD1 to AD2). A decrease in aggregate 
demand shifts the curve to the left (from AD1 to AD3).

QAny aggregate demand category that has the 
ability to change total purchases in the economy will 
shift the aggregate demand curve. That is, changes 
in consumption purchases, investment purchases, 
government purchases, or net export purchases shift 
the aggregate demand curve. For each  component 

of aggregate demand (C, I, G, and X 2 M), list some 
changes that can increase aggregate demand. Then 
list some changes that can decrease aggregate 
demand.

AThe following are some aggregate demand 
curve shifters.

Changes in aggregate DemanD

INCREASES IN AGGREGATE DEMAND  
(RIGHTWARD SHIFT)

DECREASES IN AGGREGATE DEMAND  
(LEFTWARD SHIFT)

Consumption (C) Consumption (C)

— lower personal taxes — higher personal taxes

— a rise in consumer confidence — a fall in consumer confidence

— greater stock market wealth — reduced stock market wealth

— an increase in transfer payments — a reduction in transfer payments

Investment (I) Investment (I)

— lower real interest rates — higher real interest rates

— optimistic business forecasts — pessimistic business forecasts

— lower business taxes — higher business taxes

Government purchases (G) Government purchases (G)

— an increase in government purchases — a reduction in government purchases

Net exports (X 2 M) Net exports (X 2 M)

—  income increases abroad, which will likely  
increase the sale of domestic goods (exports)

—  income falls abroad, which leads to a reduction in 
the sale of domestic goods (exports)
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spending. In fact, some economists believe that part of 
the 1990–1992 recession was due to consumer debt 
that had built up during the 1980s. In addition to max-
ing out their credit cards, some individuals lost equity 
in their homes and, consequently, experienced reduc-
tions in their wealth and purchasing power—again 
shifting aggregate demand to the left.

Changing Investment (I)
Investment is also an important determinant of aggre-
gate demand. Increases in the demand for investment 
goods occur for a variety of reasons. For example, 
if business confidence increases or real interest rates 
fall, business investment will increase and aggregate 
demand will shift to the right. A reduction in business 
taxes would also shift the aggregate demand curve to 
the right, because businesses would now retain more 
of their profits to invest. However, if interest rates or 
business taxes rise, we would expect to see a leftward 
shift in aggregate demand.

Changing Government Purchases (G)
Government purchases are another part of total spend-
ing and therefore must have an impact on aggregate 
demand. An increase in government purchases, other 
things being equal, shifts the aggregate demand curve 
to the right, while a reduction shifts aggregate demand 
to the left.

Changing Net Exports (X � M)
Global markets are also important in a domestic 
economy. For example, when major trading partners 
experience economic slowdowns (as did the Asian 
market in the late 1990s), they will demand fewer 
U.S. imports. This causes U.S. net exports (X � M) to 
fall, shifting aggregate demand to the left. Alternatively, 
an economic boom in the economies of major trading 
partners may lead to an increase in our exports to 
them, causing net exports (X � M) to rise and aggre-
gate demand to increase.

S E C T I O N    C H E C K

1. A change in the price level causes a movement along the aggregate demand curve, not a shift in the aggre-
gate demand curve.

2. Aggregate demand is made up of total spending, C � I � G � (X � M). Any change in these factors will cause 
the aggregate demand curve to shift.

1. How is the distinction between a change in demand and a change in quantity demanded the same for aggre-
gate demand as for the demand for a particular good?

2. What happens to aggregate demand if the demand for consumption goods increases, ceteris paribus?

3. What happens to aggregate demand if the demand for investment goods falls, ceteris paribus?

4. Why would an increase in the money supply tend to increase expenditures on consumption and investment, 
ceteris paribus?

n What does the aggregate supply curve 
represent?

n Why do producers supply more as the 
price level increases in the short run?

n Why is the long-run aggregate supply 
curve vertical at the natural rate of 
output?

The Aggregate Supply Curve

What Is the Aggregate 
Supply Curve?

The aggregate supply (AS) curve is the relation-
ship between the total quantity of final goods 

and  services that suppliers are willing and able to 
produce and the overall price level. The aggregate 
supply curve represents how much RGDP suppliers 
are willing to produce at different price levels. In fact, 
the two aggregate supply curves are a short-run aggre-

gate supply (SRAS) curve and a long-run aggregate 
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supply (LRAS) curve. The short-run relationship refers 
to a period when output can change in response to 
supply and demand, but input prices have not yet been 
able to adjust. For example, nominal 
wages are assumed to adjust slowly in 
the short run. The long-run relationship 
refers to a period long enough for the 
prices of outputs and all inputs to fully 
adjust to changes in the economy.

Why Is the Short-Run 
Aggregate Supply 
Curve Positively 
Sloped?

In the short run, the aggregate supply 
curve is upward sloping, as shown in 

Exhibit 1. At a higher price level, then, 
producers are willing to supply more 
real output, and at lower price levels, 
they are willing to supply less real out-
put. Why would producers be willing 
to supply more output just because the 
price level increases? Two possible explanations are the 
profit effect and the misperception effect.

The Profit Effect
For many firms, input costs—wages and rents, for 
example—are relatively constant in the short run. 

Workers and other material input suppliers often enter 
into long-term contracts with firms at prearranged 
prices. Thus, the slow adjustments of input prices are 

due to contracts that do not adjust 
quickly to output price level changes. So 
when the price level rises, output prices 
rise relative to input prices (costs), rais-
ing producers’ short-run profit margins. 
With this short-run profit effect, the 
increased profit margins make it in pro-
ducers’ self-interest to expand produc-
tion and sales at higher price levels.

If the price level falls, output prices 
fall and producers’ profits tend to fall. 
Again, this is because many input costs, 
such as wages and other contracted 
costs, are relatively constant in the 
short run. When output price levels fall, 
producers find it more difficult to cover 
their input costs and, consequently, 
reduce their levels of output.

The Misperception Effect
The second explanation for the upward-
sloping short-run aggregate supply 

curve is that producers can be fooled by price changes 
in the short run. For example, suppose a cotton farmer 
sees the price of his cotton rising. Thinking that the 
relative price of his cotton is rising (i.e., that cotton 
is becoming more valuable in real terms), he supplies 
more. Suppose, however, that cotton was not the only 
thing for which prices were rising. What if the prices of 
many other goods and services were rising at the same 
time as a result of an increase in the price level? The 
relative price of cotton, then, was not actually rising, 
although it appeared so in the short run. In this case, 
the farmer was fooled into supplying more based on 
his short-run misperception of relative prices. In other 
words, producers can be fooled into thinking that the 
relative prices of the items they are producing are rising 
and mistakenly increase production.

Why Is the Long-Run Aggregate 
Supply Curve Vertical?

Along the short-run aggregate supply curve, we 
assume that wages and other input prices are con-

stant. This assumption is not the case in the long run, 
which is a period long enough for the price of all inputs 
to fully adjust to changes in the economy. When we 
move along the long-run supply curve, we are looking 
at the relationship between RGDP  produced and the 

aggregate supply (AS) 
curve  
the total quantity of final 
goods and services suppliers 
are willing and able to supply 
at a given price level

short-run aggregate 
supply (SRAS) curve 
the graphical relationship 
between RGDP and the price 
level when output prices can 
change but input prices are 
unable to adjust

long-run aggregate 
supply (LRAS) curve 
the graphical relationship 
between RGDP and the price 
level when output prices and 
input prices can fully adjust 
to economic changes

The Short-Run Aggregate  
Supply Curve
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A

0
RGDP1 RGDP2

SRAS

The short-run aggregate supply (SRAS) curve is upward 
sloping. Suppliers are willing to supply more RGDP at 
higher price levels and less at lower price levels, other 
things being equal.
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price level, once input prices have been able to respond 
to changes in output prices. Along the long-run 
aggregate supply (LRAS) curve, two sets of prices are 
changing: the price of outputs and the price of inputs. 
That is, along the LRAS curve, a 10 percent increase 
in the price of goods and services is matched by a  
10 percent increase in the price of inputs. The long-run 
aggregate supply curve is thus insensitive to the price 
level. As we can see in Exhibit 2, the LRAS curve is 
drawn as perfectly vertical, reflecting the fact that the 
level of RGDP producers are willing to supply is not 
affected by changes in the price level. Note that the 
vertical long-run aggregate supply curve will always 
be positioned at the natural rate of output, where all 
resources are fully employed (RGDPNR). That is, in the 
long run, firms will always produce at the maximum 
level allowed by their capital, labor, and technological 
inputs, regardless of the price level.

The long-run equilibrium level is where the 
economy will settle when undisturbed and when all 
resources are fully employed. Remember that the 
economy will always be at the intersection of aggre-
gate supply and aggregate demand; but that point will 
not always be at the natural rate of output, RGDPNR. 
Long-run equilibrium will only occur where the aggre-
gate supply and aggregate demand curves  intersect 

along the long-run aggregate supply curve at the natu-
ral, or potential, rate of output.

The Long-Run Aggregate  
Supply Curve
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A change in the
price level does
not change the
amount of RGDP
supplied in the
long run
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LRAS

RGDPNR

PL1

PL2

Along the long-run aggregate supply curve, the level 
of RGDP does not change with a change in the price 
level. The position of the LRAS curve is determined 
by the natural rate of output, RGDPNR, which reflects 
the levels of capital, land, labor, and technology in 
the economy.

S E C T I O N    C H E C K

1. The short-run aggregate supply curve measures how much RGDP suppliers are willing to produce at different 
price levels.

2. In the short run, producers supply more as the price level increases because wages and other input prices 
tend to change more slowly than output prices. For this reason, producers can make a profit by expanding 
production when the price level rises. Producers also may be fooled into thinking that the relative price of the 
item they are producing is rising, and increase production as a result.

3. In the long run, the aggregate supply curve is vertical. In the long run, input prices change proportionally with 
output prices. The position of the LRAS curve is determined by the level of capital, land, labor, and technology 
at the natural rate of output, RGDPNR.

1. What relationship does the short-run aggregate supply curve represent?

2. What relationship does the long-run aggregate supply curve represent?

3. Why is focusing on producers’ profit margins helpful in understanding the logic of the short-run aggregate 
supply curve?

4. Why is the short-run aggregate supply curve upward sloping, while the long-run aggregate supply curve is 
vertical at the natural rate of output?

5. What would the short-run aggregate supply curve look like if input prices always changed instantaneously as 
soon as output prices changed? Why?

6. If the price of cotton increased 10 percent when cotton producers thought other prices were rising 5 percent 
over the same period, what would happen to the quantity of RGDP supplied in the cotton industry? What if 
cotton producers thought other prices were rising 20 percent over the same period?
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Shifting Short-Run  
and Long-Run Supply Curves

We will now examine the determinants that can 
shift the short-run and long-run aggregate sup-

ply curves, as shown in Exhibit 1. Any change in the 
quantity of any factor of production available—capital, 
land, labor, or technology—can cause a shift in both 
the long-run and short-run aggregate supply curves. 
We will now see how these factors can change the posi-
tions of both types of aggregate supply curves.

How Capital Affects Aggregate Supply
Changes in the stock of capital will alter the amount of 
goods and services the economy can produce. Investing 
in capital improves the quantity and quality of the 
capital stock, which lowers the cost of production in 
the short run. This change in turn shifts the short-run 

aggregate supply curve rightward and firms will supply 
more output at every price level. It also allows output 
to be permanently greater than before, shifting the long-
run aggregate supply curve rightward, ceteris paribus.

Changes in human capital can also alter the 
aggregate supply curve. Investments in human capital 
include educational or vocational programs and on-
the-job training. All these investments in human capital 
cause productivity to rise. As a result, the short-run 
aggregate supply curve shifts to the right, because a 
more skilled workforce lowers the cost of production. 
The LRAS curve also shifts to the right, because greater 
output is achievable on a permanent, or sustainable, 
basis, ceteris paribus.

Technology and Entrepreneurship
Bill Gates of Microsoft, Steve Jobs of Apple Computer, 
and Larry Ellison of Oracle are just a few examples of 
entrepreneurs who, through inventive activity, devel-
oped innovative technology. Computers and specialized 
software led to many cost savings—ATMs, bar-code 
scanners, biotechnology, and increased productivity 
across the board. These activities shifted both the short-
run and long-run aggregate supply curves rightward by 
lowering costs and expanding real output possibilities.

Land (Natural Resources)
Remember that, in economics, land has an all-
 encompassing definition that includes all natural 
resources. An increase in natural resources, such as 
successful oil exploration, would presumably lower the 
costs of production and expand the economy’s sustain-
able rate of output, shifting both the short-run and 
long-run aggregate supply curves to the right. Likewise, 
a decrease in available natural resources would result 
in a leftward shift of both the short-run and long-run 
aggregate supply curves. For example, in the 1970s 
and early 1980s, when the OPEC cartel was strong and 
effective at raising world oil prices, both short-run and 
long-run aggregate supply curves shifted to the left, 
as the members of the cartel deliberately reduced the 
production of oil.

n Which factors of production affect the 
short-run and long-run aggregate supply 
curves?

n What factors shift the short-run aggre-
gate supply curve exclusively?

Shifts in the Aggregate  
Supply Curve

Shifts in Both Short-Run and 
Long-Run Aggregate Supply
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Increases in any of the factors of production—
capital, land, labor, or technology—can shift both 
the LRAS and SRAS curves to the right. Of course, 
changes that result in decreases in SRAS or LRAS will 
shift the respective curves to the left.
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The Labor Force
The addition of workers to the labor force, ceteris 
paribus, can increase aggregate supply. For example, 
during the 1960s, women and baby boomers entered 
the labor force in large numbers. This increase tended 
to depress wages and increase short-run aggregate 
supply, ceteris paribus. The expanded labor force also 
increased the economy’s potential output, increasing 
long-run aggregate supply. Japan’s aging population is 
causing a decrease in the labor force in recent years—a 
leftward shift in the long-run aggregate supply curve, 
ceteris paribus.

Government Regulations
Increases in government regulations can make it more 
costly for producers. This increase in production costs 
results in a leftward shift of the short-run aggregate 
supply curve, and a reduction in society’s potential 
output shifts the long-run aggregate supply curve to 
the left as well. Likewise, a reduction in government 
regulations on businesses would lower the costs of pro-
duction and expand potential real output, causing both 
the SRAS and LRAS curves to shift to the right.

What Factors Shift Short-Run 
Aggregate Supply Only?

Some factors shift the short-run aggregate supply 
curve but do not change the long-run aggregate 

supply curve. The most important of these factors are 
wages and other input prices, productivity, and unex-
pected supply shocks. Exhibit 2 illustrates the effect of 
these factors on short-run aggregate supply.

Wages and Other Input Prices
The price of factors, or inputs, that go into producing 
outputs will affect only the short-run aggregate  supply 
curve if they do not reflect permanent 
changes in the supplies of some factors 
of production. For example, if wages 
increase without a corresponding increase 
in labor productivity, it will become more 
costly for suppliers to produce goods 
and services at every price level, causing 
the SRAS curve to shift to the left. As Exhibit 3 shows, 
long-run aggregate supply will not shift because, with the 
same supply of labor as before, potential output does not 
change. For example, a decrease in an input price (such 
as oil) will shift the SRAS curve to the right. If the price 
of steel or oil rises, automobile producers will find it 
more expensive to do business because their production 

costs will rise, again resulting in a leftward shift in the 
short-run aggregate supply curve. The LRAS curve will 
not shift, however, as long as the capacity to make steel 
has not been reduced.

Temporary Supply Shocks
Supply shocks are unexpected temporary events that 
can either increase or decrease the short-run  aggregate 
supply. For example, major widespread flooding, 
earthquakes, droughts, and other natural disasters can 
increase the costs of production, causing the short-run 
aggregate supply curve to shift to the left, ceteris paribus. 
However, once the temporary effects of these disasters 
have been felt, no appreciable change in the economy’s 

productive capacity has occurred, so the 
long-run aggregate supply doesn’t shift 
as a result. Other temporary supply 
shocks, such as disruptions in trade due 
to war or labor strikes, will have similar 
effects on short-run aggregate supply. 
However, favorable weather conditions 

or temporary price  reductions of imported resources 
like oil can shift the short-run aggregate supply curve 
rightward.

Exhibit 4 presents a table that summarizes the fac-
tors that can shift the short-run aggregate supply curve, 
the long-run aggregate supply curve, or both, depending 
on whether the effects are temporary or permanent.

Shifts in Short-Run Aggregate 
Supply But Not Long-Run 
Aggregate Supply

A change in input prices that does not reflect a per-
manent change in the supply of those inputs will shift 
the SRAS curve but not the LRAS curve. Likewise, 
adverse supply shocks, such as those caused by natu-
ral disasters, may cause a temporary change that will 
only impact short-run aggregate supply.
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supply shocks  
unexpected temporary events 
that can either increase or 
decrease aggregate supply
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QWhy do wage increases (and other input 
prices) affect the short-run aggregate supply but not 
the long-run aggregate supply?

ARemember, in the short run, wages and other 
input prices are assumed to be constant along the 
SRAS curve. If the firm has to pay more for its work-
ers or any other input, its costs will rise. That is, the 
SRAS curve will shift to the left. This shift from SRAS1 
to SRAS2 is shown in Exhibit 3. The reason the LRAS 
curve will not shift is that unless these input prices 
reflect permanent changes in input supply, those 
changes will only be temporary, and output will not 
be permanently or sustainedly different as a result. 
Other things being equal, if an input price is to be 
permanently higher, relative to other goods, its sup-
ply must have decreased; but that would mean that 
potential real output, and hence long-run aggregate 
supply, would also shift left.

shifts in the short-run aggregate 
supply Curve

Supply Shifts
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Factors That May Shift the Aggregate Supply

An Increase in Aggregate Supply (Rightward Shift)

Lower costs
•  lower wages
•  other input prices fall

Government policy
•  tax cuts
•  deregulation
•  lower trade barriers

Economic growth
•  improvements in human and physical capital
•  technological advances
•  an increase in labor

Favorable weather

A Decrease in Aggregate Supply (Leftward Shift)

Higher costs
•  higher wages
•  other input prices rise

Government policy
•  overregulation
•  waste and inefficiency
•  higher trade barriers
•  stagnation
•  a decline in labor productivity
•  capital deterioration

Unfavorable weather
Natural disasters and war

These factors can shift the short-run aggregate supply curve, the long-run aggregate supply curve, or both, depending 
on whether the effects are temporary or permanent.
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Determining Macroeconomic 
Equilibrium

The short-run equilibrium level of real output and 
the price level are given by the intersection of the 

aggregate demand curve and the short-run aggregate 
supply curve. When this equilibrium occurs at the 
potential output level, the economy is operating at full 
employment on the long-run aggregate supply curve, as 
shown in Exhibit 1. Only a short-run equilibrium that 
is at potential output is also a long-run equilibrium. 
Short-run equilibrium can change when the aggregate 
demand curve or the short-run aggregate supply curve 

shifts rightward or leftward; but the long-run equilib-
rium level of RGDP only changes when the LRAS curve 
shifts. Sometimes, these supply or demand changes are 
anticipated; at other times, however, the shifts occur 
unexpectedly. Economists call these unexpected shifts 
shocks.

Recessionary and 
Inflationary Gaps

As we have just seen, equilibrium will not always 
occur at full employment. In fact, equilibrium can 

occur at less than the potential output of the economy, 

S E C T I O N    C H E C K

1. Any increase in the quantity of any of the factors of production—capital, land, labor, or technology—that is 
available will cause both the long-run and short-run aggregate supply curves to shift to the right. A decrease 
in any of these factors will shift both of the aggregate supply curves to the left.

2. Changes in the input price and temporary supply shocks will shift the short-run aggregate supply curve but 
will not affect the long-run aggregate supply curve.

1. Which of the aggregate supply curves will shift in response to a change in the expected price level? Why?

2. Why do lower input costs increase the level of RGDP supplied at any given price level?

3. What would discovering huge new supplies of oil and natural gas do to the short-run and long-run aggregate 
supply curves?

4. What would happen to short-run and long-run aggregate supply curves if the government required every firm 
to file explanatory paperwork each time a decision was made?

5. What would happen to the short-run and long-run aggregate supply curves if the capital stock grew and avail-
able supplies of natural resources expanded over the same period of time?

6. How can a change in input prices change the short-run aggregate supply curve but not the long-run aggre-
gate supply curve? How could it change both long-run and short-run aggregate supply?

7. What would happen to short- and long-run aggregate supply if unusually good weather led to bumper crops 
of most agricultural produce?

8. If OPEC temporarily restricted the world output of oil, what would happen to short- and long-run aggregate 
supply? What would happen if the output restriction was permanent?

n What is short-run macroeconomic 
 equilibrium?

n What is the long-run macroeconomic 
equilibrium?

n What are recessionary and inflationary 
gaps?

n What is demand-pull inflation?

n What is cost-push inflation?

n How does the economy self-correct?

n What is wage and price inflexibility?

Macroeconomic Equilibrium
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RGDPNR (a recessionary gap), temporarily beyond 
RGDPNR (an inflationary gap), or at potential GDP. 
Exhibit 2 shows these three possibilities. In (a), we 
have a recessionary gap at the short-run equilibrium, 
ESR, at RGDP1. When RGDP is less than RGDPNR, 
the result is a recessionary gap—aggregate demand is 
insufficient to fully employ all of soci-
ety’s resources, so unemployment will be 
above the normal rate. In (c), we have an 
inflationary gap at the short-run equilib-
rium, ESR, at RGDP3, where aggregate 
demand is so high that the economy 
is temporarily operating beyond full 
capacity (RGDPNR); this gap will lead 
to inflationary pressure, and unemploy-
ment will be below the normal rate. In 
(b), the economy is just right where AD2 
and SRAS intersect at RGDPNR—the 
long-run equilibrium position.

Demand-Pull Inflation

Demand-pull inflation occurs when 
the price level rises as a result 

of an increase in aggregate demand. 
Consider the case in which an increase 
in consumer optimism results in a corre-
sponding increase in aggregate demand. 

Exhibit 3 shows that an increase in aggregate demand 
causes an increase in the price level and an increase in 
real output. The movement is along the SRAS curve 
from point E1 to point E2 and causes an inflation-
ary gap. Recall that an increase in output occurs as 
a result of the increase in the price level in the short 
run, because firms have an incentive to increase real 
output when the prices of the goods they are selling 
are rising faster than the costs of the inputs they use 
in production.

Note that E2 in Exhibit 3 is positioned beyond 
RGDPNR—an inflationary gap. It seems strange that 
the economy can operate beyond its potential, but it 
is possible—temporarily—as firms encourage workers 
to work overtime, extend the hours of part-time work-
ers, hire recently retired employees, reduce frictional 
unemployment through more extensive searches for 
employees, and so on. However, this level of output 
and employment cannot be sustained in the long run.

Cost-Push Inflation

The 1970s and early 1980s witnessed a phenom-
enon known as stagflation, where lower growth 

and higher prices occurred together. Some economists 
believe that this situation was caused by a leftward shift 
in the short-run aggregate supply curve, as shown in 
Exhibit 4. If the aggregate demand curve did not increase 

significantly but the price level did, then 
the inflation was caused by supply-
side forces, which is called cost-push  
inflation.

The increase in oil prices was the 
primary culprit responsible for the left-
ward shift in the aggregate supply curve. 
As we discussed in the last section, an 
increase in input prices can cause the 
short-run aggregate supply curve to 
shift to the left; and this spelled big 
trouble for the U.S. economy—higher 
price levels, lower output, and higher 
rates of unemployment. The impact 
of cost-push inflation is illustrated in 
Exhibit 4.

In Exhibit 4, we see that the econ-
omy is initially at full-employment equi-
librium at point E1. A sudden increase in 
input prices, such as an increase in the 
price of oil, shifts the SRAS curve to the 
left—from SRAS1 to SRAS2. As a result 
of the shift in short-run aggregate sup-
ply, the price level rises to PL2, and real 

Long-Run Macroeconomic 
Equilibrium
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Long-run macroeconomic equilibrium occurs at the 
level where short-run aggregate supply and aggre-
gate demand intersect at a point on the long-run 
aggregate supply curve. At this level, real GDP will 
equal potential GDP at full employment (RGDPNR).

recessionary gap  
the output gap that occurs 
when the actual output is 
less than the potential output

inflationary gap  
the output gap that occurs 
when the actual output is 
greater than the potential 
output

demand-pull inflation  
a price-level increase due 
to an increase in aggregate 
demand

stagflation 
a situation in which lower 
growth and higher prices 
occur together

cost-push inflation 
a price-level increase due to 
a negative supply shock or 
increases in input prices
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Demand-Pull Inflation
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Demand-pull inflation occurs when the aggregate 
demand curve shifts to the right along the short-run 
aggregate supply curve.

output falls from RGDPNR to RGDP2 (point E2). Firms 
demand fewer workers as a result of higher input costs 
that cannot be passed on to consumers. This lower 
demand, in turn, leads to higher prices, lower real 
output, and more unemployment—and a recessionary 
gap. In the United States these negative supply shocks 
occurred in 1974, 1979, 1990, 2005, and 2007–08. 
These supply shocks can change real GDP significantly, 
but temporarily, away from potential aggregate output 
at RGDPNR. In 2007, the price of many raw materi-
als shot up globally—a global negative supply shock. 
Many countries around the world felt the effects of the 
negative supply shock.

However, recessions are not all bad—they can at 
least slow the rate of inflation. Two periods of serious 
inflation, 1974–1975 and 1979–1981, were followed 
by recessions and a slower rate of inflation.

Recessionary and Inflationary Gaps

In (a), the economy is currently in short-run equilibrium at ESR. At this point, RGDP1 is less than RGDPNR. That is, the 
economy is producing less than its potential output and is in a recessionary gap. In (c), the economy is currently in short-
run equilibrium at ESR. At this point, RGDP3 is greater than RGDPNR. The economy is temporarily producing more than its 
potential output, and we have an inflationary gap. In (b), the economy is producing its potential output at RGDPNR. At this 
point, the economy is in long-run equilibrium and is not experiencing an inflationary or a recessionary gap.
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gate demand falls, shown in Exhibit 5 as the shift from 
AD1 to AD2, leaving the economy in a new short-run 
equilibrium at point E2. Households, firms, and govern-
ments buy fewer goods and services at every price level. 
In response to this drop in demand, output falls from 
RGDPNR to RGDP2, and the price level falls from PL1

to PL2. Therefore, in the short run, this fall in aggregate 
demand causes higher unemployment and a reduction in 
output—and it, too, can lead to a recessionary gap.

The recession of 2001 and the slow recovery that 
followed can be attributed to three shocks that affected 
aggregate demand: the end of the stock market boom, 
the terrorist attacks of September 11 (this event had an 
impact on both stock market wealth and consumer con-
fidence), and a series of corporate scandals that rocked 
the stock market. Corrective stabilizing measures were 
taken following these events to prevent even further 
damage. For example, the Federal Reserve continued to 
lower interest rates. Lower interest rates stimulate the 
economy by encouraging investment and consumption 
spending. Other stabilizing measures included a tax cut 
passed by Congress in 2001 and increased government 
spending to help rebuild New York City and provide 

Short-Run Decrease  
in Aggregate Demand
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A fall in aggregate demand due to a drop in con-
sumer confidence can cause a short-run change in 
the economy. The decrease in aggregate demand 
(shown in the movement from E1 to E2) causes lower 
output and higher unemployment in the short run.

Cost-Push Inflation
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Cost-push inflation is caused by a leftward shift in 
the short-run aggregate supply curve, from SRAS1  
to SRAS2.

What Helped the United States 
Recover in the 1980s?

As far as energy prices are concerned, oil prices fell 
during the 1980s when OPEC lost some of its 

clout because of internal problems. In addition, many 
non-OPEC oil producers increased production. The 
net result in the short run was a rightward shift in the 
aggregate supply curve. Holding aggregate demand 
constant, this rightward shift in the aggregate supply 
curve leads to a lower price level, greater output, and 
lower rates of unemployment—moving the economy 
back toward E1 in Exhibit 4.

A Decrease in Aggregate 
Demand and Recessions

Just as cost-push inflation may cause a recessionary 
gap, so may a decrease in aggregate demand. For 

example, consider the case in which consumer confidence 
plunges and the stock market “tanks.” As a result, aggre-
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financial assistance to the ailing airline industry. Both 
the 2001 tax cut and the war on terrorism led to an 
increase in government spending. Both of these policies 
shifted the aggregate demand curve to the right, reduc-
ing the magnitude of the 2001 recession. The recovery 
did not pick up steam until 2003.

Most of the post war recessions have been caused 
by negative demand shocks. Negative supply shocks 
have been relatively few, but quite severe, in terms of 
unemployment rates. The 2007–08 recession appears 
to be the product of both negative demand and supply 
shocks. In the chapters on Fiscal and Monetary Policy, 
we will provide more details on the government’s role 
in offsetting shocks to the economy.

Adjusting to a  
Recessionary Gap

Many recoveries from a recessionary gap occur 
because of increases in aggregate demand—

perhaps consumer and business confidence picks up, 
or the government lowers taxes and/or lowers interest 
rates to stimulate the economy. That is, an eventual 
rightward shift in the aggregate demand curve takes the 
economy back to potential output—RGDPNR.

However, it is possible for the economy to self-
correct through declining wages and prices. In Exhibit 
6, at point E2, the intersection of PL2 and 
RGDP2, the economy is in a recessionary 
gap—that is, the economy is produc-
ing less than its potential output. At this 
lower level of output, firms lay off work-
ers to avoid inventory accumulation. In 
addition, firms may cut prices to increase 
demand for their products. Unemployed 
workers and other input suppliers may also bid down 
wages and prices. That is, laborers and other input sup-
pliers are now willing to accept lower wages and prices 
for the use of their resources, and the resulting reduction 
in production costs shifts the short-run supply curve 
from SRAS1 to SRAS2. Eventually, the economy returns 
to a long-run equilibrium at point E3, the intersection of 
RGDPNR and a lower price level, PL3.

Slow Adjustments 
to a Recessionary Gap

Many economists believe that wages and prices 
may be slow to adjust, especially downward. 

This downward wage and price inflexibility may pro-
long the duration of a recessionary gap.

For example, in Exhibit 6 we see 
that the economy is in a recession at 
E2 and RGDP2. The economy will 
eventually self-correct to RGDPNR at 
E3, as workers and other input owners 
accept lower wages and prices for their 
inputs, shifting the SRAS curve to the 

right from SRAS1 to SRAS2. However, if wages and 
other input prices are sticky, the economy’s adjust-
ment mechanism might take many months to totally 
self-correct.

Japan witnessed several recessionary gaps in the 
1990s and even experienced deflation as the self-
 adjustment mechanism predicts. However, the adjust-
ment out of the recessionary gap was slow and painful.

What Causes Wages and Prices 
to Be Sticky Downward?

Empirical evidence supports several explanations 
for the downward stickiness of wages and prices. 

Firms may not be able to legally cut wages because 
of long-term labor contracts (particularly with union 

Adjusting to a Recessionary Gap
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At point E2, the economy is in a recessionary gap. 
However, the economy may self-correct because 
laborers and other input suppliers are willing to 
accept lower wages and prices for the use of their 
resources, resulting in a reduction in production 
costs that shifts the short-run supply curve from 
SRAS1 to SRAS2. Eventually, the economy returns to 
a long-run equilibrium at point E3, the intersection 
of RGDPNR and a lower price level, PL3. However, 
if wages and other input prices are sticky, the 
economy’s adjustment mechanism might take many 
months to totally self-correct.

wage and price 
inflexibility  
the tendency for prices and 
wages to only adjust slowly 
downward to changes in the 
economy
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workers) or a legal minimum wage. Efficiency wages 
may also limit a firm’s ability to lower wage rates. 
Menu costs may cause price inflexibility as well.

Efficiency Wages
In economics, it is generally assumed that as pro-
ductivity rises, wages will rise, and that workers can 
raise their productivity through investments in human 
capital such as education and on-the-job training. 
However, some economists believe that in some cases, 
higher wages will lead to greater productivity.

In the efficiency wage model, employers pay their 
employees more than the equilibrium wage as a means 
to increase efficiency. Proponents of this theory sug-
gest that higher-than-equilibrium wages might attract 
the most productive workers, lower job turnover and 
training costs, and improve morale. Because the effi-
ciency wage rate is greater than the equilibrium wage 
rate, the quantity of labor that would be willingly sup-
plied is greater than the quantity of labor demanded, 
resulting in greater amounts of unemployment.

However, aside from creating some additional 
unemployment, the efficiency wage could also cause 
wages to be inflexible downward. For example, if 
aggregate demand decreases, firms that pay efficiency 
wages may be reluctant to cut wages, fearing that cuts 
could lead to lower morale, greater absenteeism, and 
general productivity losses. In short, if firms are paying 
efficiency wages, they may be reluctant to lower wages 
in a recession, leading to downward wage inflexibility.

Menu Costs
Some costs are associated with changing prices in 
an inflationary environment. Thus, the higher price 
level in an inflationary environment is often reflected 
slowly, as restaurants, mail-order houses, and depart-
ment stores change their prices gradually so as to 
incur fewer menu costs (the costs of changing posted 
prices) in printing new catalogs, new mailers, new 
advertisements, and so on. Because businesses are not 
likely to change all their prices immediately, we can 
say that some prices are sticky, or slow to change. For 
example, many outputs, such as steel, are inputs in the 
production of other products, such as automobiles. As 
a result, these prices are slow to change.

Suppose aggregate demand unexpectedly decreases. 
This change could lower the price level. Some firms 
may adjust to the change quickly. Others, however, 
may move more slowly because of menu costs, causing 
their prices to become too high (above equilibrium). 
Ultimately, the sales and outputs will fall, potentially 
causing a recession. Firms not responding quickly to 

changes in demand fail to do so for a reason; and to 
some economists, menu costs are at least part of that 
reason.

Adjusting to an  
Inflationary Gap

In Exhibit 7, the economy is in an inflationary gap at 
E2, where RGDP2 is greater than RGDPNR. Because 

the price level, PL2, is higher than the one workers 
anticipated, PL1, workers become disgruntled with 
wages that have not adjusted to the new price level (if 
prices have risen but wages have not risen as much, real 
wages have fallen). Recall that along the SRAS curve, 
wages and other input prices are assumed to be con-
stant. Therefore, workers’ and input suppliers’ purchas-
ing power falls as output prices rise. Real (adjusted for 
inflation) wages have fallen. Consequently, workers and 
other suppliers demand higher prices if they are to be 
willing to supply their inputs. As input prices respond to 
the higher level of output prices, the short-run aggregate 

Adjusting to an Inflationary Gap
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The economy is in an inflationary gap at E2, where 
RGDP2 is greater than RGDPNR. Because the price 
level is higher than workers anticipated (that is, it 
is PL2 rather than PL1), workers become disgruntled 
with wages that have not adjusted to the new price 
level. Consequently, workers and other suppliers 
demand higher prices to be willing to supply their 
inputs. As input prices respond to the higher level of 
output prices, the short-run aggregate supply curve 
shifts to the left, from SRAS1 to SRAS2. Suppliers will 
continually seek higher prices for their inputs until 
they reach long-run equilibrium, at point E3. At that 
point, input suppliers’ purchasing power is restored 
to the natural rate, RGDPNR, at a new higher price 
level, PL3.
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supply curve shifts to the left, from SRAS1 to SRAS2. 
Suppliers will continue to seek higher prices for their 
inputs until they reach the long-run equilibrium, at 
point E3 in Exhibit 7. At point E3, input suppliers’ pur-
chasing power is restored at the long-run equilibrium, 
at RGDPNR and a new higher price level, PL3.

Price Level and RGDP 
Over Time

In Exhibit 8, we traced out the pattern of RGDP versus 
the price level. According to the Bureau of Economic 

Analysis, both the price level and RGDP have been 
rising over the last 36 years. So what is responsible for 
the changes? The answer is: both aggregate demand 
and aggregate supply. Aggregate demand has risen 
because of growing population (which impacts con-
sumption and investment spending), rising income, 
increases in government purchases, and increases in 
the money supply. Aggregate supply has been gener-
ally increasing as well, including increases in the labor 
force and improvements in labor productivity and 
technology.

U.S. Price Level and RGDP

The price level and real GDP rose over the last 35 years. Inflation was rapid during the 1970s with little economic 
growth. However, the economy grew rapidly in the decades of the 1980s and 1990s with relatively little inflation— 
notice the red line that connects the dots is relatively flat during these periods but the economy is growing quite rapidly.
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S E C T I O N    C H E C K

1. Short-run macroeconomic equilibrium occurs at the intersection of the aggregate demand curve and the 
short-run aggregate supply curve. A short-run equilibrium is also a long-run equilibrium only if it is at potential 
output on the long-run aggregate supply curve.

2. If short-run equilibrium occurs at less than the potential output of the economy, RGDPNR, the result is a reces-
sionary gap. If the short-run equilibrium temporarily occurs beyond RGDPNR, the result is an inflationary gap.

3. Demand-pull inflation occurs when the price level rises as a result of an increase in aggregate demand.

4. Cost-push inflation is caused by a leftward shift in the short-run aggregate supply curve.

5. It is possible for the economy to self-correct through declining wages and prices. For example, during a 
recession, laborers and other input suppliers are willing to accept lower wages and prices for the use of their 
resources, and the resulting reduction in production costs increases the short-run supply curve. Eventually, 
the economy returns to the long-run equilibrium, at RGDPNR, and a lower price level.

6. Wages and other input prices may be slow to adjust, especially downward. This downward wage and price 
inflexibility may lead to prolonged periods of recession.

7. Firms might not be willing to lower nominal wages in the short run for several reasons, leading to downward 
wage and price inflexibility, or sticky prices. Firms may not be able to legally cut wages because of long-term 
labor contracts (particularly with union workers) or because of a legal minimum wage. In addition, efficiency 
wage and menu costs may lead to sticky wages and prices.

1. What is a recessionary gap?

2. What is an inflationary gap?

3. What is demand-pull inflation?

4. What is cost-push inflation?

5. Starting from long-run equilibrium on the long-run aggregate supply curve, what happens to the price level, 
real output, and unemployment as a result of cost-push inflation?

6. How would a drop in consumer confidence impact the short-run macroeconomy?

7. What would happen to the price level, real output, and unemployment in the short run if world oil prices fell 
sharply?

8. What are sticky prices and wages?

9. How does the economy self-correct?

n What is the classical school?

n What is Say’s law?

n What was Keynes’s criticism of the clas-
sical school?

n What is the full-employment classical 
school model?

n What is the Keynesian short-run supply 
curve?

n What is the modern Keynesian short-run 
supply curve?

The Classical and the Keynesian 
Macroeconomic Model

The Classical School 
and Say’s Law

Historically, the two primary approaches to mac-
roeconomics have been the classical school and 

the Keynesian school. Let’s begin with the classical 

school. The classical school of thought believed that 
wages and prices adjust quickly to changes in supply 
and demand.

Writing at the beginning of the nineteenth century, 
the French economist Jean Baptiste Say formulated a 
notion since dubbed Say’s law, which in its simplest 
form states that “supply creates its own demand.” 
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More precisely, the production of goods and services 
creates income for owners of inputs (land, labor, capi-
tal, and entrepreneurship) used in production, which 
in turn creates a demand for goods. According to 
Say’s law, we need not worry about output not being 
utilized; production creates income, which creates 
demand for goods, which leads to still more produc-
tion. That is, Say’s law establishes that full employment 
can be maintained because total spending will be great 
enough for firms to sell all the output a fully employed 
economy can produce. Say’s ideas were incorporated 
into the teaching of economists of the late nineteenth 
century who were considered classical economists.

Before the 1930s, the problem of unemployment 
was considered one that could be analyzed using 
microeconomic analysis; indeed, macroeconomics as 
we know it today did not exist. The theory that evolved 
to analyze unemployment suggested that joblessness 
could be eliminated by market forces, in the same way 
that shortages and surpluses of goods and services are 
eliminated by movement in the relative prices of those 
goods, as we discussed in Chapter 5.

The Full-Employment 
Classical School Model
The macroeconomic models presented in this text draw 
from both schools of thought and emphasize the com-
monality between the two schools. The classical school 
focuses on the economy at full employment, because 
both schools agree that in the long run both wages and 
prices adjust freely to changes in demand and supply 
and the economy moves back naturally to its potential, 
full-employment output level. That is, eventually (in 
the long run) all markets adjust to their equilibrium 
values. Recall that full employment does not mean 
zero unemployment; rather, it refers to zero cyclical 
unemployment. Some structural and frictional unem-
ployment occurs naturally in a dynamic and vibrant 
economy.

The actual output that the economy produces 
need not be the same as potential output—what the 
economy can produce without leading to inflation. If 
the economy is producing at less than its potential out-
put, unemployment is greater than the natural rate; if 
the economy is producing at greater than its potential 
output, unemployment is less than the natural rate, 
causing inflationary pressures. That is, it is possible 
on the peak of a business cycle that actual real GDP 
can exceed potential real GDP, but only for a short 
period of time. The problem is that the causal observer 
often confuses potential and actual output. When the 
economy is accelerating at a fast clip, some observers 
believe we are on a new growth trajectory. And when 
the economy slows, some observers confuse this change 
with doom and gloom.

Earlier in this chapter we discussed monetary 
and fiscal policy, using the AS/AD model to examine 
business cycles and short-run policy prescriptions that 
involve government intervention to help the economy 
get back to its long-run growth trajectory.

Changes in Aggregate Demand 
in the Classical Model

In Exhibit 1, we see the impact of either an increase 
or a decrease in aggregate demand in the classical 

model. According to Say’s law, prolonged unemploy-
ment is impossible in the long-run classical model. 
Prices, wages, and interest rates all adjust quickly, 
which keeps workers and resources fully employed at 
the natural rate of real output, RGDPNR. The classical 
school made very little distinction between the short 
run and the long run, so the only aggregate supply 
curve is the vertical long-run aggregate supply curve, 
LRAS in Exhibit 1. That is, there is no separate short-
run aggregate supply curve in the classical model. 
Prices and wages adjust so quickly that the economy 
seldom remains far from RGDPNR.

In Exhibit 1(a), if prices, wages, and interest rates 
were not completely and quickly flexible, an increase 
in aggregate demand from AD1 to AD2 might cause the 
economy to move toward point A beyond RGDPAD. 
However, when the price level rises, input suppliers bid 
up input prices and the economy quickly adjusts to the 
new price level at PL2, moving along the LRAS.

In Exhibit 1(b), there is a decrease in aggregate 
demand that could cause the economy to move toward 
point A, where resources (labor, factories, and other 
inputs) would be unemployed. However, because input 
suppliers will compete against each other, it will drive 
input prices down. If this occurs quickly, as predicted 
in the classical model, the economy will not experience 
prolonged unemployment and will adjust to the new 
price level, PL2, along the LRAS.

Keynes’s Criticism 
of the Classical School
In 1936, John Maynard Keynes’s book, The General 
Theory of Employment, Interest and Money, was 
published. Along with Adam Smith’s The Wealth of 
Nations in the eighteenth century, The General Theory 
of Employment, Interest and Money was one of the 
most influential books in economics. In his book, 
Keynes attacked the classical economic theory. He 
pointed out the naiveté of Say’s law: Not all income 
generated from output need be used to buy goods and 
services; it can also be saved, hoarded, or taxed away. 
Supply does not automatically create an adequate 
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demand. Keynes’s severest attacks were against clas-
sical ideas about unemployment. With unemployment 
rates at that time in the double digits, where did the 
classicists go wrong?

To begin with, when a recession begins, wages 
rarely fall quickly to a new equilibrium level consistent 
with full employment. Long-term labor contracts with 
unions, minimum wage laws, and other factors often 
prevent wages from falling as quickly as the classical 
model suggests. Thus, wage inflexibility prevents the 
market solution from working rapidly enough to avert 
a prolonged recession.

The Keynesian Short-Run 
Aggregate Supply Curve—
Sticky Prices and Wages

Keynes and his followers argued that wages and 
price are inflexible downward. As we just dis-

cussed, wage stickiness can arise as a result of long-term 
labor and raw material contracts, unions, and mini-
mum wage laws. If wages and prices are sticky and the 
economy has sufficient excess capacity, then the short-
run aggregate supply curve is flat, because full employ-
ment of all resources is not reached until RGDPNR. 
That is, with so many resources idle,  producers will 
not have to compete with each other for machinery or 
labor and input prices will tend to stay flat.

In Exhibit 2(a), we see that in the flat portion of 
the SRAS curve an increase in AD from AD1 to AD2 

has little impact on the price level but considerable 
impact on real GDP and employment. When AD1

increases to AD2, we see an increase in real gross 
domestic product from RGDP1 to RGDP2—a new 
equilibrium where resources are more fully utilized. 
Similarly, a reduction in AD in this region will also 
leave the price level unchanged. Specifically, it means 
that the price level does not rise or fall in this situation, 
but RGDP does. This price and wage inflexibility when 
AD is falling played a significant part in the Keynesian 
theory. With stickiness of wages and other input costs, 
a reduction in aggregate demand will not lead to a 
lower price level if the economy has sufficient excess 
capacity—say at RGDP1. Historically, the mid- to late 
1930s seems to fit the Keynesian model quite well—
increases in RGDP without simultaneous increases in 
the price level. It was a period of high unemployment 
of resources and double-digit unemployment—that is, 
sufficient level of excess capacity and little competition 
to bid up input prices.

Most macroeconomists now believe that price 
and wages are not completely inflexible downward. 
However, wages and prices do tend to be less flexible 
when excess capacity is available—the slope of the 
SRAS is flatter the further it is below full employment. 
However, when the economy is temporarily operating 
beyond RGDPNR, the SRAS is steep because higher out-
put prices are necessary if firms are expanding output in 
this unsustainable region beyond full employment. This 
is seen in Exhibit 2(b). That is, the firm can increase 
output by working labor and capital more intensively. 
When resources are idle, output will be more responsive 

Changes in Aggregate Demand in the Classical Model
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a. An Increase in Aggregate Demand b. A Decrease in Aggregate Demand

In the classical model, wages, prices and interest rates are completely and quickly flexible so the economy will quickly 
adjust to an increase in AD moving from E1 to E2 as seen in 1(a) and quickly adjust to a decrease in AD moving from E1 to 
E2 as seen in 1(b). If wages and prices were not completely flexible the economy could move toward point A from E1.
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to changes in AD, and the price level will not be as 
responsive—the SRAS is flatter—as it moves from AD1

to AD2. And when resources are at full capacity, output 
is less responsive to changes in AD and the price level 

is highly responsive—the SRAS is steeper—as it moves 
from AD3 to AD4.

However, economists continue to debate about the 
actual shape of the aggregate supply curve.

The Keynesian Aggregate Supply Curve

In the flat portion of the SRAS curve, an increase in AD, from AD1 to AD2, has little impact on the price level but con-
siderable impact on real GDP and employment. Similarly, a reduction in AD in this region will also leave the price level 
relatively unchanged—the price level does not rise or fall much in this situation, but RGDP does. In Exhibit (b), when 
resources are at (or temporarily beyond) the natural rate, output is not highly responsive to changes in AD but the price 
level is responsive—as shown in the move from AD3 to AD4.

a. Keynesian Short-Run
         Aggregate Supply Curve

b. Modern Keynesian Short-Run
    Aggregate Supply Curve
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S E C T I O N    C H E C K

1. Say’s law stated that “supply creates its own demand.”

2. Say’s law argued that full employment could be maintained in the economy.

3. Keynes rejected Say’s law because, in addition to spending income from production on goods and services,  
it can go toward saving, hoarding, or taxes.

4. Potential real output is the level of real output the economy can produce without leading to inflation.

5. If the economy is producing less than potential output, unemployment is greater than its natural rate.

6. If the economy is temporarily producing more than potential output, unemployment is less than its natural rate.

7. When prices are sticky, the SRAS curve is flat, meaning that changes in aggregate demand result in little 
change in the price level, but significant changes in RGDP.

8. Price stickiness is likely when the economy has excess capacity, but is less likely when the economy is  
operating at full capacity.

1. What are the two primary approaches to macroeconomics?

2. Which school of thought emphasized that markets can rapidly adjust to changes?

3. Why was the double-digit unemployment of the Great Depression when Keynes wrote The General Theory of 
Employment, Interest and Money helpful in leading to its general acceptance?

4. What would keep wages from falling quickly in a recession?

5. If wages are sticky downward, why will a decrease in aggregate demand primarily reduce real output?

PART 5 The Macroeconomic Models406

section 14.7section 14.7section 24.7section 14.7
exhibit 2exhibit 2exhibit 2exhibit 2exhibit 2



Fill in the blanks:

 1. Aggregate demand (AD) refers to the quantity of 
_____________ at different price levels.

 2. _____________ is by far the largest component of AD.

 3. Government purchases tend to be a(n) _____________ 
volatile category of aggregate demand than investment.

 4. Models that include international trade effects are called 
_____________ models.

 5. Exports minus imports equals _____________.

 6. The AD curve slopes _____________, which means a(n) 
_____________ relationship between the price level and 
real gross domestic product (RGDP) demanded.

 7. Three complementary explanations exist for the 
negative slope of the aggregate demand curve: the 
_____________ effect, the _____________ effect, and the 
_____________ effect.

 8. As the price level decreases, the real value of people’s 
cash balances _____________ so that their planned pur-
chases of goods and services _____________.

 9. The real wealth effect can be summarized as follows: 
A higher price level → _____________ real wealth → 
_____________ purchasing power → _____________ 
RGDP demanded.

 10. At higher interest rates, the opportunity cost of borrow-
ing _____________; and _____________ interest-sensitive 
investments will be profitable, which will result in a(n) 
_____________ quantity of RGDP demanded.

 11. The interest rate effect process can be summarized 
as follows: A higher price level → _____________ 
the demand for loanable funds → _____________ 
the interest rate → _____________ investments → 
_____________ RGDP demanded.

 12. If the prices of goods and services in the domestic mar-
ket rise relative to those in global markets as a result of 
a higher domestic price level, consumers and businesses 
will buy _____________ from foreign producers and 
_____________ from domestic producers.

 13. If the price level in the United States rises, U.S. exports 
will become _____________ expensive, imports will 
become _____________ expensive, and net exports will 
_____________.

 14. The real wealth effect, the interest rate effect, 
and the open economy effect all contribute to the 
_____________ slope of the AD curve.

 15. An increase in any component of GDP (C, I, G, or X � M) 
can cause the AD curve to shift ____________.

 16. If consumers sensed that the economy was headed for 
a recession or the government imposed a tax increase, 
this would result in a(n) _____________ shift of the AD 
curve.

 17. Because consuming less is saving more, an increase 
in savings, ceteris paribus, would shift AD to the 
_____________.

 18. A reduction in business taxes would shift AD to the 
_____________, while an increase in real interest rates 
or business taxes would shift AD to the ____________.

 19. An increase in government purchases, other things being 
equal, shifts AD to the _____________.

 20. If major trading partners are experiencing economic 
slowdowns, then they will demand _____________ 
imports from the United States, shifting AD to the 
_____________.

 21. The _____________ curve is the relationship between 
the total quantity of final goods and services that sup-
pliers are willing and able to produce and the overall 
price level.

 22. The two aggregate supply curves are a(n) 
_____________ aggregate supply curve and a(n) 
_____________ aggregate supply curve.

 23. The short-run relationship refers to a period when 
_____________ can change in response to supply and 
demand, but _____________ prices have not yet been 
able to adjust.

 24. In the short run, the aggregate supply curve is 
_____________ sloping.

 25. In the short run, at a higher price level, produc-
ers are willing to supply _____________ real output, 
and at lower price levels, they are willing to supply 
_____________ real output.

 26. The two explanations for why producers would be will-
ing to supply more output when the price level increases 
are the _____________ effect and the _____________ 
effect.

 27. When the price level rises in the short run, output 
prices _____________ relative to input prices (costs), 
_____________ producers’ short-run profit margins.

 28. If the price level falls, output prices _____________, 
producers’ profits will _____________, and producers 
will _____________ their level of output.

 29. If the overall price level is rising, producers can 
be fooled into thinking that the _____________ 
price of their output is rising and as a result supply 
_____________ in the short run.
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 30. The long run is a period long enough for the price of 
____________ to fully adjust to changes in the economy.

 31. Along the LRAS curve, two sets of prices are changing: 
the prices of _____________ and the prices of 
_____________.

 32. The level of RGDP producers are willing to supply in 
the long run is _____________ by changes in the price 
level.

 33. The vertical LRAS curve will always be positioned at 
the _____________ of output.

 34. The long-run equilibrium level is where the economy 
will settle when undisturbed and all resources are 
_____________ employed.

 35. Long-run equilibrium will only occur where AS and AD 
intersect along the _____________.

 36. The underlying determinant of shifts in short-run 
aggregate supply is _____________.

 37. _____________ production costs will motivate producers 
to produce less at any given price level, shifting the 
short-run aggregate supply curve _____________.

 38. A permanent increase in the available amount of capital, 
entrepreneurship, land, or labor can shift the LRAS and 
SRAS curves to the _____________.

 39. A decrease in the stock of capital will _____________ 
real output in the short run and _____________ real 
output in the long run, ceteris paribus.

 40. Investments in human capital would cause productivity 
to _____________.

 41. A(n) _____________ in the amount of natural resources 
available would result in a leftward shift of both SRAS 
and LRAS.

 42. An increase in the number of workers in the labor force, 
ceteris paribus, tends to _____________ wages and 
_____________ short-run aggregate supply.

 43. _____________ output per worker causes production 
costs to rise and potential real output to fall, resulting in 
a(n) _____________ shift in both SRAS and LRAS.

 44. A(n) _____________ in government regulations on 
businesses would lower the costs of production and 
expand potential real output, causing both SRAS and 
LRAS to shift to the right.

 45. The most important of the factors that shift SRAS but 
do not impact LRAS are a change in _____________ 
prices and _____________.

 46. If the price of steel rises, it will shift SRAS 
_____________, while the LRAS will _____________ as 
long as the capacity to make steel has not been reduced.

 47. A fall in input prices, which shifts SRAS right, shifts 
LRAS right only if _____________ has risen, and this 

situation only occurs if the _____________ of those 
inputs is increased.

 48. _____________ supply shocks, such as natural disasters, 
can increase the costs of production.

 49. Only a short-run equilibrium that is at _____________ 
output is also a long-run equilibrium.

 50. The short-run equilibrium level of real output and the 
price level are determined by the intersection of the 
_____________ curve and the _____________ curve.

 51. The long-run equilibrium level of RGDP changes only 
when the _____________ curve shifts.

 52. Economists call unexpected shifts in supply or demand 
_____________.

 53. When short-run equilibrium occurs at less than the 
potential output of the economy, it results in a(n) 
_____________ gap.

 54. _____________ inflation occurs when the price level 
rises as a result of an increase in aggregate demand.

 55. Demand-pull inflation causes a(n) _____________ in 
the price level and a(n) _____________ in real output in 
the short run, illustrated by a movement up along the 
SRAS curve.

 56. Demand-pull inflation causes a(n) _____________ gap.

 57. When AD increases, real (adjusted for inflation) wages 
_____________ in the short run.

 58. In response to an inflationary gap in the short 
run, real wages and other real input prices will 
tend to _____________, which is illustrated by a(n) 
_____________ shift in the SRAS curve.

 59. _____________ is the situation in which lower economic 
growth and higher prices occur together.

 60. An increase in input prices can cause the SRAS curve to 
shift to the _____________, resulting in _____________ 
price levels, _____________ real output, and 
_____________ rates of unemployment in the short run.

 61. With the economy initially at full-employment 
equilibrium, a sudden increase in oil prices would result 
in _____________ unemployment and in real output 
_____________ than potential output in the short run.

 62. Falling oil prices would result in a(n) _____________ 
shift in the SRAS curve.

 63. Holding AD constant, falling oil prices would lead 
to ____________ prices, ____________ output, and 
____________ rates of unemployment in the short run.

 64. An economy can self-correct from a recessionary gap 
through _____________ wages and prices.

 65. The long-run result of a fall in aggregate demand is an 
equilibrium _____________ potential output and a(n) 
_____________ price level.
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 66. Wages and prices may be sticky downward because of 
_____________ labor contracts, a legal _____________ 
wage, employers paying _____________ wages, and 
_____________ costs.

 67. If the economy is currently in an inflationary gap, with 
output greater than potential output, the price level is 
_____________ than workers anticipated.

 68. The _____________ of the AD and AS curves makes the 
AD/AS analysis less than completely satisfactory.

 69. Say’s law could be stated as “_____________ creates its 
own _____________.”

 70. When real output is below potential real output, 
unemployment is _____________ than its natural rate.

 71. Unlike our modern understanding, the classical model 
has no separate _____________ _____________ curve.

 72. The economy will not experience unemployment in the 
_____________ model.

 73. When resources are idle, output will be _____________ 
responsive to changes in aggregate demand and the 
price level will be _____________ responsive to changes 
in aggregate demand.

Answers: 1. real GDP demanded 2. Consumption 3. less 4. open economy 5. net exports 6. downward; inverse 7. real wealth; interest rate; 
open economy 8. rises; increase 9. reduced; reduced; reduced 10. rises; fewer; lower 11. increases; increases; reduces; reduces 12. more; less 
13. more; less; fall 14. downward 15. rightward 16. leftward 17. left 18. right; left 19. right 20. fewer; left 21. aggregate supply 22. short-
run; long-run 23. output; input 24. upward 25. more; less 26. profit; misperception 27. rise; raising 28. fall; fall; reduce 29. relative; more 
30. all inputs 31. outputs; inputs 32. not affected 33. natural rate 34. fully 35. long-run aggregate supply curve 36. production costs 
37. Higher; leftward 38. right 39. reduce; reduce 40. rise 41. decrease 42. depress; increase 43. Lower; leftward 44. reduction 45. input; 
natural disasters 46. left; not shift 47. potential output; supply 48. Adverse 49. potential 50. aggregate demand; short-run aggregate supply 
51. LRAS 52. shocks 53. recessionary 54. Demand-pull 55. increase; increase 56. inflationary 57. fall 58. rise; leftward 59. Stagflation 
60. left; higher; lower; higher 61. higher; less 62. rightward 63. lower; greater; lower 64. declining 65. at; lower 66. long-term; minimum; 
efficiency; menu 67. higher 68. interdependence 69. supply; demand 70. greater 71. short-run aggregate supply 72. classical 73. more; less

Key Terms and Concepts

Sect ion Check Answers

 The Determinants of Aggregate 
Demand
 1. What are the major components of aggregate 

demand?
The major components of aggregate demand are con-
sumption, planned investment, government purchases, 
and net exports.

 2. How would an increase in personal taxes 
or a decrease in transfer payments affect con-
sumption?
An increase in taxes or a decrease in transfer payments 
would decrease the disposable income of households, 
hence reducing their demand for consumption goods.

 3. What would an increase in exports do to aggre-
gate demand, other things being equal? An 
increase in imports? An increase in both imports 
and exports, where the change in exports was 
greater in magnitude?
An increase in exports would increase aggregate 
demand, other things being equal, since net exports 
are part of aggregate demand. An increase in imports 
would decrease aggregate demand, other things being 
equal, by reducing net exports (demand shifts from 
domestic producers to foreign producers). An increase 
in both imports and exports would increase aggregate 
demand if the increase in exports exceeded the increase 
in imports, other things being equal, because the com-
bination would increase net exports.
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 The Aggregate Demand Curve
 1. Why is the aggregate demand curve downward 

sloping?
Aggregate demand shows what happens to the total 
quantity of all real goods and services demanded in the 
economy as a whole (that is, the quantity of real GDP 
demanded) at different price levels. Aggregate demand 
is downward sloping because of the real wealth effect, 
the interest rate effect, and the open economy effect as 
the price level changes.

 2. How does an increased price level reduce the 
quantities of investment goods and consumer 
durables demanded?
An increased price level increases the demand for 
money, which, in turn, increases interest rates. Higher 
interest rates increase the opportunity cost of financing 
both investment goods and consumer durables, reduc-
ing the quantities of investment goods and consumer 
durables demanded.

 3. What is the real wealth effect, and how does it 
imply a downward-sloping aggregate demand 
curve?
A reduced price level increases the real value of people’s 
currency holdings; as their real wealth increases, so 
does the quantity of real goods and services demanded, 
particularly consumption goods. Therefore, the aggre-
gate demand curve, which represents the relationship 
between the price level and the quantity of real goods 
and services demanded, slopes downward as a result.

 4. What is the interest rate effect, and how does 
it imply a downward-sloping aggregate demand 
curve?
A reduced price level reduces the demand for money, 
which lowers interest rates, thereby increasing the 
quantity of investment goods and consumer durable 
goods people are willing to purchase. Therefore, the 
aggregate demand curve, which represents the relation-
ship between the price level and the quantity of real 
goods and services demanded, slopes downward as a 
result.

 5. What is the open economy effect, and how does 
it imply a downward-sloping aggregate demand 
curve?
The open economy effect occurs when a higher domes-
tic price level raises the prices of domestically produced 
goods relative to the prices of imported goods. This 
reduces the quantity of domestically produced goods 
demanded (by both citizens and foreigners) as relatively 
cheaper foreign-made goods are substituted for them. 
The result is a downward-sloping aggregate demand 
curve, as a higher price level results in a lower quantity 
of domestic real GDP demanded.

 Shifts in the Aggregate 
Demand Curve
 1. How is the distinction between a change in 

demand and a change in quantity demanded the 
same for aggregate demand as for the demand 
for a particular good?
Just as a change in the price of a particular good changes 
its quantity demanded but not its demand, a change 
in the price level changes the quantity of real GDP 
demanded but not aggregate demand. Just as a change 
in any of the demand-curve shifters (factors other than 
the price of the good itself) changes the demand for a 
particular good, a change in any of the C � I � G � 
(X � M) components of aggregate demand not caused 
by a change in the price level changes aggregate demand.

 2. What happens to aggregate demand if the 
demand for consumption goods increases, 
ceteris paribus?
Since consumption purchases are part of aggregate 
demand, an increase in the demand for consumption 
goods increases aggregate demand, ceteris paribus.

 3. What happens to aggregate demand if the 
demand for investment goods falls, ceteris 
paribus?
Since planned investment purchases are part of aggre-
gate demand, a falling demand for investment goods 
makes aggregate demand fall, ceteris paribus.

 4. Why would an increase in the money supply 
tend to increase expenditures on consumption 
and investment, ceteris paribus?
An increase in the money supply would increase how 
many now relatively more plentiful dollars people would 
be willing to pay for goods in general. This would 
increase expenditures on consumption and investment, 
increasing aggregate demand, ceteris paribus.

 The Aggregate Supply Curve
 1. What relationship does the short-run aggregate 

supply curve represent?
The short-run aggregate supply curve represents the 
relationship between the total quantity of final goods 
and services that suppliers are willing and able to pro-
duce (the quantity of real GDP supplied) and the over-
all price level, before all input prices have had time to 
completely adjust to the price level.

 2. What relationship does the long-run aggregate 
supply curve represent?
The long-run aggregate supply curve represents the 
relationship between the total quantity of final goods 
and services that suppliers are willing and able to 
 produce (the quantity of real GDP supplied) and the 
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overall price level, once all input prices have had time 
to completely adjust to the price level. (Actually, it 
shows there is no relationship between these two vari-
ables, once input prices have had sufficient time to 
completely adjust to the price level.)

 3. Why is focusing on producers’ profit margins 
helpful in understanding the logic of the short-
run aggregate supply curve?
Profit incentives are the key to understanding what 
happens to real output as the price level changes in the 
short run (before input prices completely adjust to the 
price level). When the prices of outputs rise relative to 
the prices of inputs (costs), as when aggregate demand 
increases in the short run, profit margins increase, 
which increases the incentives to produce, which leads 
to increased real output. When the prices of outputs 
fall relative to the prices of inputs (costs), as when 
aggregate demand decreases in the short run, profit 
margins decrease, which decreases the incentives to 
produce, which leads to decreased real output.

 4. Why is the short-run aggregate supply curve 
upward sloping, while the long-run aggregate 
supply curve is vertical at the natural rate 
of output?
The short-run aggregate supply curve is upward slop-
ing because in the short run, before input prices have 
completely adjusted to the price level, an increase in 
the price level increases profit margins by increasing 
output prices relative to input prices, leading producers 
to increase real output. The long-run aggregate supply 
curve is vertical because in the long run, when input 
prices have completely adjusted to changes in the price 
level, input prices as well as output prices have adjusted 
to the price level; hence, profit margins in real terms do 
not change as the price level changes, and therefore there 
is no relationship between the price level and real output 
in the long run. The long-run aggregate supply curve is 
vertical at the natural rate of real output because that is 
the maximum output level allowed by capital, labor, and 
technological inputs at full employment (that is, given 
the determinants of the economy’s production possibili-
ties curve), which is therefore sustainable over time.

 5. What would the short-run aggregate supply 
curve look like if input prices always changed 
instantaneously as soon as output prices 
changed? Why?
If input prices always changed instantaneously as soon 
as output prices changed, the short-run aggregate supply 
curve would look the same as the long-run aggregate 
supply curve—vertical at the natural rate of real output. 
This is because both input and output prices would then 
change proportionately, so that real profit margins (the 
incentives facing producers), and therefore real output, 
would not change as the price level changes.

 6. If the price of cotton increased 10 percent when 
cotton producers thought other prices were ris-
ing 5 percent over the same period, what would 
happen to the quantity of RGDP supplied in 
the cotton industry? What if cotton producers 
thought other prices were rising 20 percent over 
the same period?
If the price of cotton increased 10 percent when cotton 
producers thought other prices were rising 5 percent 
over the same period, the quantity of RGDP supplied in 
the cotton industry would increase, because with other 
prices (including input prices) falling relative to cotton 
prices, the profitability of growing cotton would be 
rising. If the price of cotton increased 10 percent when 
cotton producers thought other prices were rising 20 
percent over the same period, the quantity of RGDP 
supplied in the cotton industry would decrease, because 
with other prices (including input prices) rising relative 
to cotton prices, the profitability of growing cotton 
would be falling.

 Shifts in the Aggregate Supply 
Curve

 1. Which of the aggregate supply curves will shift 
in response to a change in the expected price 
level? Why?
The short-run aggregate supply curve shifts in response 
to a change in the expected price level by changing the 
expected production costs and therefore the expected 
profitability of producing output at any given output 
price level. Remember that the long-run aggregate sup-
ply curve assumes that people have had enough time to 
completely adjust to a changing price level, so a change 
in the expected price level does not change expected 
profit margins along the long-run aggregate supply 
curve.

 2. Why do lower input costs increase the level of 
RGDP supplied at any given price level?
Lower input costs increase the level of RGDP 
supplied at any given (output) price level by 
increasing the profit margin for any given level 
of output prices.

 3. What would discovering huge new supplies of oil 
and natural gas do to the short-run and long-run 
aggregate supply curves?
Discovering huge new supplies of oil and natural 
gas would increase both the short-run and long-run 
aggregate supply curves, because those additional 
resources would allow more to be produced in the 
short run, at any given output price level, as well 
as on a sustainable, long-run basis (since such a 
 discovery would shift the economy’s production 
possibilities curve outward).
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 4. What would happen to short-run and long-run 
aggregate supply curves if the government 
required every firm to file explanatory paper-
work each time a decision was made?
This would shift both the short-run and long-run aggre-
gate supply curves to the left. It would permanently 
raise producers’ costs of producing any level of output, 
which would reduce how much producers would pro-
duce in the short run at any given price level, as well as 
on a sustainable, long-run basis (since such a require-
ment would shift the economy’s production possibilities 
curve inward).

 5. What would happen to the short-run and long-
run aggregate supply curves if the capital stock 
grew and available supplies of natural resources 
expanded over the same period of time?
An increase in the capital stock together with increased 
available supplies of natural resources would shift both 
the short-run and long-run aggregate supply curves to 
the right (shifting the economy’s production possibili-
ties curve outward), increasing the short-run and sus-
tainable levels of real output.

 6. How can a change in input prices change the 
short-run aggregate supply curve but not the 
long-run aggregate supply curve? How could it 
change both long-run and short-run aggregate 
supply?
A temporary change in input prices can change the 
short-run aggregate supply curve by changing profit mar-
gins in the short run. However, when input prices return 
to their previous levels (reflecting a return to their previ-
ous relative scarcity) in the long run, the sustainable level 
of real output will be no different from before. If, on the 
other hand, input price changes reflect a permanently 
changed supply of inputs (lower input prices reflecting 
an increased supply), a change in input prices would 
increase both the long-run and short-run aggregate sup-
ply curves by increasing the real output producible both 
currently and on an ongoing basis (permanently shifting 
the economy’s production possibilities curve outward).

 7. What would happen to short- and long-run 
aggregate supply if unusually good weather led 
to bumper crops of most agricultural produce?
Since this would mean only a temporary change in out-
put, it would increase the short-run aggregate supply 
curve but not the long-run aggregate supply curve.

 8. If OPEC temporarily restricted the world output 
of oil, what would happen to short- and long-run 
aggregate supply? What would happen if the 
output restriction was permanent?
A temporary oil output restriction would temporarily 
increase oil (energy input) prices, reducing the  short-run 
aggregate supply curve (shifting it left) but not the 

long-run aggregate supply curve. If the oil output 
restriction was permanent, the oil price increase would 
also reduce the level of real output producible on a sus-
tainable basis, and so would shift both short-run aggre-
gate supply and long-run aggregate supply to the left.

 Macroeconomic Equilibrium
 1. What is a recessionary gap?

A recessionary gap exists when the macroeconomy is 
in equilibrium at less than the potential output of the 
economy because aggregate demand is insufficient to 
fully employ all of society’s resources.

 2. What is an inflationary gap?
An inflationary gap exists when the macroeconomy is 
in equilibrium at more than the potential output of the 
economy because aggregate demand is so high that the 
economy is operating temporarily beyond its long-run 
capacity.

 3. What is demand-pull inflation?
Demand-pull inflation reflects an increased price level 
caused by an increase in aggregate demand.

 4. What is cost-push inflation?
Cost-push inflation is output price inflation caused by an 
increase in input prices (that is, by supply-side forces rath-
er than demand-side forces). It is illustrated by a leftward 
or upward shift of the short-run aggregate supply curve 
for given long-run aggregate supply and demand curves.

 5. Starting from long-run equilibrium on the long-
run aggregate supply curve, what happens to 
the price level, real output, and unemployment 
as a result of cost-push inflation?
Starting from long-run equilibrium on the long-run 
aggregate supply curve, cost-push inflation causes the 
price level to rise, real output to fall, and unemploy-
ment to rise in the short run.

 6. How would a drop in consumer confidence 
impact the short-run macroeconomy?
A drop in consumer confidence would decrease the 
demand for consumer goods, other things being equal, 
which would reduce (shift left) the aggregate demand 
curve, resulting in a lower price level, lower real out-
put, and increased unemployment in the short run for a 
given short-run aggregate supply curve.

 7. What would happen to the price level, real out-
put, and unemployment in the short run if world 
oil prices fell sharply?
If world oil prices fell sharply, it would increase (shift 
right) the short-run aggregate supply curve, resulting 
in a lower price level, greater real output, and reduced 
unemployment in the short run for a given aggregate 
demand curve.
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 8. What are sticky prices and wages?
Sticky prices and wages are terms for input prices and 
wages that may be very slow to adjust in the down-
ward direction, causing the economy’s adjustment 
mechanism to take a substantial amount of time to self-
correct from a recession.

 9. How does the economy self-correct?
The economy self-corrects for a short-run recession 
through declining wages and prices, brought on by 
reduced demand for labor and other inputs; the econo-
my self-corrects for a short-run boom through increas-
ing wages and prices, brought on by increased demand 
for labor and other inputs.

 The Classical and the 
Keynesian Macroeconomic Model
 1. What are the two primary approaches to macro-

economics?
The classical school and the Keynesian school are the 
two primary approaches to macroeconomics.

 2. Which school of thought emphasized that mar-
kets can rapidly adjust to changes?
The classical school emphasized that markets can rap-
idly adjust to change.

 3. Why was the double-digit unemployment of 
the Great Depression when Keynes wrote 
The General Theory of Employment, Interest 
and Money helpful in leading to its general 
acceptance?
The classical school held that persistent high unemploy-
ment would not occur in a market economy, so the 
high unemployment in the Great Depression—a central 
aspect of it—appeared to be something the classical 
approach could not explain.

 4. What would keep wages from falling quickly in a 
recession?
The two reasons cited most often that prevent wages 
from falling quickly in a recession are long-term union 
contracts and minimum wage laws.

 5. If wages are sticky downward, why will a 
decrease in aggregate demand primarily reduce 
real output?
For a decrease in AD, if wages are sticky downward, 
the short-run aggregate supply curve will be nearly 
horizontal over the relevant range, and the fall in 
real output would be nearly as great as the fall 
in AD.
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True or False:

1. Aggregate demand (AD) 5 Consumption (C) 1 Investment (I) 1 Government purchases (G) 1 Net exports (X 2 M).

2. Because consumption is such a stable part of GDP, analyzing its determinants is not important for an understanding of 
the forces leading to changes in aggregate demand.

3. Good business conditions tend to increase the level of investment by firms.

4. A $1 million increase in exports has a smaller direct effect on aggregate demand than a $1 million increase in government 
purchases.

5. Either an increase in exports or a decrease in imports would increase net exports.

6. Ceteris paribus, negative net exports would decrease aggregate demand.

7. The aggregate demand (AD) curve indicates the quantities of nominal GDP demanded at different price levels.

8. The AD curve is downward sloping for the same reasons that the demand curve for a particular product is downward 
sloping.

 9. An increase in the price level causes the quantity of RGDP demanded to fall.

 10. The real wealth effect reflects the fact that the real (adjusted for inflation) value of any asset of fixed dollar value, such as 
cash, falls as the price level increases.

 11. A lower price level, other things being equal, will lead to increased real wealth and an increase in the quantity of RGDP 
demanded.

 12. At a higher price level, interest rates will fall, other things being equal.

 13. If the price level fell, interest rates would fall, which would trigger greater investment and consumer durable spending.

 14. A lower price level, other things being equal, would decrease the interest rate and increase both the level of investment 
and the quantity of RGDP demanded.

 15. If domestic prices of goods and services fall relative to foreign prices, more domestic products will be bought, increasing 
RGDP demanded.

 16. An increased price level will tend to increase the demand for domestic goods and increase RGDP demanded.

 17. The real wealth effect, the interest rate effect, and the open economy effect all shift the AD curve.

18. A change in the price level will not change aggregate demand.

19. A decrease in C, I, G, or X 2 M for reasons other than changes in the price level will shift AD leftward.

20. An increase in consumer confidence, an increase in wealth, or a tax cut may each increase consumption and shift AD 
to the right.

 21. An increase in consumer debt, other things being equal, would tend to shift AD to the left.

 22. If either business confidence increases or real interest rates rise, business investment will increase and AD will shift  
to the right.

 23. A reduction in government purchases shifts AD to the left.

 24. An economic boom in the economies of major trading partners may lead to an increase in U.S. exports to them, causing 
net exports to rise and AD to increase.

 25. The aggregate supply curve represents how much RGDP suppliers will be willing to produce at different price levels.

 26. Nominal wages are assumed to adjust quickly in the short run.

 27. The long-run relationship refers to a period long enough for the prices of outputs and all inputs to fully adjust to changes 
in the economy.

 28. In the short run, the aggregate supply curve is vertical.

 29. In the short run, the slow adjustments of input prices are due to the longer-term input contracts that do not adjust quickly 
to price-level changes.
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 30. When price level rises in the short run, it will increase producers’ profit margins and make it in the producers’ self-interest 
to expand their production.

 31. If the price level falls, input prices, producers’ profits, and real output will fall in the short run.

 32. When the price level falls, producers can be fooled into supplying more as a result of a short-run misperception of relative 
prices.

 33. Along the short-run aggregate supply curve, we assume that wages and other input prices have time to adjust.

 34. Along the long-run aggregate supply curve, we are looking at the relationship between RGDP produced and the price 
level, once input prices have been able to respond to changes in output prices.

 35. Along the LRAS curve, a 10 percent increase in the price of goods and services is matched by a 10 percent increase in the 
price of inputs.

 36. Along the LRAS curve, the economy is assumed to be at full employment.

 37. In the long run, the economy will produce at the maximum sustainable level allowed by its capital, labor, and technologi-
cal inputs, regardless of the price level.

 38. Long-run equilibrium occurs wherever SRAS and AD intersect.

 39. The economy can be in short-run equilibrium without being in long-run equilibrium.

 40. Ceteris paribus, lower production costs will motivate producers to produce more at any given price level, shifting AS 
rightward.

 41. Any permanent change in the quantity of any factor of production available—capital, entrepreneurship, land, or labor—
can cause a shift in the long-run aggregate supply curve but not the short-run aggregate supply curve.

 42. Less and lower-quality capital will shift both the short-run aggregate supply curve and the long-run aggregate supply 
curve to the left.

 43. Added investments in human capital will shift the short-run aggregate supply curve right but leave the long-run aggregate 
supply curve unchanged.

 44. If entrepreneurs can find ways to lower the costs of production, then the short-run and long-run aggregate supply curves 
both shift to the right.

 45. Successful oil exploration would leave LRAS unchanged because it would not change the total amount of oil in the earth.

 46. An expanded labor force increases the economy’s potential output, increasing LRAS.

 47. Increases in government regulations that make it more costly for producers shift SRAS left but leave LRAS unchanged.

 48. The price of factors, or inputs, that go into producing outputs will affect only SRAS if they don’t reflect permanent chang-
es in the supplies of some factors of production.

 49. If wages increase without a corresponding increase in labor productivity, SRAS will shift to the left; but LRAS will not 
shift, because with the same supply of labor as before, potential output does not change.

 50. Changes in input prices only affect SRAS if they reflect permanent changes in the supplies of those inputs.

 51. Adverse supply shocks can increase the costs of production, shifting SRAS to the left; but once the temporary effects of 
these disasters have been felt, no appreciable change in the economy’s productive capacity occurs, so LRAS doesn’t shift 
as a result.

 52. In long-run equilibrium, the economy operates at full employment, regardless of the level of the aggregate demand curve.

 53. Short-run equilibrium can change only when the short-run aggregate supply curve shifts.

 54. A change in aggregate demand will change RGDP in the short-run equilibrium, but not in the long run.

 55. When short-run equilibrium occurs beyond the economy’s level of potential output, it results in an expansionary gap.

 56. Demand-pull inflation causes a recessionary gap.

 57. Demand-pull inflation causes the prices of the goods producers sell to rise faster than the costs of the inputs they use in 
production.
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 58. As long as AD is increasing more rapidly than LRAS, the economy will tend toward both inflation and economic growth.

 59. The economy can never operate beyond its potential output.

 60. Short-run real output beyond potential output (and employment beyond full employment) cannot be sustained in the 
long run.

 61. In response to an inflationary gap in the short run, real wages and other real input prices will tend to rise.

 62. When an increase in AD causes an inflationary gap in the short run, the only long-run difference from the initial 
equilibrium is the new, higher price level.

 63. A leftward shift in the aggregate supply curve can cause cost-push inflation.

 64. The primary culprits responsible for the leftward shift in SRAS in the 1970s were oil price decreases.

 65. Starting with the economy initially at full-employment equilibrium, a sudden increase in oil prices would result in a 
recessionary gap.

 66. Holding AD constant, falling oil prices would lead to lower prices, lower output, and lower rates of unemployment.

 67. A fall in AD would reduce real output and the price level and increase unemployment in the short run—
a recessionary gap.

 68. In a recession, unemployed workers and other input suppliers will bid down wages and prices, and the resulting reduction 
in production costs shifts the short-run aggregate supply curve to the right.

 69. Downward wage stickiness may lead to prolonged periods of recession in response to decreases in aggregate demand by 
making the economy’s adjustment mechanism slower.

 70. If the economy is currently in a recessionary gap, with output less than potential output, the price level is higher than 
workers anticipated.

 71. When aggregate demand increases, workers’ and input suppliers’ purchasing power falls in the short run; but input 
suppliers’ purchasing power is restored at a higher price level in the long run.

 72. The AD/AS model is a precise tool for analyzing the economy.

 73. On the flatter part of a short-run aggregate supply curve, a decrease in aggregate demand will decrease real output and 
not change the price level very much.

 74. In the simple Keynesian model, the price level does not decrease as real output falls in the short run.

 75. Historically, the first two primary approaches to macroeconomics were the classical school and the Keynesian school.

 76. It is possible for actual real GDP to remain above potential real GDP for a long period of time.

 77. Since real output can exceed potential real output only for a short period of time, unemployment can remain below 
the natural rate of unemployment only for a short period of time.

 78. The extended high unemployment rate in the Great Depression is inconsistent with the conclusions of classical 
economists.

 79. The degree of wage and price flexibility increases with the extent of excess capacity in the Keynesian model.

Multiple Choice:

 1. The largest component of aggregate demand is
 a. government purchases.
 b. net exports.
 c. consumption.
 d. investment.
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 2. A reduction in personal income taxes, other things being equal, will
 a. leave consumers with less disposable income.
 b. decrease aggregate demand.
 c. leave consumers with more disposable income.
 d. increase aggregate demand.
 e. do both c and d.

 3. Aggregate demand is the sum of ____________.
 a. C � I � G
 b. C � I � G � X
 c. C � I � G � (X � M)
 d. C � I � G � (X � M)

 4. Empirical evidence suggests that consumption ____________ with any ____________.
 a. decreases; increase in income
 b. decreases; tax cut
 c. increases; decrease in consumer confidence
 d. increases; increase in income
 e. Both a and b are true.

 5. Investment (I) includes
 a. the amount spent on new factories and machinery.
 b. the amount spent on stocks and bonds.
 c. the amount spent on consumer goods that last more than one year.
 d. the amount spent on purchases of art.
 e. all of the above.

 6. If private consumption in the United States were 67 percent of GDP, investment were 16 percent, government purchases 
were 13 percent, exports were 12 percent, and imports were 8 percent, net exports would be equal to ____________ 
percent of GDP.

 a. 4
 b. �4
 c. 20
 d. �20
 e. none of the above

 7. If our exports of final goods and services increase more than our imports, other things being equal, aggregate demand will
 a. increase.
 b. be negative.
 c. decrease by the change in net exports.
 d. stay the same.
 e. do none of the above.

 8. The aggregate demand curve
 a. is negatively sloped.
 b. demonstrates an inverse relationship between the price level and real gross domestic product demanded.
 c. shows how real gross domestic product demanded changes with the changes in the price level.
 d. All of the above are correct.

 9. As the price level increases, other things being equal,
 a. aggregate demand decreases.
 b. the quantity of real gross domestic product demanded increases.
 c. the quantity of real gross domestic product demanded decreases.
 d. aggregate demand increases.
 e. both a and c occur.
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 10. According to the real wealth effect, if you are living in a period of falling price levels on a fixed income (that is not 
indexed), the cost of the goods and services you buy ____________ and your real income ____________.

 a. decreases; decreases
 b. increases; increases
 c. decreases; remains the same
 d. decreases; increases

 11. As the price level decreases, real wealth ____________, purchasing power ____________, and the quantity of RGDP 
demanded ____________.

 a. increases; decreases; increases
 b. increases; increases; increases
 c. decreases; decreases; decreases
 d. decreases; decreases; increases
 e. increases; decreases; decreases

 12. As the price level increases, interest rates ____________, investments ____________, and the quantity of RGDP demanded 
____________.

 a. decrease; increase; decreases
 b. increase; increase; decreases
 c. decrease; decrease; increases
 d. decrease; increase; increases
 e. increase; decrease; decreases

 13. What is the open economy effect?
 a. If prices of the goods and services in the domestic market rise relative to those in global markets as a result of a 

higher domestic price level, consumers and businesses will buy less from foreign producers and more from domestic 
producers.

 b. People are allowed to trade with anyone, anywhere, anytime.
 c. It is the ability of firms to enter or leave the marketplace—easy entry and exit with low entry barriers.
 d. If prices of the goods and services in the domestic market rise relative to those in global markets as a result of a 

higher domestic price level, consumers and businesses will buy more from foreign producers and less from domestic 
producers, other things being equal.

 14. Which of the following helps explain the downward slope of the aggregate demand curve?
 a. the real wealth effect
 b. the interest effect
 c. the open economy effect
 d. all of the above
 e. none of the above

 15. Which of the following will result as part of the interest rate effect when the price level rises?
 a. Money demand will increase.
 b. Interest rates will increase.
 c. The dollar amount of investment will decrease.
 d. A lower quantity of real GDP will be demanded.
 e. All of the above will result.

 16. Which of the following will not decrease when the price level falls?
 a. money demand
 b. the real interest rate
 c. the real level of investment
 d. a and b
 e. b and c
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 17. A decrease in the U.S. price level will
 a. increase U.S. exports.
 b. increase U.S. imports.
 c. increase RGDP demanded in the United States.
 d. do both a and c.
 e. do both b and c.

 18. An economic bust or severe downturn in the Japanese economy will likely result in a(n)
 a. decrease in U.S. exports and U.S. aggregate demand.
 b. increase in U.S. exports and U.S. aggregate demand.
 c. decrease in U.S. imports and U.S. aggregate demand.
 d. increase in U.S. imports and U.S. aggregate demand.

 19. Which of the following will cause consumption and, as a result, aggregate demand to decrease?
 a. a tax increase
 b. a fall in consumer confidence
 c. reduced stock market wealth
 d. rising levels of consumer debt
 e. all of the above

 20. A massive increase in interstate highway construction will affect aggregate demand through which sector? Will this change 
increase or decrease aggregate demand?

 a. investment, increase
 b. government purchases, increase
 c. government purchases, decrease
 d. consumption, decrease

 21. An increase in government purchases, combined with a decrease in investment, would have what effect on aggregate 
demand?

 a. AD would increase.
 b. AD would decrease.
 c. AD would stay the same.
 d. AD could either increase or decrease, depending on which change was of greater magnitude.

 22. An increase in consumption, combined with an increase in exports, would have what effect on aggregate demand?
 a. AD would increase.
 b. AD would decrease.
 c. AD would stay the same.
 d. AD could either increase or decrease, depending on which change was of greater magnitude.

 23. What would happen to aggregate demand if the federal government increased military purchases and state and local gov-
ernments decreased their road-building budgets at the same time?

 a. AD would increase because only federal government purchases affect AD.
 b. AD would decrease because only state and local government purchases affect AD.
 c. AD would increase if the change in federal purchases was greater than the change in state and local purchases.
 d. AD would decrease if the change in federal purchases was greater than the change in state and local purchases.

 24. If exports and imports both decrease, but exports decrease more than imports,
 a. AD would decrease.
 b. AD would increase.
 c. AD would be unaffected.
 d. AD could either increase or decrease.

 25. If exports increased and imports decreased,
 a. AD would decrease.
 b. AD would increase.
 c. AD would be unaffected.
 d. AD could either increase or decrease.
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 26. The short-run aggregate supply curve slopes
 a. downward because firms can sell more, and hence, will produce more when prices are lower.
 b. downward because firms find it costs less to purchase labor and other inputs when prices are lower, and hence they 

produce more.
 c. upward because when the price level rises, output prices rise relative to input prices (costs), raising profit margins 

and increasing production and sales.
 d. upward because firms find that it costs more to purchase labor and other inputs when prices are higher, and hence 

they must produce and sell more in order to make a profit.

 27. If the price level rises, what will happen to the quantity of RGDP produced along the long-run aggregate supply curve?
 a. It will increase.
 b. It will usually increase, but not always.
 c. Nothing will happen to it.
 d. It will decrease.
 e. It will usually decrease, but not always.

 28. If the price level rises, what happens to the level of real GDP supplied?
 a. It will increase in both the short run and long run.
 b. It will increase in the short run but not in the long run.
 c. It will decrease in both the short run and long run.
 d. It will decrease in the short run but not in the long run.
 e. It will usually decrease, but not always.

 29. What is the typical response of firms to an increase in the price of what they sell, for given input prices?
 a. an increase in output
 b. an increase in hiring factors of production
 c. an increase in the profit level of firms
 d. an increase in employment in the industry
 e. all of the above

 30. The short run is
 a. a time period in which the prices of output cannot change but in which the prices of inputs have time to adjust.
 b. a time period in which output prices can change in response to supply and demand but in which all input prices have 

not yet been able to completely adjust.
 c. a time period in which neither the prices of output nor the prices of inputs are able to change.
 d. any time period of less than a year.

 31. The profit effect is explained in the text as follows:
 a. When the price level decreases, output prices rise relative to input prices (costs), raising producers’ short-run profit 

margins.
 b. At equilibrium prices, when costs rise, profit margins are able to float with them and be passed along.
 c. The profit effect is only a long-run phenomenon.
 d. When the price level rises, output prices rise relative to input prices (costs), raising producers’ short-run profit 

margins.

 32. The text’s explanation of the misperception effect for an upward-sloping short-run aggregate supply curve is based on
 a. falling profit margins as the price level rises.
 b. rising costs of production as the price level rises.
 c. fixed-wage labor contracts.
 d. the fact that producers may be fooled into thinking that the relative price of the item they are producing is rising and 

as a result increase production.

 33. In the short run, a decrease in the price level
 a. increases output prices relative to input prices.
 b. increases the profit margins of many producers.
 c. decreases RGDP supplied.
 d. decreases unemployment rates.
 e. does none of the above.
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 34. Which of the following would shift the long-run aggregate supply curve if it changed?
 a. the level of capital in the economy
 b. the amount of land in the economy
 c. the amount of labor in the economy
 d. the technology in the economy
 e. any of the above

 35. The short-run aggregate supply curve will shift to the left, other things being equal, if
 a. energy prices fall.
 b. technology and productivity increase in the nation.
 c. a short-term increase in input prices occurs.
 d. the capital stock of the nation increases.

 36. An increase in input prices causes
 a. the short-run aggregate supply curve to shift outward, which means the quantity supplied at any price level declines.
 b. the short-run aggregate supply curve to shift inward, which means the quantity supplied at any price level declines.
 c. the short-run aggregate supply curve to shift inward, which means the quantity supplied at any price level increases.
 d. the short-run aggregate supply curve to shift outward, which means the quantity supplied at any price level increases.

 37. How will an increase in money wages affect the short-run aggregate supply curve?
 a. It will shift left (a decrease in short-run aggregate supply).
 b. It will shift left (an increase in short-run aggregate supply).
 c. It will shift right (a decrease in short-run aggregate supply).
 d. It will shift right (an increase in short-run aggregate supply).

 38. An unusual series of rainstorms washes out the grain crop in the upper plains states, severely curtailing the supply of corn 
and wheat, as well as soybeans. What effect would this situation have on aggregate supply?

 a. It would shift the SRAS left, but not the LRAS.
 b. It would shift both the SRAS and the LRAS left.
 c. It would shift the SRAS right, but not the LRAS.
 d. It would shift both the SRAS and the LRAS right.

 39. Any permanent increase in the quantity of any of the factors of production—capital, land, labor, or technology—available 
will cause

 a. the SRAS to shift to the left and LRAS to remain constant.
 b. the SRAS to shift to the right and LRAS to remain constant.
 c. both SRAS and LRAS to shift to the right.
 d. both SRAS and LRAS to shift to the left.

 40. Which of the following could be expected to shift the short-run aggregate supply curve upward?
 a. a rise in the price of oil
 b. a natural disaster
 c. wage increases without increases in labor productivity
 d. all of the above

 41. A temporary positive supply shock will shift ___________; a permanent positive supply shock will shift ___________.
 a. SRAS and LRAS right; SRAS and LRAS right
 b. SRAS but not LRAS right; SRAS and LRAS right
 c. SRAS and LRAS right; SRAS but not LRAS right
 d. SRAS but not LRAS right; SRAS but not LRAS right

 42. A year of unusually good weather for agriculture would
 a. increase SRAS but not LRAS.
 b. increase SRAS and LRAS.
 c. decrease SRAS but not LRAS.
 d. decrease SRAS and LRAS.
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 43. When the price of oil experiences a temporary sharp increase, which curve(s) will shift left?
 a. SRAS
 b. LRAS
 c. neither SRAS nor LRAS
 d. both SRAS and LRAS

 44. Inflation that occurs as a result of a decrease in aggregate supply is called
 a. cost-push.
 b. demand-pull.
 c. inflationary push.
 d. none of the above.

 45. Assuming a constant level of aggregate demand, the short-run effects of an adverse supply shock include
 a. an increase in the price level and a decrease in real output.
 b. an increase in the price level and an increase in real output.
 c. a decrease in the price level and an increase in real output.
 d. a decrease in the price level and a decrease in real output.

 46. Cost-push inflation occurs when
 a. the aggregate demand curve shifts right at a faster rate than short-run aggregate supply.
 b. the short-run aggregate supply curve shifts left, while aggregate demand is fixed.
 c. the aggregate demand curve shifts left and aggregate supply is fixed.
 d. the short-run aggregate supply curve shifts right.

 47. A recession could result from
 a. a decrease in aggregate demand.
 b. an increase in long-run aggregate supply.
 c. an increase in aggregate demand.
 d. an increase in short-run aggregate supply.
 e. none of the above.

 48. When SRAS and AD intersect at the natural level of real output, it is
 a. a short-run equilibrium and a long-run equilibrium.
 b. a short-run equilibrium but not necessarily a long-run equilibrium.
 c. just a short-run equilibrium.
 d. not necessarily either a short-run equilibrium or a long-run equilibrium.

 49. Where SRAS and AD currently intersect at a real output level greater than the natural level of real output,
 a. it is a short-run equilibrium, and real output will tend to fall from its current level as it adjusts to long-run 

equilibrium.
 b. it is a short-run equilibrium, and real output will tend to rise from its current level as it adjusts to long-run 

equilibrium.
 c. it is a short-run disequilibrium, and real output will tend to fall from its current level as it adjusts to long-run 

equilibrium.
 d. it is a short-run disequilibrium, and real output will tend to rise from its current level as it adjusts to long-run 

equilibrium.

 50. Starting from long-run equilibrium, an increase in aggregate demand will cause
 a. an inflationary gap in the short run.
 b. a recessionary gap in the short run.
 c. an inflationary gap in the short run and long run.
 d. a recessionary gap in the short run and long run.
 e. neither an inflationary nor a recessionary gap in the short run or the long run.

 51. When a recessionary gap occurs,
 a. real output exceeds the natural level of output, and unemployment exceeds its natural rate.
 b. real output exceeds the natural level of output, and unemployment is less than its natural rate.
 c. real output is less than the natural level of output, and unemployment exceeds its natural rate.
 d. real output is less than the natural level of output, and unemployment is less than its natural rate.
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 52. Which of the following could begin an episode of demand-pull inflation?
 a. an increase in consumer optimism
 b. a faster rate of economic growth for a major trading partner country
 c. expectations of higher rates of return in investment
 d. any of the above
 e. none of the above

 53. If real output is currently less than the natural level of real output, a decrease in aggregate demand will
 a. make the current inflationary gap larger.
 b. make the current inflationary gap smaller.
 c. make the current recessionary gap larger.
 d. make the current recessionary gap smaller.

 54. In the short run, demand-pull inflation
 a. increases both unemployment and the price level.
 b. increases unemployment but not the price level.
 c. increases the price level but not unemployment.
 d. decreases unemployment and increases the price level.

 55. In a stagflation situation,
 a. unemployment increases and the price level increases.
 b. unemployment increases and the price level decreases.
 c. unemployment decreases and the price level increases.
 d. unemployment decreases and the price level decreases.

 56. A sharp fall in oil prices will cause a(n) _____________; a sudden increase in the wages demanded by workers will cause 
a(n) _____________.

 a. recessionary gap; inflationary gap
 b. recessionary gap; recessionary gap
 c. inflationary gap; inflationary gap
 d. inflationary gap; recessionary gap

 57. Starting from long-run equilibrium, an increase in aggregate demand
 a. causes an inflationary gap.
 b. results in a lower price level.
 c. increases unemployment.
 d. does all of the above.
 e. does b and c, but not a.

 58. During the self-correction process after a fall in aggregate demand,
 a. the price level increases and real output increases.
 b. the price level increases and real output decreases.
 c. the price level decreases and real output increases.
 d. the price level decreases and real output decreases.

 59. Which of the following can contribute to slowing the adjustment to a recessionary gap?
 a. efficiency wages
 b. the minimum wage
 c. menu costs
 d. all of the above
 e. b and c, but not a

 60. An unexpected increase in aggregate demand will
 a. increase real wages in the short run but not the long run.
 b. increase real wages in the short run and long run.
 c. decrease real wages in the short run but not the long run.
 d. decrease real wages in the short run and long run.
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 61. If the economy was operating on a completely flat segment of the short-run aggregate supply curve, an increase in aggre-
gate demand would

 a. increase real output and increase the price level.
 b. increase real output and decrease the price level.
 c. decrease real output and increase the price level.
 d. decrease real output and decrease the price level.
 e. do none of the above.

 62. “In the long run, both wages and prices adjust freely to changes in demand and supply, and the economy will be at its 
full-employment level of real output.”

 a. Classical economists, but not Keynesian economists, would accept this statement.
 b. Keynesian economists, but not classical economists, would accept this statement.
 c. Both classical economists and Keynesian economists would accept this statement.
 d. Neither classical economists nor Keynesian economists would accept this statement.

 63. Which of the following statements is true?
 a. The classical short-run aggregate supply curve gets steeper as real output increases.
 b. The Keynesian short-run aggregate supply curve gets steeper as real output increases.
 c. The classical long-run aggregate supply curve gets steeper as real output increases.
 d. The Keynesian long-run aggregate supply curve gets steeper as real output increases.

Problems:

 1. Describe what the effect on aggregate demand would be, other things being equal, if
 a. exports increase.
 b. both imports and exports decrease.
 c. consumption decreases.
 d. investment increases.
 e. investment decreases and government purchases increase.
 f. the price level increases.
 g. the price level decreases.

 2. Fill in the blanks in the following explanations:
 a. The real wealth effect is described by the following: An increase in the price level leads to a(n) _____________ in 

real wealth, which leads to a(n) _____________ in purchasing power, which leads to a(n) _____________ in RGDP 
demanded.

 b. The interest rate effect is described by the following: A decrease in the price level leads to a(n) _____________ in 
the interest rate, which leads to a(n) _____________ in investments, which leads to a(n) _____________ in RGDP 
demanded.

 c. The open economy effect is described by the following: An increase in the price level leads to a(n) _____________ in 
the demand for domestic goods, which leads to a(n) _____________ in RGDP demanded.

 3. How will each of the following changes alter aggregate supply?

Short-Run  Long-Run

Change Aggregate Supply Aggregate Supply

An increase in aggregate demand _______ _______
A decrease in aggregate demand _______ _______
An increase in the stock of capital _______ _______
A reduction in the size of the labor force _______ _______
An increase in input prices (that does not reflect permanent changes in 

their supplies)
_______ _______

A decrease in input prices (that does reflect permanent changes in their 
supplies)

_______ _______

An increase in usable natural resources _______ _______
A temporary adverse supply shock _______ _______
Increases in the cost of government regulations _______ _______
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 4. Use the accompanying diagram to answer questions a and b.
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 a. On the exhibit provided, illustrate the short-run effects of an increase in aggregate demand. What happens to the 
price level, real output, employment, and unemployment?

 b. On the exhibit provided, illustrate the long-run effects of an increase in aggregate demand. What happens to the 
price level, real output, employment, and unemployment?

 5. Use the accompanying diagram to answer questions a and b.
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 a. On the exhibit provided, illustrate the short-run effects of a decrease in aggregate demand. What happens to the 
price level, real output, employment, and unemployment?

 b. On the exhibit provided, illustrate the long-run effects of a decrease in aggregate demand. What happens to the price 
level, real output, employment, and unemployment?

 6. Use the accompanying diagram to answer questions a and b.
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 a. Illustrate a recessionary gap on the diagram provided.
 b. Using the results in a, illustrate and explain the eventual long-run equilibrium in this case.
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 7. Use the accompanying diagram to answer questions a and b.
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 a. Illustrate an inflationary gap on the diagram provided.
 b. Using the results in a, illustrate and explain the eventual long-run equilibrium in this case.

 8. If retailers such as Wal-Mart and Target find that inventories are rapidly being depleted, would it have been caused 
by a rightward or leftward change in the aggregate demand curve? What are the likely consequences for output and 
investment?

 9. Evaluate the following statement: “A higher price level decreases the purchasing power of the dollar and reduces RGDP.”

 10. How does a higher price level in the U.S. economy affect purchases of imported goods? Explain.

 11. Explain how a recession in Latin America may affect aggregate demand in the U.S. economy.

 12. You operate a business in which you manufacture furniture. You are able to increase your furniture prices by 5 percent 
this quarter. You assume that the demand for your furniture has increased and begin increasing furniture production. 
Only later do you realize that prices in the macroeconomy are rising generally at a rate of 5 percent per quarter. This is 
an example of what effect? What does it imply about the slope of the short-run aggregate supply curve?

 13. Distinguish cost-push from demand-pull inflation. Provide an example of an event or shock to the economy that would 
cause each.

 14. Is it ever possible for an economy to operate above the full-employment level in the short term? Explain.

 15. Evaluate the following statement: The Keynesian assumption of wage and price rigidity best corresponds to the steepest 
portion of the aggregate supply curve where factories are operating well below capacity.

 16. Why do classical economists and Keynesian economists agree on the long-run effects of a fall in aggregate demand, but 
not agree on the short-run effects?

 17. How does the slope of the Keynesian short-run aggregate supply curve depend on the degree of excess capacity in the 
economy?

 18. Why does the effect of a given increase in aggregate demand have a larger effect on real output in the short run, the more 
excess capacity exists in the economy?
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Keynes believed that total spending was the criti-
cal determinant of the overall level of  economic 
activity. When total spending increases, firms 
increase their output and hire more  workers. 

Even though Keynes ignored an important 
 component—aggregate supply—his model still 
provides a great deal of information about 
 aggregate demand. ■

The Keynesian expenditure model is based on the condition that 
the components of aggregate demand (consumption, investment, 
government purchases, and net exports) must equal total output. 

The Aggregate 
Expenditure Model

Keynes believed that total spen
cal determinant of the over
ctivity. When total spe
crease their outpu

The Keynesian expenditu
components of aggre
ernment purchases,
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15.2 Finding Equilibrium in the Aggregate 
Expenditure Model

15.3 Adding Investment, Government Purchases, 
and Net Exports
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and the Multiplier
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In this chapter, we go into a more detailed description 
of the causes of short-run business cycles. We assume 

that we are in the Keynesian region of the aggregate 
supply curve, where the aggregate supply curve is 
horizontal and RGDP is completely determined by 
aggregate demand. Recall that Keynes believed that in 
the short run wages and prices were inflexible, so infla-
tion is not a concern; real values and nominal values 
are equal in the aggregate expenditure model. Keynes 
focused on how unanticipated changes in expenditure, 
particularly investment expenditures, had an impact on 
real GDP. Keynes’s model enlightens our understanding 
of the short-run business cycle. The model is called the 
aggregate expenditure model (sometimes the Keynesian 
cross model), because its focus is aggregate expendi-
tures (aggregate demand), which has historically been 
especially important to the economy in the short run.

The key to the aggregate expenditure model is that 
the amount of goods and services (real GDP) depends 
on aggregate expenditures (total spending). When 
aggregate expenditures fall, it causes a decrease in 
output and employment. When aggregate expenditures 
rise, it causes an increase in output and employment. 
Thus, in the short run, the level of RGDP is determined 
by the level of aggregate expenditure.

Recall that Keynes pointed out the naiveté of Say’s 
law. Not all income generated from output is used 
to buy goods and services; some is saved, hoarded, 
or taxed away. Supply does not automatically create 
an adequate demand. In other words, income is not 
always spent in the period that it is produced. Keynes 
recognized the volatility of investment spending. A 
decline in investment would lead to insufficient total 
spending—inventories would accumulate, and firms 
will cut production and lay off workers. To fully under-
stand investment fluctuations, Keynes believed you had 
to study people’s income and consumption spending 
patterns.

Why Do We Assume 
the Price Level Is Fixed?

Because Keynes believed wages and prices were 
inflexible in the short run, in this chapter we will 

assume that the price level is fixed or constant. If the 
price level is fixed, then changes in nominal income will 
be equivalent to changes in real income. That is, when 
we assume the price level is fixed, we do not have to 
distinguish real variable changes from nominal variable 
changes. Keynes believed that prices and wages were 
rigid or fixed until we reached full employment. But let 
us begin by looking at the most important aggregate 
demand determinant—consumption.

The Simplest Aggregate 
Expenditure Model: 
Autonomous 
Consumption Only

It is useful to begin by considering consumption 
spending by households. Household spending on 

goods and services is the largest single component of 
the demand for final goods, accounting for more than 
65 percent of GDP.

Numerous economic variables influence aggregate 
demand for consumer goods and services, and thus, 
aggregate consumption expenditures. Using you or your 
family as an example, you know that such things as 
family disposable income (after-tax income), credit 
conditions, the level of debt outstanding, the amount of 
financial assets, and expectations are important deter-
minants of consumption purchases. Most economists 
believe that disposable income is one of the dominant 
factors.

Let’s begin by simplifying things quite a bit. 
Imagine an economy in which only consumption spend-
ing exists (no investment, government purchases, or net 
exports; later, we’ll add in these other sectors). To 
begin with the simplest situation possible, let’s suppose 
that each household has the same level of disposable 
income. This kind of analysis that relies on averages is 
called a representative household analysis. On a graph 
of consumption spending (vertical axis) for our repre-
sentative household and the household’s representative 
disposable income (horizontal axis), we could represent 
average consumption of disposable income at point A 
in Exhibit 1. From point A, a horizontal dotted line to 

n Why do we assume a fixed price level?

n What economic variables influence 
aggregate demand?

n What are the autonomous factors that 
influence consumption spending?

Simple Aggregate Expenditure Model
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the vertical axis permits us to read the value of average 
consumption spending, C0.

What Are the Autonomous 
Factors That Influence 
Spending?

Even though income is given for the representative 
household, other economic factors that influence 

consumption spending are not. When consumption 
(or any of the other components of spending, such 
as investment) does not depend on income, we call 
it autonomous (or independent). Let’s look at some 
of these other autonomous factors and see how they 
would change consumption spending.

Real Wealth
The larger the value of a household’s real wealth (the 
money value of wealth divided by the price level, 
which indicates the amount of consumption goods 
that the wealth could buy), the larger the amount of 

consumption spending, other things equal. Thus, in 
Exhibit 1, an increase in real wealth would raise con-
sumption to C2, at point D, for a given level of current 
income. Similarly, something that would lower the 
value of real wealth, such as a decline in property val-
ues or a stock market decline, would tend to lower the 
level of consumption to C1, at point B in Exhibit 1.

The Interest Rate
A higher interest rate tends to make the consumption 
items that we buy on credit more expensive, which 
reduces expenditures on those items. An increase in the 
interest rate increases the monthly payments made to 
buy such things as automobiles, furniture, and major 
appliances and reduces our ability to spend out of a given 
income. This shift is shown as a decrease in consump-
tion from point A to point B in Exhibit 1. Moreover, 
an increase in the interest rate provides a higher future 
return from reducing current spending, which motivates 
increasing savings. Thus, a higher interest rate in the 
current period would likely motivate an increase in sav-
ings today, which would permit households to consume 
more goods and services at some future date.

Household Debt
Remember when that friend of yours ran up his credit 
card obligations so high that he stopped buying goods 
except the basic necessities? Well, our average house-
hold might find itself in the same situation if its out-
standing debt exceeds some reasonable level relative 
to its income. So, as debt increases, other things equal, 
consumption expenditure would fall from point A to 
point B in Exhibit 1.

Expectations
Just as in microeconomics, decisions to spend may be 
influenced by a person’s expectations of future dispos-
able income, employment, or certain world events. Based 
on monthly surveys conducted that attempt to measure 
consumer confidence, an increase in consumer confi-
dence generally acts to increase household spending (a 
movement from point A to point D in Exhibit 1) and a 
decrease in consumer confidence would act to decrease 
spending (a movement from A to B in Exhibit 1). For 
example, a decline in the consumer confidence index 
after the financial crisis that begun in December of 2007 
and a subsequent fall in household spending are consid-
ered factors in the recession in the United States.

Tastes and Preferences
Of course, each household is different. Some are young 
and beginning a working career; some are without 

Autonomous Changes 
in Consumption Spending
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An increase in real wealth would raise consumption 
spending to C2, at point D. A decrease in real wealth 
would tend to lower the level of consumption spend-
ing to C1, at point B. A higher interest rate tends to 
cause a decrease in consumption spending from 
point A to point B. As household debt increases, 
other things equal, consumption spending would fall 
from point A to point B. In general, an increase in 
consumer confidence would act to increase house-
hold spending (a movement from point A to point D) 
and a decrease in consumer confidence would act 
to decrease household spending (a movement from 
point A to point B).
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 children; others have families; still others 
are older and perhaps retired from the 
workforce. Some households like to save, 
putting dollars away for later spending, 
while others spend all their income, or 
even borrow to spend more than their 
current disposable income. These saving 
and spending decisions often vary over a 
household’s life cycle.

As you can see, many economic 
factors affect consumption expenditures. 

The factors already listed represent 
some of the most important. All of 
these factors are considered autono-
mous determinants of consumption 

expenditures; that is, those expenditures 
that are not dependent on the level of 
current disposable income. Now let’s 
make our model more complete and 
evaluate how changes in disposable 
income affect household consumption 
expenditures.

autonomous determinants 
of consumption 
expenditures 
expenditures not dependent 
on the level of current 
disposable income that can 
result from factors such as 
real wealth, the interest 
rate, household debt, 
expectations, and tastes and 
preferences

S E C T I O N    C H E C K

1. The aggregate expenditure model is based on the idea that the components of aggregate demand must equal 
total output, implying that changes in aggregate demand cause fluctuations in real GDP.

2. In the simplest aggregate expenditure model, the price level is fixed to allow for easy evaluation of changes 
in demand due to real income.

3. In the simplest aggregate expenditure model, consumption spending is the primary determinant of aggregate 
demand.

4. Representative household analysis allows the determination of the value of average consumption spending.

5. Autonomous consumption is not dependent on income, but does depend on real wealth, the interest rate, 
household debt, future expectations, and tastes and preferences.

1. How does the assumption of a fixed price level in the Keynesian expenditure model solve the problem of 
 distinguishing between changes in the real value of a variable (such as GDP) and changes in its nominal value?

2. Would it be possible for some consumption expenditures to be autonomous and other parts of consumption 
expenditures not to be autonomous?

3. In what two ways does a higher interest rate tend to reduce current consumption?

4. What would happen to autonomous consumption expenditures if the value of a consumer’s stock market 
investments rose and his household debt rose at the same time?

5. What would happen to your autonomous consumption if you expected to get a job paying 10 times your 
 current salary next week?

6. Why do households headed by a 50-year-old tend to save a larger fraction of their incomes than those 
 headed by either a 30-year-old or a 70-year-old?

n What factors determine consumer 
spending?

n How do we find equilibrium in the 
aggregate expenditure model?

n Why does income equal output?

n Why does expenditure equal output?

Finding Equilibrium in the 
Aggregate Expenditure Model

In our first model, we looked at the economic vari-
ables that affected consumption expenditures when 

disposable income was fixed. This assumption is 

clearly unrealistic, but it allows us to develop some of 
the basic building blocks of the aggregate expenditure 
model. Now we’ll look at a slightly more complicated 
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model in which consumption also depends on dispos-
able income.

If you think about what determines your own cur-
rent consumption spending, you know that it depends 
on many factors previously discussed, such as your 
age, family size, interest rates, expected future dispos-
able income, wealth, and, most importantly, your cur-
rent disposable income. Recall from earlier chapters, 
disposable income is your after-tax income. Your 
personal consumption spending depends primarily on 
your current disposable income. In fact, empirical stud-
ies confirm that most people’s consumption spending is 
closely tied to their disposable income.

Revisiting Marginal Propensity 
to Consume and Save

What happens to current con-
sumption spending when a per-

son earns some additional disposable 
income? Most people will spend some of 
their extra income and save some of it. 
The percentage of your extra disposable 
income that you decide to spend on con-
sumption is what economists call your 
marginal propensity to consume (MPC). 
That is, MPC is equal to the change in 
consumption spending (ΔC) divided by 
the change in disposable income (ΔDY).

MPC � ΔC/ΔDY

For example, suppose you won a lottery prize of 
$1,000. You might decide to spend $750 of your win-
nings today and save $250. In this example, your mar-
ginal propensity to consume is 0.75 (or 75%) because 
out of the extra $1,000, you decided to spend 75 per-
cent of it (0.75 � $1,000 � $750).

The term marginal propensity to consume has two 
parts: (1) marginal refers to the fact that you received 
an extra amount of disposable income—in addition to 
your income, not your total income; and (2) propensity 
to consume refers to how much you tend to spend on 
consumer goods and services out of your additional 
income.

Marginal Propensity to Save

The flip side of the marginal propensity to consume 
is the marginal propensity to save (MPS), which is 

the proportion of an addition to your income that you 
would save or not spend on goods and services today. 

That is, MPS is equal to the change in savings (ΔS) 
divided by the change in disposable income (ΔDY).

MPS � ΔS/ΔDY

In the earlier lottery example, your marginal pro-
pensity to save is 0.25, or 25 percent, because you 
decided to save 25 percent of your additional dispos-
able income (0.25 � $1,000 � $250). Because your 
additional disposable income must be either consumed 
or saved, the marginal propensity to consume plus 
the marginal propensity to save must add up to 1, or 
100 percent.

Let’s illustrate the marginal propensity to consume 
in Exhibit 1. Suppose you estimated that you had to 
spend $16,000 a year, even if you earned no income 
for the year, for “necessities” such as food, clothing, 
and shelter. And suppose for every $1,000 of added 
disposable income you earn, you spend 75 percent of 

it and save 25 percent of it. So if your 
disposable income is $0, you spend 
$16,000 (that means you have to bor-
row or reduce your existing savings just 
to survive). If your disposable income 
is $40,000, you’ll spend $16,000 plus 
75 percent of $40,000 (which equals 
$30,000), for total spending of $46,000. 
If your disposable income is $80,000, 
you’ll spend $16,000 plus 75 percent 
of $80,000 (which equals $60,000), for 
total spending of $76,000.

What’s your marginal propensity 
to consume? In this case, if you spend 75 percent of 
every additional $1,000 you earn, your marginal pro-
pensity to consume is 0.75 or 75 percent. And if you 
save 25 percent of every additional $1,000 you earn, 
your marginal propensity to save is 0.25.

In Exhibit 1, the slope of the line represents the 
marginal propensity to consume. To better under-
stand this concept, look at what happens when your 
disposable income rises from $36,000 to $40,000. At 
a disposable income of $36,000, you spend $16,000 
plus 75 percent of $36,000 (which is $27,000), for 
total spending of $43,000. If your disposable income 
rises to $40,000, you spend $16,000 plus 75 percent 
of $40,000 (which is $30,000), for total spending 
of $46,000. So when your disposable income rises 
by $4,000 (from $36,000 to $40,000), your spend-
ing goes up by $3,000 (from $43,000 to $46,000). 
Your marginal propensity to consume is $3,000 (the 
increase in spending) divided by $4,000 (the increase 
in disposable income), which equals 0.75, or 75 
percent. But notice that this calculation is also the 
calculation of the slope of the line from point A to 
point B in the exhibit. Recall that the slope of the line 

marginal propensity to 
consume (MPC) 
the additional consumption 
that results from an 
additional dollar of income

marginal propensity to 
save (MPS) 
the additional saving that 
results from an additional 
dollar of income

Chapter 15  The Aggregate Expenditure Model 431



is the rise (the change on the vertical axis) over the 
run (the change on the horizontal axis). In this case, 
that’s $3,000 divided by $4,000, which makes 0.75 
the marginal propensity to consume. So the marginal 
propensity to consume is the same as the slope of 
the line in our graph of consumption and disposable 
income.

Now, let’s take this same logic and apply it to 
the economy as a whole. If we add up, or aggregate, 
everyone’s consumption and everyone’s income, we’ll 
get a line that looks like the one in Exhibit 1, but that 
applies to the entire economy. This line or functional 
relationship is called a consumption function. Let’s 
suppose consumption spending in the economy is  
$1 trillion plus 75 percent of income.

Now, with consumption equal to $1 trillion plus 
75 percent of income, consumption is partly autono-
mous (the $1 trillion part, which people would spend 
no matter what their income, which depends on the cur-

rent interest rate, real wealth, debt, and expectations), 
and partly induced, which means it depends on income. 
The induced consumption is the portion that’s equal to 
75 percent of income.

What is the total amount of expenditure in this 
economy? Because we’ve assumed that investment, 
government purchases, and net exports are zero, 
aggregate expenditure is just equal to the amount of 
consumption spending represented by our consump-
tion function.

Equilibrium in the Aggregate 
Expenditure Model

The next part of the aggregate expenditure model 
is to examine what conditions are needed for the 

economy to be in equilibrium. In order to determine 
equilibrium, we need to show (1) that income equals 
output in the economy, and (2) that in equilibrium, 
aggregate expenditure (or consumption in this exam-
ple) equals output. First, income equals output because 
people earn income by producing goods and services. 
For example, workers earn wages because they pro-
duce some product that is then sold on the market, and 
owners of firms earn profits because the products they 
sell provide more income than the cost of producing 
them. So any income that is earned by anyone in the 
economy arises from the production of output in the 
economy. From now on, we’ll use this idea and say 
that income equals output; we’ll use the terms income 
and output interchangeably. Another way to remember 
this concept is to recall the circular flow diagram; the 
top half (output) is always equal to the bottom half 
(income—the sum of wages, rents, interest payments, 
and profits).

The second condition needed for equilibrium 
(aggregate expenditure in the economy equals output) 
is the distinctive feature of the aggregate expenditure 
model. Just as income must equal output (because 
income comes from selling goods and services), aggre-
gate expenditure equals output because people can’t 
earn income until the products they produce are sold 
to someone. Every good or service that is produced in 
the economy must be purchased by someone or added 
to inventories. Exhibit 2 plots aggregate expenditure 
against output. As you can see, it’s a 45-degree line 
(slope 5 1). The 45-degree line shows that the number 
on the horizontal axis, representing the amount of 
output in the economy, real GDP (Y), is equal to the 
number on the vertical axis, representing the amount 
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The slope of the line represents the marginal propen-
sity to consume. At a disposable income of $36,000, 
you spend $16,000 plus 75 percent of $36,000 (which is 
$27,000), for total spending of $43,000. If your  
disposable income rises to $40,000, you spend $16,000 
plus 75 percent of $40,000 (which is $30,000), for total 
spending of $46,000. So when your disposable income 
rises by $4,000 (from $36,000 to $40,000), your spend-
ing goes up by $3,000 (from $43,000 to $46,000). Your 
marginal propensity to consume is $3,000 (the increase 
in spending) divided by $4,000 (the increase in dispos-
able income), which equals 0.75, or 75 percent. But 
notice that this MPC calculation is also the calculation 
of the slope of the line from point A to point B.

PART 5 The Macroeconomic Models432

section 15.2section 15.2section 25.2section 15.2section 15.2
exhibit 1exhibit 1exhibit 1exhibit 1exhibit 1



increase output in the economy. This process would 
continue until output reached its equilibrium level, 
where the two lines intersect. Another way to think 
about this disequilibrium is that consumers would be 
buying more than is currently produced, causing a 
decrease in inventories on shelves and in warehous-
es from their desired levels. Clearly, profit-seeking 
businesspeople would increase production to bring 
their inventory stocks back up to the desired levels. 
In doing so, they would move production to the 
equilibrium level.

Similarly, if output were above its equilibrium 
level, as would occur if output were Y2 in Exhibit 3, 
economic forces would act to reduce output. At this 
point, as you can see by looking at the graph, at point 
Y2 on the horizontal axis aggregate expenditure (D) is 
less than output (C). People wouldn’t want to buy all 
the output that is being produced, so producers would 
want to reduce their production. They would keep 
reducing their output until reaching the equilibrium 
level. Using the inventory adjustment process, inven-
tories would be bulging from shelves and warehouses 
and firms would reduce output and production until 
inventory stocks returned to the desired level. For 
example, automobile companies might close plants to 
reduce inventories.

This basic model—in which we’ve assumed that 
consumption spending is the only component of 
aggregate expenditure (that is, we’ve ignored invest-
ment, government spending, and net exports) and that 
some consumption spending is autonomous—is quite 
simple, yet it is the essence of the aggregate expendi-
ture model. Equilibrium in this model, and in more 
complicated versions of the model, always occurs 
where one line representing aggregate expenditure 
crosses another line that represents the equilibrium 
condition where aggregate expenditure equals output 
(the 45-degree line).

Now let’s put Exhibits 1 and 2 together to find 
the equilibrium in the economy, shown in Exhibit 3. 
As you might guess, the point where the two lines 
cross is the equilibrium point. Why? Because it is only 
at this point that aggregate expenditure is equal to 
output. Aggregate expenditure is shown by the flat-
ter line (Aggregate expenditure 5 Consumption). The 
equilibrium condition is shown by the 45-degree line 
(Y 5 AE). The only point for which consumption 
spending equals aggregate expenditure equals output 
is the point where those two lines intersect, labeled 
“Equilibrium.” Because these points are on the 45-de-
gree line, equilibrium output Y*, equals equilibrium 
aggregate expenditure AE*.

In Equilibrium, Aggregate 
Expenditure Equals Output
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The 45-degree line shows that the number on the  
horizontal axis, representing the amount of output in 
the economy, is equal to the number on the vertical 
axis, representing the amount of aggregate expenditure 
in the economy. If output is $14 trillion, then in equilib-
rium, aggregate expenditure must equal $14 trillion.

of real aggregate expenditure (AE) in the economy. 
If output is $14 trillion, then in equilibrium, aggregate 
expenditure must equal $14 trillion. All points of mac-
roeconomic equilibrium lie on the 45-degree line.

Disequilibrium in the Aggregate 
Expenditure Model

What would happen if, for some reason, output 
were lower than its equilibrium level, as would 

be the case if output were Y1 in Exhibit 3?
Looking at the vertical dotted line, we see that 

when output is Y1, aggregate expenditure (shown 
by the consumption function) is greater than output 
(shown by the 45-degree line). This amount is labeled 
the distance AB on the graph. So people would be 
trying to buy more goods and services (A) than were 
being produced (B), which would cause producers 
to increase the amount of production, which would 
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Disequilibrium and Equilibrium in the Aggregate Expenditure Model

When RGDP is Y1, aggregate expenditure is greater than output—distance AB on the graph. Consumers are trying to buy 
more goods and services (A) tha   n are being produced (B), which causes producers to increase the amount of produc-
tion, increasing output in the economy. This process continues until output reaches its equilibrium level, Y*, where the 
two lines intersect. If RGDP is at Y2, aggregate expenditure (D) is less than output (C). Consumers wouldn’t want to buy 
all the output that is being produced, so producers would want to reduce their production. They would keep reducing 
their output until the equilibrium level of output was reached. The only point for which consumption spending equals 
real aggregate planned expenditure equals output is the point where those two lines intersect. Because these points 
are on the 45-degree line, equilibrium output, Y* equals equilibrium aggregate expenditure AE*.
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S E C T I O N    C H E C K

1. The magnitude of change in consumption spending due to a change in income is the marginal propensity to 
consume (MPC); change in consumption divided by change in disposable income.

2. The counterpart of the marginal propensity to consume is the marginal propensity to save (MPS);  
the additional savings realized as a result of a change in income. MPS equals the change in saving divided by 
the change in disposable income.

3. When the aggregate expenditure model is in equilibrium, income equals output and aggregate expenditure 
equals output.

4. Income equals output because individuals earn income through production.

5. Aggregate expenditure equals output because income is earned when goods and services are sold.

1. If consumption purchases rise with disposable income, how would an increase in taxes affect consumption 
purchases?

2. If your marginal propensity to consume was 0.75, what is your marginal propensity to save? If your marginal 
propensity to consume rose to 0.80, what would happen to your marginal propensity to save?

3. Could a student have a positive marginal propensity to save, and yet have negative savings (increased  
borrowing) at the same time?

4. What would happen to the slope of the consumption function if the marginal propensity to save fell?

5. Why would an increase in disposable income increase induced consumption but not autonomous consumption?
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Now we can complicate our model in another 
important way by adding in the other three 

major components of expenditure in the economy: 
investment, government purchases, and net exports. As 
a first step, we’ll add these components to the model 
but assume that they are autonomous, that is, they 
don’t depend on the level of income or output in the 
economy. Later, we’ll relax that assumption.

Suppose that consumption depends on the level 
of income or output in the economy, but investment, 
government purchases, and net exports don’t; instead, 
they depend on other things in the economy, such as 
interest rates, political considerations, or the condition 
of foreign economies (we’ll discuss these things in more 
detail later). Now, aggregate expenditure (AE) consists 
of consumption (C) plus investment (I) plus govern-
ment purchases (G) plus net exports (NX):

AE ≡ C � I � G � NX

This equation is nothing more than a definition (indi-
cated by the ≡ rather than �): Aggregate expenditure 
equals the sum of its components.

When we add up all the components of aggregate 
expenditure, we’ll get an upward-sloping line, as we did 
in the previous section, because consumption increases 
as income increases. But because we’re now allowing 
for investment, government purchases, and net exports, 
the autonomous portion of aggregate expenditure is 
larger. Thus, the intercept of the aggregate expenditure 
line is higher, as shown in Exhibit 1.

What is the new equilibrium? As before, the equi-
librium occurs where the two lines cross, that is, where 
the aggregate expenditure line intersects the equilib-
rium line, which is the 45-degree line.

6. What tends to happen to inventories if aggregate expenditures exceed output? What tends to happen 
to output?

7. What tends to happen to inventories if output exceeds aggregate expenditures? What tends to happen to 
output?

n What is the impact of adding invest-
ment, government purchases, and net 
exports to aggregate expenditures?

n What is planned investment?

n What is unplanned investment?

n How does the aggregate expenditure 
model help explain the process of the 
business cycle?

Adding Investment, Government 
Purchases, and Net Exports

Now that we’ve added in the other components of 
spending, especially investment spending, we can begin 
to discuss some of the more realistic factors related to 
the business cycle. This discussion of what happens to 
the economy during business cycles is a major element 
of Keynesian theory, which was designed to explain 
what happens in recessions.

If you look at historical economic data, you’ll see 
that investment spending fluctuates much more than 
overall output in the economy. In recessions, output 
declines, and a major portion of the decline occurs 
because investment falls sharply. In expansions, invest-
ment is the major contributor to economic growth. 
The two major explanations for the volatile movement 
of investment over the business cycle involve planned 
investment and unplanned investment.

The first explanation for investment’s strong 
business cycle movement is that planned investment 
responds dramatically to perceptions of future changes 
in economic activity. If business firms think that the 
economy will be good in the future, they’ll build new 
factories, buy more computers, and hire more workers 
today, in anticipation of being able to sell more goods 
in the future. On the other hand, if firms think the 
economy will be weak in the future, they’ll cut back 
on both investment and hiring. Economists find that 
planned investment is extremely sensitive to firms’ per-
ceptions about the future. And if firms desire to invest 
more today, it generates ripple effects that make the 
economy grow even faster.

The second explanation for investment’s move-
ment over the business cycle is that businesses encoun-
ter unplanned changes in investment as well. The 
idea here is that recessions, to some extent, occur as 
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the economy is mak-
ing a transition, before 
it reaches equilibrium. 
We’ll use Exhibit 2 to 
illustrate this idea. In 
the exhibit, equilibrium 
occurs at output of Y*. 
Now, consider what 
would happen if, for some reason, firms produced too 
many goods, bringing the economy to output level Y2. 
At output level Y2, aggregate expenditure is less than 
output because the aggregate expenditure line is below 
the 45-degree line at that point. When people aren’t 
buying all the products that firms are producing, unsold 
goods begin piling up. In the national income accounts, 
unsold goods in firms’ inventories are counted in a 
subcategory of investment—inventory investment. The 
firms didn’t plan for this to happen, so the piling up 
of inventories reflects unplanned inventory investment. 
Of course, once firms realize that inventories are rising 
because they’ve produced too much, they cut back on 
production, reducing output below Y2. This process 
continues until firms’ inventories are restored to nor-
mal levels and output returns to Y*.

Now let’s look at what would happen if firms 
produced too few goods, as occurs when output is 

Adding Investment, Government Purchases, and Net Exports  
to Aggregate Expenditures

Adding I 1 G 1 NX leads to a larger intercept of the aggregate expenditure line. Because consumption is the only  
component of aggregate expenditure that depends on income, the slope of the line is the same as the slope of the line 
in Exhibit 3 of Section 25.2.
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Unplanned Inventory Investment
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An unplanned
decrease in
inventories

An unplanned
increase in
inventories

Leads to a
decrease in
production

Leads to an
increase in
production

At Y2, AE is less than output and unsold goods pile up. 
As unplanned inventory investment builds up, firms cut 
back on production until equilibrium output is restored at 
Y*. At Y1, AE is greater than output: Consumers want to 
buy more than firms are producing. Inventories become 
depleted and firms increase production until inventories 
are restored and output returns to equilibrium at Y*.

unplanned inventory 
investment  
collection of inventory that 
results when people do not 
buy the products firms are 
producing
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at Y1. At output level Y1, aggregate expenditure is 
greater than output because the aggregate expenditure 
line is above the 45-degree line at that point. People 
want to buy more goods than firms are producing, so 
firms’ inventories begin to decline or become depleted. 
Again, this change in inventories shows up in the 
national income accounts, this time as a decline in 
firms’ inventories and thus a decline in investment. 
Again, the firms didn’t plan for this situation, so once 
they realize that inventories are declining because they 
haven’t produced enough, they’ll increase production 

beyond Y1. Equilibrium is reached when firms’ inven-
tories are restored to normal levels and output returns 
to Y*.

So, our Keynesian expenditure model helps to 
explain the process of the business cycle, working 
through investment. Next, let’s see how other eco-
nomic events can act to affect the equilibrium level 
of output in the economy. We’ll begin by looking at 
how changes in autonomous spending (consumption, 
investment, government purchases, and net exports) 
can influence output.

S E C T I O N    C H E C K

1. Aggregate expenditure consists of consumption (C), investment (I), government expenditures (G), and net 
exports (NX). Hence, in the aggregate expenditure model, output is the result of these components.

2. Changes in planned or unplanned investment contribute to the fluctuations evident in the business cycle.

1. When all the nonconsumption components of aggregate expenditures are autonomous, why does the 
 aggregate expenditures line have the same slope as the consumption function?

2. If net exports are negative, what happens to the aggregate expenditures line, other things equal? What will 
happen to equilibrium income?

3. As the economy turns toward a recession, what happens to unplanned inventory investment? Why? What 
happens to planned investment? Why?

4. How does unplanned inventory investment signal which way real GDP will tend to change in the economy?

n How do changes in the components of 
aggregate expenditure affect the 
aggregate expenditure curve?

n How does the multiplier affect 
aggregate expenditures?

Shifts in Aggregate Expenditure 
and the Multiplier

What happens if one of the components of aggre-
gate expenditure increases for reasons other 

than an increase in income? Remember that we called 
these components or parts autonomous. Households’ 
expectations might become more optimistic, or house-
holds may find credit conditions easier as interest rates 
decline, or their real wealth might increase as the stock 
market rises. All these factors increase autonomous 
consumption, and thus total consumption at every level 
of income increases. Firms might increase their invest-
ment (especially if their productivity rises or the interest 
rate declines), government might increase its spending, 

or net exports could rise as foreign economies improve 
their economic health. Any of these things would 
increase aggregate expenditure for any given level of 
income, shifting the aggregate expenditure curve up, as 
shown in Exhibit 1.

Suppose that firms optimistic about their future 
profitability increase their planned investment spend-
ing on plants, factories and machines by $100 billion. 
In Exhibit 1 , we see that the increase in planned invest-
ment spending shifts the aggregate expenditure curve 
upward and results in a $400 billion gain in equilib-
rium real GDP; the difference between the equilibrium 
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real GDP at point A and the equilib-
rium real GDP at point B. How did the 
$100 billion increase in autonomous 
investment raise real GDP demanded 
by $400 billion? This result might seem 
amazing—that an increase in planned 
investment spending of a $100 billion 
can result in a $400 billion increase in real GDP—but 
it merely reflects a well-understood  process, known as 
the expenditure multiplier.

A caution here: Do not assume that the multiplier 
applies only to changes in planned investment spend-
ing. Multipliers apply to any increase in autonomous 
expenditure. As an example, if the stock market went 
up to increase the amount of autonomous household 
spending by $100 billion, the level of output would 
go up the same $400 billion as found in the preceding 
example.

The idea of the multiplier is that permanent 
increases in spending in one part of the economy lead 
to increased spending by others in the economy as 
well. When firms increase investment spending private 
resource owners earn more wages, interest, rents, and 

profits, so they spend more. The higher level of eco-
nomic activity encourages even more spending, until 
a new equilibrium with higher output is reached, Y2

rather than Y1. In this example, the increase in output 
is four times as big as the initial increase in investment 
spending that started the cycle. Let’s see how this pro-
cess works in more detail.

Exhibit 2 shows what happens along the way. 
We begin at point A, with output of $14 trillion. 
The increase in investment spending of $100 bil-
lion directly increases aggregate expenditure by that 
amount, represented by point B. Firms observe the 
increase in aggregate expenditure (perhaps because 
they see their inventories declining), so over the 
next few months they produce more output, moving 
the economy to point C, with output of $14.1 tril-
lion. But now consumers have an extra $100 billion 
in income and they wish to spend three-fourths of 
it (because the marginal propensity to consume is 
0.75). Three-fourths of $100 billion is $75 billion, 
so consumers now spend an additional $75 billion, 
increasing aggregate expenditure to $14.075 trillion at  
point D. Again, firms observe the increase in expendi-
ture, so over the next few months they increase output, 
bringing the economy to point E. This process contin-
ues until the economy eventually reaches point Z, at 
which output is $14.4 trillion. 

You can see on the graph how the economy reaches 
its new equilibrium at point Z. We can also calculate 

it numerically by adding up an infi-
nite series of numbers in the following 
way. The first increase in output was  
$100 billion, which comes directly from 
the increase in investment spending. 
Then consumers, with higher incomes of 
$100 billion, want to spend three-fourths 
of it, so they increase spending: $100 bil-

lion 3 3/4 5 $75 billion. Now, with incomes higher 
by $75 billion, consumers want to spend an additional 
three-fourths of it: $75 billion 3 3/4 5 $56 billion. Again, 
incomes are higher, so consumers will spend more, this 
time in the amount $56 billion 3 3/4 5 $42 billion. The 
process continues indefinitely. To find the total increase 
in output (or income), we simply need to add up all  
these amounts. It turns out that an infinite sum with 
this pattern is exactly $100 billion/(1 2 3/4) 5 $400 
billion. So output increases by $400 billion from $14 
trillion to $14.4 trillion.

This calculation of the sum of all the increases to 
output can be written in a convenient way. As you saw 
in this example, the multiplier depends on how much 
consumers spend out of any additions to their income. 
So in this model in which consumption spending is the 

Increases in the Autonomous 
Components of Aggregate 
Expenditure

If one of the “autonomous” components of aggregate 
expenditure increases for reasons other than an increase 
in income like: optimistic consumer or business expec-
tations, a decrease in the interest rate, or real wealth 
increases, government might increase its spending, or 
net exports could rise as foreign economies improve 
their economic health. Any of these things would 
increase aggregate expenditure for any given level of 
income, shifting the aggregate expenditure curve up, as 
shown in Exhibit 1.

Real GDP, Y
(trillions of dollars)

45°

AE2 

AE1

Y = AE

0 Y1 Y2

A

Z

R
ea

l A
g

g
re

g
at

e 
E

xp
en

d
it

u
re

(t
ri

lli
o

n
s 

o
f 

d
o

lla
rs

)

expenditure multiplier  
the multiplier that only 
considers the impact of 
consumption changes on 
aggregate expenditures
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only component of aggregate expenditure that depends 
on income, the multiplier is equal to 1/(1 2 MPC), 
where MPC is the marginal propensity to consume. In 
the previous example, MPC 5 3/4, so the multiplier is 
1/(1 2 3/4) 5 4. The same multiplier holds whether 
the increase in aggregate expenditures arises from an 
increase in investment spending, as in the example, 
or from an increase in other autonomous elements of 
spending, such as government purchases, net exports, 
or the autonomous portion of consumption spending. 
The larger (smaller) the MPC the larger(smaller) the 
multiplier. For example, if the MPC is .8 (1/1 - .8 or 
1/.2 = 5) than the multiplier would be 5. If the MPC is 
.5 (1/1 - .5 or 1/.5 = 2).  The true multiplier is usually 
smaller because of complications that we will discuss in 
the chapter on Fiscal Policy. 

The multiplier can operate in both directions.  
During the Great Depression, both consumption 
spending and planned investment fell causing a decease 
in aggregate expenditure. As sales fell, workers were 
laid off and falling levels of production and income 
led to further declines in consumption spending as the 
economy fell into a downward spiral.  The downturn 
can also start in a certain sector and than spread via 
the multiplier to other sectors of the economy.  Recall, 
the information technology recession of 2001. The 
initial impact of the decline in investment spending 
was felt in the computer and telecommunications 
industries but eventually the declines in production, 
income and spending spread into other industries; 
like automobiles, furniture, appliances, airlines and 
restaurants.  

Aggregate Expenditures and the Multiplier Process

At point A, output is $14 trillion and the increase in government purchases of $500 billion directly increases aggregate 
expenditure by that amount, represented by point B. Firms observe the increase in aggregate expenditure and produce 
more output, moving the economy to point C, with output of $14.075 trillion. But now consumers have an extra $100 
billion in income and they wish to spend three-fourths of it (the MPC is 0.75). Three-fourths of $100 billion is $75 bil-
lion, so consumers now spend an additional $75 billion, increasing aggregate expenditure to $14.075 trillion at point D. 
Again, firms observe the increase in expenditure and increase output, bringing the economy to point E. This process 
continues until the economy eventually reaches point Z, at which output is $14.4 trillion.
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To go from the Keynesian-cross aggregate expen-
diture model to aggregate demand, all we need to 

add is how the price level affects the components of 
aggregate demand.

The effect of different price levels can be seen in 
Exhibit 1. Let’s consider three different price levels, P � 
90, P � 100, and P � 110, where P is a price index like 
the GDP deflator. Suppose the price level is 100, and 
suppose at that level of prices, the aggregate expenditure 
curve is given as the curve labeled AE (P � 100), shown 
in the top diagram. The equilibrium in the Keynesian 
aggregate expenditure model occurs at point A. Now we 
plot point A in the bottom diagram, corresponding to a 
price level of 100 and output of $8 trillion.

What happens if the price level falls from 100 to 
90? Recall from the previous chapter, that a lower price 
level will cause an increase in RGDP demanded through 
the real wealth, interest rate and open economy effects.  
The lower price level will (1) increase the real value of 

household’s money holdings (part of their wealth) caus-
ing purchasing power to rise leading to greater consump-
tion expenditures (2) firms and households reduce their 
holdings of money and save more causing interest rates 
to fall increasing investment and consumption expen-
ditures and (3) it leads to an increase in imports and a 
decrease in exports. As a consequence of the increase in 
RGDP demanded associated with the lower price level 
there is a higher level of planned expenditures, so the 
aggregate expenditure curve shifts up to (AE, P = 90) 
and the new equilibrium is at point B.  So we plot B in 
the bottom diagram , corresponding to the price level 90 
and output $15 trillion, as seen in Exhibit 1.

Finally, what happens if the price level rises to 
110? The higher price level will (1) decrease the value 
of household’s money holdings (part of their wealth) 
causing purchasing power to fall leading to reduced 
consumption expenditures (2) firms and households 
increase their holdings of money and increase the 

S E C T I O N    C H E C K

1. Autonomous changes in the components of aggregate expenditure change the total level of aggregate 
expenditure, and thus output.

2. The effect of spending in one part of the economy is magnified by the multiplier and can affect the other 
components; the change in output may be greater than the change in spending.

3. Where consumption spending is the only variable of aggregate expenditure dependent on income, the 
multiplieris 1/(1 � MPC).

1. If autonomous expenditure rises and the marginal propensity to consume rises, what would happen to 
equilibrium income?

2. If autonomous expenditure rises and the marginal propensity to consume falls, what would happen to 
equilibrium income?

3. If the marginal propensity to consume was 0.75, what would happen to equilibrium income if government 
purchases increased by $500 billion and investment fell by $500 billion at the same time? What if government 
purchases increased by $500 billion and investment fell by $400 billion at the same time?

4. Why does a larger marginal propensity to consume lead to a larger multiplier?

5. If autonomous consumption was $300 billion, investment was $200 billion, government purchases were 
$400 billion, and net exports were a negative $100 billion, what would autonomous consumption be? What 
would equilibrium income be?

6. What would happen to equilibrium income if, other things equal, imports increased by $100 billion and the 
marginal propensity to consume was 0.9?

n Why do aggregate expenditures depend 
on the price level?

n How do we move from aggregate 
expenditures to aggregate demand?

From Aggregate Expenditures 
to Aggregate Demand
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demand for loanable funds causing interest rates to rise 
decreasing consumption and investment expenditures 
and (3) it leads to an increase in exports and a decrease 
in imports. As a consequence of the decrease in RGDP 
demanded associated with the higher price level there 
is a lower level of planned expenditures (AE, P = 110) 
and a lower level of output, $13 trillion, as seen in 
Exhibit 1. The higher price level means lower aggre-
gate expenditure, so the aggregate expenditure curve 
shifts down to AE(P 5 110), and the equilibrium in the 
Keynesian-cross diagram is at point C. We plot point C 
in the bottom diagram, corresponding to a price level 
of 110 and output of $13 trillion.

Notice that the higher the price level, the lower 
is aggregate demand. Imagine carrying out this same 
experiment for every possible price level. Then the 
points like A, B, and C in the lower diagram would 
trace out the entire aggregate demand curve.

Shifts in Aggregate Demand

In the previous section, we used the relationship 
between aggregate expenditure and the price level to 

derive the aggregate demand curve. Now we’ll show 
that changes in any of the components of aggregate 
expenditure that occur for any reason other than a 
change in the price level or output lead to a shift of the 
aggregate demand curve. We’ll start with Exhibit 1 
(but to keep things readable we’ll only draw in one 
of the aggregate expenditure lines in the top half of 
the exhibit), then consider what happens when the 
autonomous parts of consumption, investment, gov-
ernment purchases, or net exports change. Such a 
change would shift the aggregate expenditure curve 
upwards, as shown in Exhibit 2, where we denote the 
original aggregate expenditure curve AE1 and the new 
aggregate expenditure curve AE2. 

Originally, we had equilibrium at point A with 
output of $14 trillion when the price level was 100. 
After the increase in government spending, the aggre-
gate expenditure curve shifts up, and we get equilibri-
um at point D with output of $14.5 trillion when the 
price level is 100. Similarly, for any other given price 
level, equilibrium output would be higher. So, the 
new aggregate demand curve on the lower diagram 
has shifted to the right. In sum, changes in the price 
level create the real wealth, interest rate, and open 
economy effects which shift the aggregate expen-
diture curve changing RGDP demanded and these 
price quantity combinations generate the aggregate 
demand curve.  But at a given price level, changes in 
spending plans, C, I, G or (X-M), shift the aggregate 
demand curve.

The aggregate demand curve can now be com-
bined with a model of aggregate supply in the 
economy. As an example, suppose the aggregate sup-
ply curve is vertical, as it must be in the long run, 
because the price level has no long-lasting effect on 
output. Now, consider our example of an increase 

From Aggregate Expenditure 
to Aggregate Demand
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Suppose the price level is 100, and suppose at that level 
of prices, the aggregate expenditure curve is given as the 
curve labeled AE(P 5 100), shown in the top diagram. 
The equilibrium in the aggregate expenditure model 
occurs at point A. Now we plot point A in the bottom 
diagram, corresponding to a price level of 100 and output 
of $14 trillion. If the price level falls from 100 to 90, the 
aggregate expenditure curve shifts up to AE(P 5 90), and 
the equilibrium in the Aggregate-cross diagram is at point 
B. So we plot point B in the bottom diagram, correspond-
ing to price level 90 and output $15 trillion. If the price 
level rises to 110 the aggregate expenditure curve shifts 
down to AE(P 5 110), and the equilibrium is at point C. 
We plot point C in the bottom diagram, corresponding to 
a price level of 110 and output of $13 trillion.
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in government purchases (or any other autonomous 
change). As shown in Exhibit 3, the original aggre-
gate demand curve is AD1 and the increase in govern-
ment purchases shifts the aggregate demand curve to 
AD2. What happens to output? It is unchanged from 
its original level. A rise in the price level from 100 to 
105 is the only effect of the higher level of govern-
ment expenditures.

Recall in the short run the aggregate supply curve 
slopes upward, so an increase in aggregate demand will 
lead to some increase in output in the short run. In that 

Shifting the Aggregate 
Expenditure and the  
Aggregate Demand Curve

If the autonomous parts of consumption, investment, 
government purchases, or net exports change, it shifts 
the aggregate expenditure curve upwards from AE1 
to AE2. Originally, we had equilibrium at point A with 
output of $14 trillion when the price level was 100. 
Now suppose the government increased spending, 
the aggregate expenditure curve shifts up, and we get 
equilibrium at point D with output of $14.5 trillion when 
the price level is 100. Similarly, for any other given 
price level, equilibrium output would be higher. So, the 
new aggregate demand curve on the lower diagram 
has shifted to the right.
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An increase in government purchases shifts the 
aggregate demand curve from AD1 to AD2. Output is 
unchanged, and the price level rises from 100 to 105. 
In this case, the expenditure multiplier effect on real 
output (RGDP) is zero because the changes in aggre-
gate expenditure lead to no increase in output.

case, the effect on real output in the short run will be 
greater than zero.

Therefore, the important point is that supply con-
siderations are important in constraining the impact 
of a change in aggregate expenditure on output.

Limitations of the Aggregate 
Expenditure Model

The aggregate expenditure model is helpful in 
explaining how short-run business cycles occur. 

However, the model fails to show price level changes so 
there is no way to measure inflation. The model also fails 
to explain the stagflation of the 1970s—unemployment 
and inflation together—that is, it does not incorporate 
possible shifts in the aggregate supply curve. In other 
words, it cannot explain cost-push inflation. It also 
does not take into consideration the expectations of 
consumers and firms as they react to changes in poli-
cies designed to stabilize the economy. It does not take 
into account that an economy can temporarily produce 
beyond the natural rate of real output, RGDPNR. It 
does not allow for the economy to self-correct.
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S E C T I O N    C H E C K

1. The aggregate demand curve is derived by the relationship of the price level and output, plotted by the 
Keynesian-cross equilibrium at varying price levels.

2. Changes in aggregate expenditures for reasons other than price level or output will shift the aggregate 
demand curve.

3. When prices are sticky, the SRAS curve is flat, meaning that changes in aggregate demand result in little 
change in the price level, but significant changes in RGDP.

4. Price stickiness is likely when the economy has excess capacity, but is less likely when resources are at full 
capacity.

1. In the aggregate expenditure model, does a lower price level lead to an increase in the real quantity of goods 
and services demanded or an increase in demand?

2. If autonomous expenditures increased by $20 billion, what is the change in aggregate demand at a given 
price level if the marginal propensity to consume is 0.75?

3. If autonomous expenditures decreased by $50 billion, what is the change in aggregate demand at a given 
price level if the marginal propensity to consume is 0.8?

4. Along a vertical long-run aggregate supply curve, what effect will a $10 billion increase in government expen-
ditures have on real output?

5. If the short-run aggregate supply curve is upward sloping, why will the change in real output due to an 
increase in autonomous expenditures in the short run be less than that indicated by the change in aggregate 
demand?

6. If wages are sticky downward, why will a decrease in autonomous expenditures reduce real output much like 
the Keynesian expenditure model indicates?

J 
ohn Maynard Keynes was born in Cambridge, 
England, in 1883. Keynes’s father was a 
political economist and logician, his mother 

a justice of the peace who eventually became the 
mayor of Cambridge, England.

Many would argue that Keynes was one of the 
most brilliant minds of the twentieth century. He 
was educated at Eton and Cambridge, where he 
studied mathematics and philosophy. Keynes had a 
brief tutelage under Alfred Marshall who tried to con-
vince Keynes to pursue economics. Keynes began 
his career in the India Office of the British govern-
ment. He soon became bored and returned to King’s 
College, Cambridge, to lecture in economics, a post 
he held until his death in 1946.

Keynes had many interests outside of economics, 
including mathematics, art, and theater. Keynes mar-
ried a Russian ballerina and, for a time, he associated 
with a group of intellectuals known as Bloomsury 

Group (which included such notables as E. M. Forster 
and Virginia Wolff).

Keynes’s contributions to the field of economics 
have influenced public policy since 1930. He is the 
father of discretionary fiscal policy—deliberating 
using government spending and taxes to stabilize 
the economy.

Keynes believed that the economy could stay 
in a period of unemployment for a long time and 
not self-correct. Specifically, Keynes emphasized 
the idea that wages and prices do not always 
adjust rapidly to bring about full employment in 
an economy. Keynes believed that government 
spending could stimulate the economy back to full 
employment.

Keynes was also a successful investor in the 
commodity and stock markets. His own net worth 
increased from a miniscule level in 1920 to over 
$2 million by the time of his death.

JOHN MAYNARD KEYNES (1883–1946)
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Fill in the blanks:

 1. Keynes believed that _____________ was the critical 
determinant of the overall level of economic activity.

 2. In the simple Keynesian model, we assume that the price 
level is _____________ as output changes.

 3. _____________ spending is the largest component of the 
demand for final goods and services.

 4. The _____________ factors affecting consumption are 
those that do not depend on income.

 5. A(n) _____________ in real wealth would decrease 
autonomous consumption.

 6. A higher interest rate today tends to make items 
purchased on credit _____________ expensive and 
_____________ expenditures on those items.

 7. Either lower interest rates or lower household 
debt would tend to _____________ autonomous 
consumption.

 8. An increase in consumer confidence would tend to 
_____________ consumption spending.

 9. Personal consumption spending depends most 
importantly on your current _____________.

 10. Your marginal propensity to consume is equal to the 
change in _____________ divided by the change in 
_____________.

 11. The more you spend out of any given increase in 
income, the _____________ your marginal propensity to 
consume.

 12. Your marginal propensity to save is equal to the 
change in _____________ divided by the change in 
_____________.

 13. The MPC and MPS must add up to _____________.

 14. The MPC is equal to the _____________ of the 
consumption function.

 15. Consumption spending is partly _____________, or 
independent of income, and partly _____________, or 
dependent on income.

 16. Income and _____________ are always the same in the 
economy.

 17. Aggregate _____________ equal _____________ when 
the economy is in equilibrium.

 18. In the Keynesian model, if output were lower than its 
equilibrium level, inventories would _____________ 
desired levels and producers would _____________ 
output.

 19. When inventories rise above desired levels, output will 
_____________.

 20. When aggregate expenditures exceed output, output will 
_____________.

 21. In addition to consumption, the major components 
of aggregate expenditures are _____________, 
_____________, and _____________.

 22. Only in equilibrium do aggregate expenditures 
_____________ output.

 23. One reason that investment contributes to the business 
cycle is that _____________ investment responds 
dramatically to perceptions about future changes in 
business activity.

 24. When unplanned inventory investment is 
_____________, output will tend to fall.

 25. In equilibrium, unplanned business investment 
_____________ zero.

 26. An increase in autonomous government purchases by 
$2 billion will increase output by _____________ 
$2 billion in the simple Keynesian model.

 27. The expenditure multiplier is equal to 1 divided 
by _____________, when consumption is the only 
component of aggregate expenditures.

 28. When autonomous investment increases, the level of 
consumption will _____________ as a result.

 29. The _____________ is MPC, the smaller is the 
expenditure multiplier.

 30. To go from the aggregate expenditure model 
to aggregate demand, we need to add how the 
_____________ affects each of the aggregate expenditure 
components.

 31. Consumption, investment, and net exports all increase 
as a result of a _____________ in the price level.

 32. In terms of the aggregate expenditure model, a fall in 
the price level shifts the aggregate expenditures curve 
_____________.

 33. Changes in any of the components of aggregate 
expenditures for any reason other than a change in the 
_____________ or _____________ will also shift the 
aggregate demand curve.

 34. When the aggregate expenditure curve shifts up for 
reasons other than changes in the price level, the 
aggregate demand curve shifts _____________.

 35. The aggregate supply curve must be _____________ in 
the long run.
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 36. If the short-run aggregate supply curve slopes upward, 
an increase in aggregate demand will increase real 
output _____________ than aggregate expenditures in 
the short run.

 37. The aggregate expenditure model could not explain the 
_____________ of the 1970s.

Answers: 1. total spending 2. constant 3. Consumption 4. autonomous 5. decrease 6. more; reduces 7. increase 8. increase 9. disposable 
income 10. consumption spending; disposable income 11. greater 12. savings; disposable income 13. 1 14. slope 15. autonomous; induced 
16. output 17. expenditures; output 18. fall below; increase 19. fall 20. rise 21. investment; government purchases; net exports 22. equal 
23. planned 24. positive 25. equals 26. more than 27. (1 � MPC) 28. increase 29. smaller 30. price level 31. fall 32. up 33. price level; 
income 34. right 35. vertical 36. less 37. stagflation

Key Terms and Concepts

 Simple Aggregate 
Expenditure Model
 1. How does the assumption of a fixed price level 

in the Keynesian expenditure model solve the 
problem of distinguishing between changes in 
the real value of a variable (such as GDP) and 
changes in its nominal value?
If the price level is fixed, a change in nominal income is 
equivalent to a change in real income.

 2. Would it be possible for some consumption 
expenditures to be autonomous and other 
parts of consumption expenditure not to be 
autonomous?
Yes. Some consumption depends on income, but 
other consumption is autonomous (not changing with 
income), depending on variables such as real wealth, 
interest rates, and so on.

 3. In what two ways does a higher interest rate 
tend to reduce current consumption?
A higher interest rate reduces current consumption by 
(1) increasing the cost of consumption items bought 
on credit and (2) increasing the return to current 
saving, which increases savings, which in turn reduces 
consumption.

 4. What would happen to autonomous 
consumption expenditures if the value of a 
consumer’s stock market investments rose and 
his household debt rose at the same time?
If the value of a consumer’s stock market investments 
rose, it would increase autonomous consumption, but 

Sect ion Check Answers

if household debt rose, it would reduce autonomous 
consumption. Since these effects are in opposite 
directions, the net effect would be indeterminate, 
without more information.

 5. What would happen to your autonomous 
consumption if you expected to get a job paying 
10 times your current salary next week?
Since your expected future income will rise 
substantially, just like an increase in real wealth, it will 
increase your current consumption.

 6. Why do households headed by a 50-year-old 
tend to save a larger fraction of their incomes 
than those headed by either a 30-year-old or a 
70-year-old?
A 50-year-old is in his peak earning years and is also 
trying to save for retirement, both of which increase 
saving. A 70-year-old is in retirement and drawing 
down previous savings. A 30-year-old has a relatively 
low income and is often faced with the expenses of 
raising a family.

 Finding Equilibrium in the 
Aggregate Expenditure Model
 1. If consumption purchases rise with disposable 

income, how would an increase in taxes affect 
consumption purchases?
An increase in taxes reduces disposable income, which 
in turn reduces consumption purchases.
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 2. If your marginal propensity to consume was 
0.75, what is your marginal propensity to save? 
If your marginal propensity to consume rose 
to 0.80, what would happen to your marginal 
propensity to save?
Since the marginal propensity to consume plus the 
marginal propensity to save must equal 1, if MPC � 
0.75, MPS � 0.25. If MPC � 0.8, MPS � 0.2.

 3. Could a student have a positive marginal 
propensity to save, and yet have negative 
savings (increased borrowing) at the same time?
Yes. A student could be increasing his saving 
(decreasing his dissaving) with each dollar of income 
earned, yet still have an income low enough (less than 
autonomous consumption divided by MPS) that he 
must borrow.

 4. What would happen to the slope of the 
consumption function if the marginal propensity 
to save fell?
Since the slope of the consumption function equals 
MPC, a fall in MPS implies an increase in MPC and 
a steeper consumption function.

 5. Why would an increase in disposable income 
increase induced consumption but not 
autonomous consumption?
Autonomous consumption is defined as consumption 
spending that does not depend on income, while 
induced consumption spending is induced by increases 
in disposable income.

 6. What tends to happen to inventories if 
aggregate expenditures exceed output? What 
tends to happen to output?
If aggregate expenditures exceed output, inventories 
will fall, which will give producers incentives to 
increase output.

 7. What tends to happen to inventories if output 
exceeds aggregate expenditures? What tends to 
happen to output?
If output exceeds aggregate expenditures, inventories 
will rise, giving producers incentives to decrease output.

 Adding Investment, 
Government Purchases, 
and Net Exports
 1. When all the nonconsumption components of 

aggregate expenditures are autonomous, why 
does the aggregate expenditures line have the 
same slope as the consumption function?
The slope of the aggregate expenditures line equals 
the change in aggregate expenditures divided by 

the change in income, but where only consumption 
depends on income, the change in aggregate 
expenditures equals the change in consumption, and 
the aggregate expenditures line has the same slope as 
the consumption function.

 2. If net exports are negative, what happens to the 
aggregate expenditures line, other things equal? 
What will happen to equilibrium income?
Autonomous expenditures equals the sum of 
autonomous consumption plus investment plus 
government purchases plus net exports. If net exports 
are negative, autonomous expenditures are lower and 
the aggregate expenditure line shifts down, resulting in 
lower equilibrium income.

 3. As the economy turns toward a recession, what 
happens to unplanned inventory investment? 
Why? What happens to planned investment? 
Why?
As the economy turns toward a recession, unplanned 
inventory investment is positive because sales are 
less than producers’ planned. Planned inventory falls 
because it is very sensitive to perceptions of future 
changes in business conditions.

 4. How does unplanned inventory investment 
signal which way real GDP will tend to change in 
the economy?
Unplanned inventory increases signal that demand 
was weaker than expected, which will tend to result 
in a decrease in real output and income. Unplanned 
inventory decreases signal that demand was stronger 
than expected, which will tend to result in an increase 
in real output and income.

 Shifts in Aggregate 
Expenditure and the Multiplier
 1. If autonomous expenditure rises and the 

marginal propensity to consume rises, what 
would happen to equilibrium income?
Either of these changes moves the AE intersection 
with the 45° line to the right, increasing equilibrium 
income.

 2. If autonomous expenditure rises and the 
marginal propensity to consume falls, what 
would happen to equilibrium income?
Since the first change moved the AE intersection with 
the 45° line to the right, the second moved it left. Since 
the two changes would change equilibrium income 
in opposite directions, we do not know the net effect 
without more information.
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 3. If the marginal propensity to consume was 
0.75, what would happen to equilibrium 
income if government purchases increased 
by $500 billion and investment fell by 
$500 billion at the same time? What if 
government purchases increased by $500 
billion and investment fell by $400 billion at 
the same time?
If government purchases increased by $500 billion 
and investment fell by $500 billion at the same 
time, there would be no change in autonomous 
expenditures and therefore no change in equilibrium 
income. If government purchases increased by 
$500 billion and investment fell by $400 billion 
at the same time, autonomous expenditures 
would increase by $100 billion. It would increase 
equilibrium income by $100 billion times one over 
one minus 0.75, or $400 billion.

 4. Why does a larger marginal propensity to 
consume lead to a larger multiplier?
A larger marginal propensity to consume makes the 
denominator of the multiplier smaller, which makes the 
multiplier larger.

 5. If autonomous consumption was $300 billion, 
investment was $200 billion, government 
purchases were $400 billion, and net exports 
were a negative $100 billion, what would 
autonomous consumption be? What would 
equilibrium income be?
Autonomous expenditures are the autonomous 
components of consumption, investment, and 
government purchases plus net exports. Here that 
would be $300 billion plus $200 billion plus $400 
billion minus $100 billion, or $800 billion. Equilibrium 
income would be $800 billion times one over one 
minus MPC. We cannot calculate that number without 
knowing MPC.

 6. What would happen to equilibrium income if, 
other things equal, imports increased by $100 
billion and the marginal propensity to consume 
was 0.9?
Net exports would decrease by $100 billion, which 
would decrease autonomous expenditures by $100 
billion. Income would fall by $100 billion times one 
over one minus 0.9, or $1 trillion.

 From Aggregate Expenditures 
to Aggregate Demand
 1. In the aggregate expenditure model, does a 

lower price level lead to an increase in the real 

quantity of goods and services demanded or on 
increase in demand?
A lower price level increases the real quantity of goods 
and services demanded. However, because it was 
caused by a changing price level rather than a change in 
autonomous expenditures, it does not cause a change in 
aggregate demand.

 2. If autonomous expenditures increased by $20 
billion, what is the change in aggregate demand 
at a given price level if the marginal propensity 
to consume is 0.75?
AD would increase by the increase in autonomous 
expenditures times one over one minus MPC, or $20 
billion � 4 � $80 billion.

 3. If autonomous expenditures decreased by $50 
billion, what is the change in aggregate demand 
at a given price level if the marginal propensity 
to consume is 0.8?
AD would decrease by the decrease in autonomous 
expenditures times one over one minus MPC, or $50 
billion � 5 � $250 billion.

 4. Along a vertical long-run aggregate supply 
curve, what effect will a $10 billion increase 
in government expenditures have on real 
output?
A change in aggregate expenditures, increasing 
aggregate demand, will have no effect on real output 
along a vertical long-run aggregate supply curve, 
regardless of MPC.

 5. If the short-run aggregate supply curve is 
upward sloping, why will the change in real 
output due to an increase in autonomous 
expenditures in the short run be less than 
that indicated by the change in aggregate 
demand?
If the short-run aggregate supply curve is upward 
sloping, real output will increase less than the change in 
aggregate demand.

 6. If wages are sticky downward, why will a 
decrease in autonomous expenditures reduce 
real output much like the Keynesian expenditure 
model indicates?
A decrease in autonomous expenditures will reduce AD 
by the amount indicated by the multiplier formula. If 
wages are sticky downward, the short-run aggregate 
supply curve will be nearly horizontal over the relevant 
range, and the fall in real output would be nearly as 
great as the fall in AD.
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True or False:
1. In the aggregate expenditure model, when total spending increases, firms increase their output and hire more workers.

2. When we assume the price level is constant, we do not have to distinguish real variable changes from nominal variable 
changes.

3. The aggregate expenditure approach assumes that prices and wages are constant until we reach full employment.

4. Disposable income is one of the dominant factors in determining the demand for consumer goods.

5. An increase in property values or a stock market boom would tend to reduce autonomous consumption.

6. If either interest rates fell or the level of household debt rose, autonomous consumption would tend to fall.

7. A decrease in consumer confidence would tend to reduce consumption spending.

8. Consumption spending depends most importantly on people’s expected future disposable income.

9. If your disposable income increased by $10,000 and as a result, your consumption spending increased by $8,000, you 
would have a marginal propensity to consume of 0.8.

10. The higher is MPC, the lower is MPS.

11. If your MPC was equal to 0.5, your MPS would also be 0.5.

12. The greater is the MPS, the steeper is the slope of the consumption function.

13. When your disposable income rises, both your total consumption and your total saving rise.

14. Aggregate expenditures always equal consumption expenditures.

15. Income equals output in the economy only in equilibrium.

16. When output is greater than the equilibrium level, inventories would build up above desired levels and producers would 
reduce output.

17. In the aggregate expenditure model, when inventories fall below desired levels, output will rise.

18. When output is less than aggregate expenditures, output will fall.

19. The greater is savings, for a given level of income, the greater is aggregate expenditures.

20. If investment, government purchases, and net exports are autonomous, the aggregate expenditures curve will have the 
same slope as the consumption function.

21. Planned investment is sensitive to firms’ perceptions about the future.

22. If businesspeople are confident that the economy will be good in the future, output tends to increase.

23. When unplanned inventory investment is negative, output will tend to fall.

24. Increasing planned investment would tend to increase output, but positive unplanned inventory investment would tend to 
decrease output.

25. The expenditure multiplier applies to any increase in autonomous expenditures.

26. An increase of $10 million in autonomous consumption has the same effect on output as a $10 million increase in 
autonomous investment.

27. The multiplier process takes place almost instantaneously.

28. Whenever a component of autonomous expenditures increases, consumption will tend to increase as a result.

29. The greater is MPC, the greater is the expenditure multiplier.

30. If MPC equals 0.75, the expenditure multiplier equals 4.

31. Investment as well as consumption spending can depend on current income.

32. An autonomous increase in saving would also be a decrease in autonomous consumption, resulting in decreased output, in 
the aggregate expenditure model.
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 33. The aggregate expenditure model is best seen as a model of aggregate demand, and not a complete model of the economy.

 34. The components of aggregate demand depend on the price level.

 35. An increase in the price level would increase investment but decrease net exports.

 36. An increase in the price level shifts up the aggregate expenditure function.

 37. A change in the price level would shift the aggregate expenditure function but not aggregate demand.

 38. When the aggregate expenditures function shifts up because of an increase in autonomous expenditures due to increased 
optimism, aggregate demand will shift right.

 39. The price level has no effect on real output in the long run.

 40. In the long run, an increase in government purchases will increase aggregate demand but not real output.

 41. On the flat part of a short-run aggregate supply curve, a decrease in aggregate demand will primarily decrease real output 
and not change the price level.

Multiple Choice: 

 1. Demand for consumer goods will be affected by which of the following?
 a. disposable income
 b. credit conditions
 c. the level of debt outstanding
 d. expectations about the future
 e. all of the above

 2. Autonomous consumption will increase when
 a. real wealth increases.
 b. the interest rate increases.
 c. household debt increases.
 d. any of the above occur.

 3. If autonomous consumption fell, it could have been caused by
 a. falling interest rates.
 b. falling household debt.
 c. more optimistic expectations about future disposable income.
 d. increasing real wealth.
 e. none of the above.

 4. If an economy’s marginal propensity to consume was 0.75, which of the following is not true?
 a. The consumption function would have a slope of 0.75.
 b. The marginal propensity to save would be 0.25.
 c. Increases in disposable income would increase consumption spending by three times as much as it would increase 

saving.
 d. Consumption will always equal 75 percent of disposable income.
 e. All of the above would be true.

 5. If an economy’s MPC was 0.8, which of the following is true?
 a. The MPS would be 1 divided by 0.8, or 0.125.
 b. Consumption would always be four-fifths of income.
 c. The slope of the consumption function would also be 0.8.
 d. An increase in income would not result in four times as large an increase in consumption than the increase in 

savings.

 6. If the MPS is 0.25, which of the following is true?
 a. The slope of the consumption function would be 0.75.
 b. The MPC is 0.75.
 c. Consumption would not always be 75 percent of income.
 d. All of the above are true.
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 7. Which of the following need not be equal at equilibrium in the aggregate expenditure model?
 a. income and output
 b. aggregate expenditures and output
 c. consumption and income
 d. All of the above must be equal at equilibrium in the aggregate expenditure model.

 8. If output was less than the equilibrium level in the aggregate expenditure model, people would be trying to buy ______ 
goods and services than are being produced, so producers would _____ the amount of production.

 a. more; increase
 b. more; decrease
 c. less; increase
 d. less; decrease

 9. If output was greater than the equilibrium level in the aggregate expenditure model, unplanned inventory investment 
would be _____, leading real output to ______.

 a. positive; increase
 b. positive; decrease
 c. negative; increase
 d. negative; decrease

 10. If output was lower than its equilibrium level,
 a. inventories will exceed their desired level.
 b. output will rise.
 c. total expenditures will fall.
 d. the marginal propensity to consume will rise.

 11. Output equals income
 a. always.
 b. only in equilibrium.
 c. only when MPC equals MPS.
 d. unless inventories are changing.

 12. In addition to consumption, the major components of aggregate expenditures do not include
 a. investment.
 b. saving.
 c. government purchases.
 d. net exports.
 e. All of the above are included in aggregate expenditures.

 13. When the autonomous level of investment increases,
 a. at first, inventories will fall below desired levels.
 b. output will rise.
 c. consumption spending will rise.
 d. all of the above will occur.

 14. Equilibrium output will tend to increase when
 a. planned investment increases.
 b. unplanned investment is positive.
 c. either planned investment increases or unplanned investment is positive.
 d. either planned investment decreases or unplanned investment is negative.

 15. Which of the following would increase aggregate expenditures?
 a. Households become more optimistic about the future.
 b. Interest rates fall.
 c. Foreign economies improve.
 d. Government purchases increase.
 e. Any of the above would increase aggregate expenditures.
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 16. Real GDP would tend to decrease when planned investment ____ or unplanned inventory investment ______.
 a. increases; increases
 b. increases; decreases
 c. decreases; increases
 d. decreases; decreases

 17. Which of the following is true?
 a. A lower price level shifts the aggregate expenditure function upward, moving the economy down along the aggregate 

demand curve.
 b. A lower price level shifts the aggregate expenditure function upward, shifting the aggregate demand curve to the 

right.
 c. A lower price level shifts the aggregate expenditure function downward, moving the economy up along the aggregate 

demand curve.
 d. A lower price level shifts the aggregate expenditure function downward, shifting the aggregate demand curve to the 

right.

 18. Equilibrium output would tend to rise when
 a. autonomous expenditures increase.
 b. the MPC increases.
 c. either autonomous expenditures increase or the MPC increases.
 d. neither autonomous expenditures increase nor the MPC increases.

 19. If the MPC equals 0.5,
 a. the expenditure multiplier will equal 2.
 b. a $5 billion increase in investment would tend to increase output by $10 billion.
 c. the expenditure multiplier is less than if the MPC � 0.8.
 d. all of the above are true.

 20. Investment can depend on
 a. expectations.
 b. taxes.
 c. interest rates.
 d. current income.
 e. all of the above.

 21. When the price level falls,
 a. consumption increases because real wealth increases.
 b. investment rises because interest rates decline.
 c. net exports rise because exchange rates decline.
 d. all of the above are true.

 22. Which of the following would shift both the aggregate expenditure function and aggregate demand?
 a. an increase in consumption because disposable income rose
 b. an increase in consumption because the price level fell
 c. an increase in consumption because of increased consumer optimism
 d. All of the above would shift both the aggregate expenditure function and aggregate demand.

 23. If the economy was operating on a completely flat segment of the short-run aggregate supply curve, an increase in 
aggregate demand would

 a. increase output and increase the price level.
 b. increase output and decrease the price level.
 c. decrease output and increase the price level.
 d. decrease output and decrease the price level.
 e. do none of the above.
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Problems:

 1. Which of the following are likely to cause a reduction in consumption?
 a. an increase in interest rates
 b. an increase in the value of stock market portfolios
 c. a decrease in disposable income
 d. an increase in income taxes
 e. deflation

 2. Identify the most volatile component of aggregate expenditure. Identify its largest component.

 3. Which of the following will cause the aggregate expenditure schedule to increase?
 a. an increase in consumer optimism
 b. an increase in the purchase of imports
 c. an increase in the sale of exports
 d. pessimism by business owners about the outlook of the economy
 e. an increase in government spending due to the outbreak of war

 4. What would happen to autonomous consumption if household debt fell and the interest rate rose over the same time 
period?

 5. What would happen to autonomous consumption if real wealth increased and expectations of the future became more 
optimistic?

 6. Consumption equals $32,000 when disposable income equals $40,000. Consumption increases to $38,000 when 
disposable income increases to $50,000. What is the marginal propensity to consume? The marginal propensity to save?

 7. If the marginal propensity to save increases, what happens to the consumption function?

 8. If MPC was equal to 0.5, would doubling your income double your consumption spending?

 9. Why can’t an economy with an MPC greater than one reach a stable equilibrium in the aggregate expenditure model?

 10. Why are unplanned inventory changes the key to predicting future changes in real GDP in the aggregate 
expenditure model?

 11. Why would an increase in planned investment increase real GDP, but an unplanned increase in inventory investment 
decrease real GDP, in the aggregate expenditure model?

 12. If the economy is a net importer, what will that do to the aggregate expenditure function and equilibrium level 
of real GDP?

 13. Why are planned and unplanned investment unlikely to both increase over the same period of time?

 14. Why do the aggregate expenditure function and the aggregate demand curve both shift upward at the same time?

 15. Evaluate the following statement: The Keynesian assumption of wage and price rigidity best corresponds to the steepest 
portion of the aggregate supply curve where factories are operating below capacity.

 16. Visit the Economy at a Glance page at the Bureau of Economic Analysis, http://www.bea.gov/bea/glance.htm. Locate 
information about recent changes in inventory levels as well as the ratio of inventory to sales. Can you detect a trend 
upward or downward in inventory levels? What does the trend bode for national output according to the aggregate 
expenditure model?
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In this chapter, we will see how the government 
can employ fiscal policy—the use of government 
purchases, transfers, and/or taxes—to combat 
recessions or curb inflationary pressures. We will 

also see that a number of problems are associat-
ed with successfully enacting and applying fiscal 
policy to stabilize an economy. Finally, we will 
examine the supply-side effects of taxes. ■

In earlier chapters, we discussed how an economy can face a 
 recessionary gap when aggregate demand is deficient or an 
inflationary gap when there is excessive aggregate demand. 

Fiscal Policy16

16.1 Fiscal Policy

16.2 Fiscal Policy and the AD/AS Model

16.3 The Multiplier Effect

16.4 Supply-Side Effects of Tax Cuts

16.5 Possible Obstacles to Effective 
Fiscal Policy

16.6 Automatic Stabilizers

16.7 The National Debt
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Fiscal Policy

Fiscal policy is the use of government purchases, 
taxes, and transfer payments to alter RGDP and 

the price level. Sometimes it is necessary for the gov-
ernment to use fiscal policy to stimulate the economy 
during a contraction (or recession) or to try to curb an 
expansion in order to bring inflation under control. In 
the early 1980s, large tax cuts helped the U.S. economy 
out of a recession. In the 1990s, Japan used large gov-
ernment spending programs to try to spend itself out 
of a recessionary slump. In 2001, a large tax cut was 
implemented to combat an economic slowdown and 
to promote long-term economic growth in the United 
States. And the fiscal stimulus package that the Obama 
administration enacted in 2009 to com-
bat the recession was the largest fiscal 
stimulus since World War II. But that 
was small compared to the $2.5 trillion 
spent on the financial system. When 
should the government use such policies 
and how well do they work are just a 
couple of the questions we will answer 
in this chapter.

Fiscal Stimulus Affects 
the Budget

Government spending (for pur-
chases of goods and services and 

transfer payments) that exceeds tax 
revenues causes a budget deficit. When 
tax revenues are greater than govern-
ment spending, a budget surplus exists. 
A balanced budget, where government 
expenditures equal tax revenues, sel-
dom occurs unless efforts are made to 
deliberately balance the budget as a 
matter of public policy.

When the government wishes to 
stimulate the economy by increasing 
aggregate demand, it will increase 
government purchases of goods and 

 services, increase transfer payments, lower taxes, 
or use some combination of these approaches. Any 
of those options will increase a budget deficit (or 
reduce a budget surplus). Thus, expansionary fiscal 

policy is associated with increased government bud-
get deficits. Likewise, if the government wishes to 
dampen a boom in the economy by reducing aggre-
gate demand, it will reduce its purchases of goods 
and services, increase taxes, reduce transfer pay-
ments, or use some combination of these approaches. 
Thus, contractionary fiscal policy will tend to create 
or expand a budget surplus, or reduce a budget defi-
cit, if one exists.

The Government 
and Total Spending

In a previous chapter, we learned that 
the aggregate demand is equal to 

consumer spending, investment spend-
ing, government purchases, and net 
exports (X � M): AD � C � I � G � 
(X � M). The government directly 
controls government purchases, but 
government can also indirectly affect 
aggregate demand through taxes and 
transfer programs. For example, an 
increase in taxes and/or a reduction in 
transfer payments can reduce dispos-
able income and decrease consumer 
spending. Similarly, a decrease in taxes 
and/or an increase in transfer payment 
can increase disposable income and 
lead to an increase in consumer spend-
ing. The government can also influence 
investment spending through business 
taxes. For example, a tax cut for firms 
may increase investment spending and 
shift the aggregate demand curve to 
the right. Thus, the government can 
change aggregate demand in a number 
of ways.

n What is fiscal policy?

n How does expansionary fiscal policy 
affect the government’s budget?

n How does contractionary fiscal policy 
affect the government’s budget?

Fiscal Policy

fiscal policy 
use of government 
purchases, taxes, and 
transfer payments to alter 
equilibrium output and prices

budget deficit 
occurs when government 
spending exceeds tax 
revenues for a given fiscal year

budget surplus 
occurs when tax revenues 
are greater than government 
expenditures for a given 
fiscal year

expansionary fiscal policy 
use of fiscal policy tools 
to foster increased output 
by increasing government 
purchases, lowering taxes, 
and/or increasing transfer 
payments

contractionary fiscal 
policy 
use of fiscal policy tools to 
reduce output by decreasing 
government purchases, 
increasing taxes, and/or 
reducing transfer payments
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Summary of Fiscal Policy Tools

Macroeconomic Problem Fiscal Policy Prescription Fiscal Policy Tools

Unemployment (Slow or negative 
RGDP growth rate—below RGDPNR)

Expansionary fiscal policy to 
increase aggregate demand

Cut taxes
Increase government purchases
Increase government transfer payments

Inflation (Rapid RGDP growth rate—
beyond RGDP)

Contractionary fiscal policy to 
decrease aggregate demand

Raise taxes
Decrease government purchases
Decrease government transfer payments

Prior to the 1990s, Japan experienced several 
decades of rapid economic growth with only 
a mild recession in 1974. However, the 1990s 

were a different story—the exuberant bubble burst, 
as the stock market made a major correction and 
land values plunged. Consequently, consumption 
and investment spending—two major components 
of aggregate demand—fell.

In the decade of the 1990s, Japan grew at an 
unusually slow rate—1.2 percent per year—almost 
3 percentage points below the average growth rate 
of the previous decade. In order to combat the reces-
sion, the Japanese launched a fiscal policy stimulus 
package of unprecedented tax cuts and spend-
ing increases. Government expenditures rose from 
slightly over 30 percent of GDP to almost 40 percent 
of GDP. The Japanese government spent well over a 
trillion dollars during the decade to heal their ailing 
economy. Because of the tax cuts, government tax 

revenues fell from 34 percent to 31 percent of GDP. 
And the continued fiscal efforts, financed with lower 
taxes and higher government spending, led to a 
growing debt problem. (The debt-to-GDP ratio almost 
doubled in the decade of the 1990s—from 0.58 in 
1991 to 1.1 in 2000.)

The results of the fiscal policy are mixed. The fis-
cal policy clearly did not bring about a full recovery. 
However, some economists argue that without the 
spending and tax cuts, the Japanese would have suf-
fered a depression rather than a sustained period of 
slow economic growth. Other economists argue that 
the wasteful nature of government spending was the 
reason that fiscal policy was not more successful. 
The Japanese built bridges, railroad lines, tunnels, and 
highways to sparsely populated areas. It is safe to say 
that none of these projects would have been under-
taken by the private sector. Thus, a better- designed 
fiscal policy might have been more effective.

Japan’s Fiscal policy ExpErimEnt
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Fiscal Policy 
and the AD/AS Model

The primary tools of fiscal policy, government 
purchases, taxes, and transfer payments, can be 

presented in the context of the aggregate supply and 
demand model. In Exhibit 1, we have used the AD/
AS model to show how the government can use fiscal 
policy as either an expansionary or contractionary tool 
to help close a recessionary or an inflationary gap.

As we discussed earlier, when the government pur-
chases more, taxes less, and/or increases transfer pay-
ments, the size of the government’s budget deficit will 
grow. Although budget deficits are often thought to be 
bad, a case can be made for using budget deficits to 
stimulate the economy when it is operating at less than 
full capacity. Such expansionary fiscal policy may have 
the potential to move an economy out of a contraction 
(or a recession) and closer to full employment.

Expansionary Fiscal Policy to Close 
a Recessionary Gap
If the government decides to purchase more, cut 
taxes, and/or increase transfer payments, other things 
constant, total purchases will rise. That is, increased 
government purchases, tax cuts, or transfer pay-
ment increases can increase consumption, investment, 
and government purchases, shifting the aggregate 
demand curve to the right. The effect of this increase 
in aggregate demand depends on the position of the 
macroeconomic equilibrium before the government 
stimulus. For example, in Exhibit 1, the initial equi-
librium is at E1, a recession scenario, with real output 
below  potential RGDP. Starting at this point and 
moving along the short-run aggregate supply curve, an 
increase in government purchases, a tax cut, and/or an 
increase in transfer payments would increase the size of 
the budget deficit and lead to an increase in aggregate 
demand, ideally from AD1 to AD2. The result of such 
a change would be an increase in the price level, from 

S E C T I O N    C H E C K

1. Fiscal policy is the use of government purchases of goods and services, taxes, and/or transfer payments 
to affect aggregate demand and to alter RGDP and the price level.

2. Expansionary fiscal policies will increase the budget deficit (or reduce a budget surplus) through greater 
government spending, lower taxes, or both.

3. Contractionary fiscal policies will create a budget surplus (or reduce a budget deficit) through reduced 
government spending, higher taxes, or both.

1. If, as part of its fiscal policy, the federal government increases its purchases of goods and services, is that an 
expansionary or contractionary tactic?

2. If the federal government decreases its purchases of goods and services, does the budget deficit increase 
or decrease?

3. If the federal government increases taxes and/or decreases transfer payments, is that an expansionary or 
contractionary fiscal policy?

4. If the federal government increases taxes or decreases transfer payments, does the budget deficit increase 
or decrease?

5. If the federal government increases government purchases and lowers taxes at the same time, does the 
budget deficit increase or decrease?

n How can government stimulus of aggre-
gate demand reduce unemployment?

n How can government reduction of aggre-
gate demand reduce inflation?

Fiscal Policy and the AD/AS Model
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Contractionary Fiscal Policy to Close an 
Inflationary Gap
The reduction in government purchases, a tax increase, 
or transfer payment decrease leads to a leftward shift in 
aggregate demand and a change in the short-run equi-
librium from E1 to E2, reflecting a lower price level and a 
return to full-employment RGDP (RGDPNR). The final long-
run effect is a new lower price level and real output that 
has returned to RGDPNR, and the inflationary gap is closed.

Expansionary Fiscal Policy 
to Close a Recessionary Gap

The increase in government purchases, a tax cut, and/
or an increase in transfer payments leads to a rightward 
shift in aggregate demand. This shift results in a change 
in equilibrium from E1 to E2, reflecting a higher price level 
and a higher RGDP. Thus, the expansionary fiscal policy 
can close the recessionary gap and move the economy 
from RGDP1 to RGDPNR. Because this result is on the LRAS 
curve, it is a long-run, sustainable equilibrium.
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PL1 to PL2, and an increase in RGDP, from RGDP1 to 
RGDPNR. If the policy change is of the right magnitude 
and timed appropriately, the expansionary fiscal policy 
might stimulate the economy, pull it out of the contrac-
tion and/or recession, and result in full employment at 
RGDPNR. The recessionary gap is then closed.

Contractionary Fiscal Policy to Close 
an Inflationary Gap
Suppose that the price level is at PL1 and that short-run 
equilibrium is at E1, as shown in Exhibit 2. Say that the 
government decides to reduce its purchases, increase 

taxes, or reduce transfer payments. A government pur-
chase change may directly affect aggregate demand.

A tax increase on consumers or a decrease in 
transfer payments will reduce households’ disposable 
incomes, reducing purchases of consumption goods 
and services, and higher business taxes will reduce 
investment purchases. The reductions in consumption, 
investment, and/or government purchases will shift the 
aggregate demand curve leftward, ideally from AD1 
to AD2. This lowers the price level from PL1 to PL2 
and brings RGDP back to the full-employment level at 
RGDPNR, resulting in a new short- and long-run equi-
librium at E2, and the inflationary gap is closed.
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This chart takes into account the total taxes, 
including “stealth” taxes (green and carbon 
taxes, for example) imposed by a country at 

all levels, national and local, as a share of GDP. It 
includes as well overall government spending, which 
will only get worse in reaction to the economic melt-

down and contracting economies around the world. 
Some countries, such as Norway, are running large 
surpluses because of North Sea oil taxes. Others, 
such as France, are spending more than they’re tak-
ing in. The resulting deficits are covered by public 
debt repaid through future taxes and stealth taxes.

GLOBAL TAX COMPARISONS: TAX REVENUES 
AS A PERCENTAGE OF GDP
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Roosevelt’s sweep into office allowed him to 
push through Congress a massive amount of 
legislation in the first 100 days of his adminis-

tration. Roosevelt did not enter the presidency with 
the idea that government deficit spending was a 
necessary stimulus to economic recovery. In fact, it 
was only later in his administration that he appears 
to have believed deficit spending would help the 
economy in its gravely depressed state.

Despite all of the fanfare about the first 100 days 
of Roosevelt’s campaign for programs against the 
Depression, it is not really clear that they had much 
effect on aggregate demand. After all, besides con-
sidering what programs were instituted, we also 
have to look at how they were paid for and at what 
other programs were dropped.

In Roosevelt’s campaign, he criticized Hoover for 
large budget deficits that had been marked up after 
the Crash of 1929. In fact, Hoover’s administration 
had the largest federal deficit in the history of the 
United States prior to Roosevelt’s election. Once 
elected, Roosevelt told Congress that he did not 
want the country to be “wrecked on the rocks of 
loose fiscal policy.” Deficits during the Depression 
years were indeed small. In fact, in 1937 the total 
government budget, including federal, state, and 
local levels, had a surplus of $0.3 billion. During this 
time, taxes were repeatedly raised.

Fiscal policies, then, were in fact extremely weak, 
and even perverse. At the same time that the fed-
eral government was increasing expenditures, local 
and state governments were decreasing them. If we 

measure the total of state, federal, and local fiscal 
policies, we find that they were truly expansive only 
in 1931 and 1936 as compared to what the govern-
ment was doing prior to the Depression. These two 
years were expansive only because of large  veterans’ 
payments, passed by Congress in both years—by the 
way, over the vigorous opposition of both Hoover 
and Roosevelt. In both 1933 and 1937, and, to a 
lesser degree, in 1938, fiscal policy was quite a bit 
less expansionary than in 1939.

Continued tepid use of increased government 
spending and a slow increase in private investment 
led to a slow improvement, and finally by 1939 out-
put exceeded 1929 in real terms. Because of pro-
ductivity advances and a growth in the labor force, 
however, the return to 1929 output levels did not 
mean an end to unemployment. The 1939 unemploy-
ment rate of 17.2 percent was much lower than the 
1933 rate, but still well above a typical unemploy-
ment rate of 5 percent.

Preparations for war in 1941 led to a 77 percent 
increase in government spending over the previ-
ous year. This $11 billion increase in government 
purchases of goods and services, followed by still 
greater increases in subsequent years as the United 
States entered World War II, led to aggregate demand 
increases of a magnitude to wipe out unemployment 
and end the Depression, which was by far the worst 
in U.S. history.

SOURCE: From Issues in American Economic History 1st edition by MILLER/SEXTON. 

2005. Reprinted with permission of South-Western, a division of Thomson Learning: 

http://www.thomsonrights.com. Fax 800 730-2215.

THE NEW DEAL AND EXPANSIONARY 
FISCAL POLICY?
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Government Purchases, Taxes, 
and Aggregate Demand

Recall from our earlier discussion that any one 
of the major spending components of aggregate 

demand (C, I, G, or X � M) can initiate changes in 
aggregate demand, thereby producing a new short-run 
equilibrium. If policymakers are unhappy with the pres-
ent short-run equilibrium GDP, perhaps they consider 
unemployment too high because of a current aggregate 
demand shortfall. If government were to increase its 
purchases of jet fighters, highways, and schools, this 
increased spending would lead to an 
increase in aggregate demand. That is, 
they can deliberately manipulate the 
level of government purchases to obtain 
a new short-run equilibrium value. But 
how much new additional government 
purchasing is necessary?

The Multiplier Effect

Usually, when an increase in 
purchases of goods or services 

occurs, the ultimate increase in total 

purchases tends to be greater than the initial increase, 
which is known as the multiplier effect. But how does 
this effect work? Suppose the government increases 
its defense budget by $10 billion to buy aircraft car-
riers. When the government purchases the aircraft 
carriers, not only does it add to the total demand for 
goods and services directly, but it also provides $10 
billion in added income to the companies that actu-
ally construct the aircraft carriers. These companies 
will then hire more workers and buy more capital 
equipment and other inputs to produce the new 
output. The owners of these inputs therefore receive 
more income because of the increase in government 

purchases. What will they do with this 
additional income? Although behavior 
will vary somewhat among individuals, 
collectively they will probably spend 
a substantial part of the additional 
income on additional consumption 
purchases, pay some additional taxes 
incurred because of the income, and 
save a bit of it as well. The marginal 

propensity to consume (MPC) is the 
fraction of additional disposable (after-
tax) income that a household consumes 
rather than saves. That is, MPC is 
equal to the change in consumption 

S E C T I O N    C H E C K

1. If the government decided to purchase more, cut taxes, and/or increase transfer payments, that would 
increase total purchases and shift the aggregate demand curve to the right.

2. If the correct magnitude of expansionary fiscal policy is used in a recession, it could potentially bring the 
economy to full employment at a higher price level.

3. Contractionary fiscal policy has the potential to offset an overheated inflationary boom.

1. If the economy is in recession, what sort of fiscal policy changes would tend to bring it out of recession?

2. If the economy is at a short-run equilibrium at greater than full employment, what sort of fiscal policy 
changes would tend to bring the economy back to a full-employment equilibrium?

3. What effects would an expansionary fiscal policy have on the price level and real GDP, starting from a 
full-employment equilibrium?

4. What effects would a contractionary fiscal policy have on the price level and real GDP, starting from a 
full-employment equilibrium?

n What is the multiplier effect?

n How does the marginal propensity to 
consume affect the multiplier effect?

n How does investment interact with the 
multiplier effect?

The Multiplier Effect

multiplier effect 
a chain reaction of additional 
income and purchases that 
results in total purchases 
that are greater than the 
initial increase in purchases

marginal propensity to 
consume (MPC) 
the additional consumption 
resulting from an additional 
dollar of disposable income
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spending (ΔC) divided by the change in disposable 
income (ΔDY).

MPC 5 ΔC/ΔDY

For example, suppose you won a lottery prize of $1,000. 
You might decide to spend $750 of your winnings 
today and save $250. In this example, your marginal 
propensity to consume is 0.75 (or 75 percent), because 
out of the extra $1,000, you decided to spend 75 per-
cent of it (0.75 3 $1,000 5 $750). The term marginal 
propensity to consume has two parts: (1) marginal
refers to the fact that you received an extra amount of 
disposable income—an addition to your income, not 
your total income; and (2) propensity to 
consume refers to how much you tend to 
spend on consumer goods and services 
out of your additional income.

The flip side of the marginal propen-
sity to consume is the marginal propensity 
to save (MPS), which is the proportion 
of an addition to your income that you 
would save, or not spend on goods and services today. 
That is, MPS is equal to the change in savings (ΔS) 
divided by the change in disposable income (ΔDY).

MPS 5 ΔS/ΔDY

In the lottery example, your marginal propensity to 
save is 0.25, or 25 percent, because you decided to 
save 25 percent of your additional disposable income 
(0.25 3 $1,000 5 $250). Because your additional 
disposable income must be either consumed or saved, 
the marginal propensity to consume plus the marginal 
propensity to save must add up to 1, or 100 percent.

The Multiplier Effect at Work

Suppose that out of every dollar in added dispos-
able income generated by increased investment 

purchases, individuals collectively spend two-thirds, 
or 67 cents, on consumption purchases. In other 
words, the MPC is 2/3. The initial $10 billion increase 
in government purchases causes both a $10 billion 
increase in aggregate demand and an income increase 
of $10 billion to suppliers of the inputs used to pro-
duce aircraft carriers; the owners of those inputs, in 
turn, will spend an additional $6.67 billion (2/3 of 
$10 billion) on additional consumption purchases. 
A chain reaction has been started. The added $6.67 
billion in consumption purchases by those deriv-
ing income from the initial investment brings a 
$6.67 billion increase in aggregate demand and in 

new income to suppliers of the inputs 
that produced the goods and services. 
These persons, in turn, will spend 
some two-thirds of their additional  
$6.67 billion in income, or $4.44 
billion, on consumption purchases. 
This $4.44 billion becomes aggregate 
demand and income to still another 

group of people, who will then proceed to spend two-
thirds of that amount, or $2.96 billion, on consump-
tion purchases.

The chain reaction continues, with each new 
round of purchases providing income to a new group 
of people who in turn increase their purchases. As 
successive changes in consumption purchases occur, 
the feedback becomes smaller and smaller. The 
added income generated and the number of result-
ing consumer purchases get smaller because some 
of the increase in income goes to savings and tax 
payments that do not immediately flow into greater 
investment or government spending. As indicated  
in Exhibit 1, the fifth change in  consumption 
is indeed much smaller than the first change in  
consumption.

What is the total impact of the initial increase in 
government purchases on additional consumption and 

marginal propensity  
to save (MPS)  
the change in savings divided 
by the change in disposable 
income

The Multiplier Process

Change in government purchases $10.00 billion—direct effect on AD
First change in consumption purchases 6.67 billion (2/3 of 10)

The sum of the indirect effect on  
AD, through induced additional  
consumption purchases, is equal to 
$20 billion

Second change in consumption purchases 4.44 billion (2/3 of 6.67)
Third change in consumption purchases 2.96 billion (2/3 of 4.44)
Fourth change in consumption purchases 1.98 billion (2/3 of 2.96)
Fifth change in consumption purchases 1.32 billion (2/3 of 1.98)

• •
• •
• •

$30 billion 5 Total change in aggregate demand
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income? We can find the answer by using the multiplier 
formula, calculated as follows:

Multiplier 5 1/(1 2 MPC)

In this case,

Multiplier 5 1/(1 2 2/3) 5 1/(1/3) 5 3

An initial increase in government purchases of  
$10 billion will increase total purchases by $30 billion 
($10 billion 3 3), as the initial $10 billion in govern-
ment purchases also generates an additional $20 billion 
in consumption.

Changes in the MPC Affect 
the Multiplier Process

Note that the larger the marginal propensity to 
consume, the larger the multiplier effect, because 

relatively more additional consumption purchases out 
of any given income increase generates relatively larger 
secondary and tertiary income effects in successive 
rounds of the process. For example, if the MPC is 3/4, 
the multiplier is 4:

Multiplier 5 1/(1 2 3/4) 5 1/(1/4) 5 4

If the MPC is only 1/2, however, the multiplier is 2:

Multiplier 5 1/(1 2 1/2) 5 1/(1/2) 5 2

The Multiplier and 
the Aggregate Demand Curve

As we discussed earlier, when the federal Department 
of Defense decides to buy additional aircraft carri-

ers, it affects aggregate demand. It increases the incomes 
of owners of inputs used to make the aircraft carriers, 
including profits that go to the owners of the firms 
involved. That is the initial effect. The secondary effect—
the greater income that results—will lead to increased 
consumer purchases. In addition, the higher profits for 
the firms involved in carrier construction may lead them 
to increase their investment purchases. So the initial 
effect of the government’s purchases will tend to have a 
multiplied effect on the economy. In Exhibit 2, we can 
see that the initial impact of a $10 billion additional 
purchase by the government directly shifts the aggregate 
demand curve from AD1 to AD2. The multiplier effect 
then causes the aggregate demand to shift out $20 bil-
lion further, to AD3. If MPC is 2/3, the total effect on 
aggregate demand of a $10 billion increase in govern-
ment purchases is therefore $30 billion.

Tax Cuts and the Multiplier

If the government finds that it needs to use fis-
cal stimulus to move the economy to the natural  

rate, increased government spending is only one alter-
native. The government can also stimulate business and 
consumer spending through tax cuts. Both Japan (1999) 
and the United States (2001 and 2003) have recently 
employed tax cuts to stimulate their economies.

How much of an AD shift do we get from a 
change in taxes? As in the case of government spend-
ing, it depends on the marginal propensity to consume. 
However, the tax multiplier is smaller than the govern-
ment spending multiplier because government spending 
has a direct impact on aggregate demand, while a tax 
cut has only an indirect impact on aggregate demand. 
Why? Because consumers will save some of their 
income from the tax cut. So if the MPC is 3/4, then 
when their disposable income rises by $1,000, house-
holds will increase their consumption by $750 while 
saving $250 of the added income.

To compare the multiplier effect of a tax cut with 
an increase in government purchases, suppose there 
were a $10 billion tax cut and that the MPC is 2/3. 
The initial increase in consumption spending from the 
tax cut would be 2/3 3 $10 billion (MPC 3 tax cut) 5 
$6.67 billion. Because in this case people would save 
one-third of their tax cut income, the effect on aggregate 

The Multiplier Aggregate 
Demand
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In this hypothetical example, an increase in government 
purchases of $10 billion for new aircraft carriers will 
shift the aggregate demand curve to the right by more 
than the $10 billion initial purchase, other things being 
equal. It will shift aggregate demand by a total of  
$30 billion, to AD3. (The shifts are shown larger than 
they would really be for visual ease; $30 billion is a 
small shift in a $10,000 billion economy.)
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Whenever a government program is justified 
not on its merits but by the jobs it will cre-
ate, remember the broken window: Some 

teenagers toss a brick through a bakery window. A 
crowd gathers and laments, “What a shame.” But 
before you know it, someone suggests a silver lining 
to the situation: Now the baker will have to spend 
money to have the window repaired. This will add 
to the income of the repairman, who will spend his 
additional income, which will add to another seller’s 
income, and so on. You know the drill. The chain of 
spending will multiply and generate higher income 
and employment. If the broken window is large 
enough, it might produce an economic boom! . . .

Most voters fall for the broken window fallacy, 
but not students of economic principles. They will 
say, “Hey, wait a minute!” If the baker hadn’t spent 
his money on window repair, he would have spent it 
on the new suit he was saving to buy. Then the tailor 
would have the new income to spend, and so on. 
The broken window didn’t create net new spending; 
it just diverted spending from somewhere else. The 
broken window does not create new activity, just 

different activity. People see the activity that takes 
place. They don’t see the activity that would have 
taken place.

The broken window fallacy is perpetrated in 
many forms. Whenever job creation or retention is 
the primary objective, I call it the job-counting fal-
lacy. Students of economics principles understand 
the nonintuitive reality that real progress comes 
from job destruction. It once took 90 percent of our 
population to grow our food. Now it takes 3 percent. 
Pardon me, but are we worse off because of the job 
losses in agriculture? The would-have-been farmers 
are now college profs and computer gurus or singing 
the country blues on Sixth Street.

If you want jobs for jobs’ sake, trade in bulldoz-
ers for shovels. If that doesn’t create enough jobs, 
replace shovels with spoons. But there will always 
be more work to do than people to work. So instead 
of counting jobs, we should make every job count.

SOURCE: Robert D. McTeer Jr., “The Dismal Science? Hardly,” The Wall Street Journal, 

June 4, 2003. Copyright © 1998 by Robert D. McTeer Jr.

THE BROKEN WINDOW FALLACY

demand of the change in taxes would be smaller than 
that of a change of equal size in government purchases. 
The cumulative change in spending (the increase in 
AD) due to the $10 billion tax cut is found by plugging 
the initial effect of the changed consumption spending 
into our earlier formula: 1/(1 � MPC) � $6.67 billion, 
which is 3 � $6.67 � $20 billion. So the initial tax cut 
of $10 billion leads to a stimulus of $20 billion in con-
sumer spending. Although this amount is less than the 
$30 billion from government purchases, it is easy to see 
why tax cuts and government purchases are both attrac-
tive policy prescriptions for a slow economy.

Taxes and Investment Spending

Taxes can also stimulate investment spending. For 
example, if a cut in corporate-profit taxes leads 

to expectations of greater after-tax profits, it could 
fuel additional investment spending. That is, tax cuts 
designed for consumers and investors can stimulate 

both the C and I components of aggregate demand. A 
number of administrations have used this strategy to 
stimulate aggregate spending and shift the aggregate 
demand curve to the right: Kennedy (1963), Reagan 
(1981), and Bush (2001 and 2003).

A Reduction in Government 
Purchases and Tax Increases

A reduction in government purchases and tax 
increases are magnified by the multiplier effect, 

too. Suppose the government made cutbacks in the 
space program. Not only would it decrease gov-
ernment purchases directly, but aerospace workers 
would be laid off and unemployed workers would 
cut back on their consumption spending; this initial 
cutback would have a multiplying effect through the 
economy, leading to an even greater reduction in 
aggregate demand. Similarly, tax hikes would leave 
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consumers with less disposable income, so they would 
cut back on their consumption, which would lower 
aggregate demand and set off the multiplier process, 
leading to an even larger cumulative effect on aggre-
gate demand.

Time Lags, Saving, and 
Imports Reduce the Size 
of the Multiplier

The multiplier process is not instantaneous. If you 
get an additional $100 in income today, you may 

spend two-thirds of that on consumption purchases 
eventually, but you may wait six months or even 
longer to do it. Such time lags mean that the ultimate 
increase in purchases resulting from an initial increase 
in purchases may not be achieved for a year or more. 
The extent of the multiplier effect visible within a short 
time will be less than the total effect indicated by the 
multiplier formula. In addition, saving and money 
spent on import goods (which are not part of aggregate 
demand for domestically produced goods and services) 
will reduce the size of the multiplier, because each of 
them reduces the fraction of a given increase in income 
that will go to additional purchases of domestically 
produced consumption goods.

It is also important to note that the multiplier 
effect is not restricted to changes in government pur-
chases and taxes. The multiplier effect can apply to 
changes that alter spending in any of the components 
of aggregate demand: consumption, investment, gov-
ernment purchases, or net exports.

Some have argued that the multiplier effect of a 
new sports stadium, for example, will lead to addi-
tional local spending that will be three or four times the 
amount of the initial investment. However, this outcome 
is unlikely. It is important to remember that money 
spent on the stadium (taxpayer dollars) could also have 
been spent on food, clothing, entertainment, recreation, 
and many other goods and services. So the expenditures 
on the stadium come at the expense of other consumer 
expenditures. In addition, the multiplier is most effec-
tive when it brings idle resources into production. If all 
resources are fully employed, the expansion in demand 
and the multiplier effect will lead to a higher price level, 
not increases in employment and RGDP.

The 2008-09 Recession

The 2008-09 recession will probably end up being 
the worst recession since the Great Depression. It 

has lead to the largest peacetime fiscal expansion in 
history. Many countries around the world have been 
increasing the size of their budget deficits by cutting 
taxes and increased government spending. There is 
debate among economists on the effectiveness of fiscal
policy to stimulate the economy and much of that 
debate depends on the size of the multiplier. A multi-
plier of 1 means that an increase in government pur-
chases of $1 billion would increase aggregate demand 
and lead to an increase in $1 billion of RGDP. The 
economy could now have new highways, bridges, 
fighter jets and aircraft carriers without sacrificing 
other components of aggregate demand like private 
consumption and investment. How is this possible? 
The answer is that these are idle resources that are now 
being put to use. If the multiplier is greater than 1 it is 
even more magical; RGDP rises by more than than the 
increase in government purchases.

The Obama economists believe the multiplier for 
government purchases is close to 1.6 (a $1 billion 
increase in government spending will increase a coun-
try’s GDP by $1.6 billion) and the multiplier for taxes is 
closer to 1. Other economists believe that the multiplier 
is much smaller and will boost the economy by about 
20 percent of what the Obama team expects.

However, economists do agree that the multiplier is 
very small—close to zero—when the economy is at or 
near full employment and that the effectiveness of fiscal 
policy depends on the type of action that is taken. For 
example, the short-run effect of government spending 
on infrastructure like highways and bridges tends to be 
greater than, say, that of a tax cut where individuals 
will save a large portion of their tax windfall. Tax cuts 
for poorer people may be more effective than those for 
richer, because the poor tend to spend a larger propor-
tion of their additional (marginal) income. Economists 
also agree that tax multipliers are much higher when 
taxes are permanent than when they are temporary and 
that fiscal multipliers will be lower in heavily indebted 
economies than in prudent ones.

In the words of macroeconomist Robert Barro, “Do 
not use the cover of fiscal policy to undertake massive 
public works programs that do not pass muster from 
the perspective of cost-benefit analysis . . . it is wrong 
now to think that added government spending is free.”
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What Is Supply-Side?

The debate over short-run stabilization policies 
has been going on for some time, with no sign 

that it is close to being settled. When policymakers 
discuss methods of stabilizing the economy, the focus 
since the 1930s has been on managing the economy 
through demand-side policies. But a group of econo-
mists believes that we should be focusing on the supply 
side of the economy as well, especially in the long run, 
rather than just on the demand side. In particular, they 
believe that individuals will save less, work less, and 
provide less capital when taxes, government transfer 
payments (such as welfare), and regulations are too 
burdensome on productive activities. In other words, 
they believe that fiscal policy can work on the supply 
side of the economy as well as the demand side.

Impact of Supply-Side Policies

Supply-siders would encourage government to 
reduce individual and business taxes, deregulate, and 

increase spending on research and development. Supply-
siders believe that these types of government policies could 
generate greater long-term economic growth by stimulat-
ing personal income, savings, and capital formation.

Research and Development and 
the Supply Side of the Economy

Some economists believe that investment in research 
and development will have long-run benefits for 

the economy. In particular, greater research and devel-
opment will lead to new technology and knowledge, 

n What is supply-side?

n How do supply-side policies affect 
long-run aggregate supply?

n What do its critics say about supply-side 
ideas?

Supply-Side Effects of Tax Cuts

1. How does the multiplier effect work?

2. What is the marginal propensity to consume?

3. Why is the marginal propensity to consume always less than one?

4. Why does the multiplier effect get larger as the marginal propensity to consume gets larger?

5. If an increase in government purchases leads to a reduction in private-sector purchases, why will the effect 
on the economy be smaller than that indicated by the multiplier?

1. How does the multiplier effect work?

2. What is the marginal propensity to consume?

3. Why is the marginal propensity to consume always less than one?

4. Why does the multiplier effect get larger as the marginal propensity to consume gets larger?

5. If an increase in government purchases leads to a reduction in private-sector purchases, why will the effect 
on the economy be smaller than that indicated by the multiplier?

S E C T I O N    C H E C K

1. The multiplier effect is a chain reaction of additional income and purchases that results in a final increase in 
total purchases that is greater than the initial increase in purchases.

2. An increase in the marginal propensity to consume leads to an increase in the multiplier effect.

3. Because of a time lag, the full impact of the multiplier effect on GDP may not be felt until a year or more after 
the initial investment.

4. An increase in government purchases will also cause an increase in aggregate income and stimulate addi-
tional consumer purchases, which will result in a magnified (or multiplying) effect on aggregate demand.
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which will permanently shift the short- and long-run 
aggregate supply curves to the right. The government 
could encourage investments in research and develop-
ment by giving tax breaks or subsidies to firms. The 
challenge, of course, is to produce productive research 
and development.

How Do Supply-Side  
Policies Affect Long-Run 
Aggregate Supply?

We see in Exhibit 1 that rather than being primar-
ily concerned with short-run economic stabiliza-

tion, supply-side policies are aimed at increasing both 
the short-run and long-run aggregate supply curves. 
If these policies are successful and maintained, out-
put and employment will increase in the long run, as 
reflected in the shift from RGDPNR to RGDPNR. Both 
short- and long-run aggregate supply will increase over 
time, as the effects of deregulation and major struc-
tural changes in plant and equipment work their way 
through the economy. It takes workers some time to 
fully respond to improved work incentives.

Critics of Supply-Side 
Economics

Of course, those who believe in supply-side eco-
nomics have their critics. These critics are skep-

tical about the magnitude of the impact of lower 
taxes on work effort and the impact of deregulation 
on  productivity. Critics claim that the tax cuts of the 
1980s led to moderate real output growth but only 
through a reduction in real tax revenues, inflation, and 
large budget deficits.

Although real economic growth followed the tax 
cuts, supply-side critics say that it came as a result of a 
large budget deficit. The critics raise several questions: 
What will happen to the distribution of income if most 
supply-side policies focus on benefits to those with 
capital? Will people save and invest much more if capi-
tal gains taxes are reduced (capital gains are increases 
in the value of an asset)? It may be more likely that sav-
ing and investment is driven by changes in income and 
expectations of profitability. How much more work 
effort will we see if marginal tax rates are lowered? 
The increase in the quantity of labor supplied following 
a tax cut is likely to be limited since most workers are 

already working 40 hour weeks and do not have oppor-
tunities to work more hours. Will the new production 
that occurs from deregulation be enough to offset the 
benefits thought by many to come from regulation?

The Supply-Side and Demand-
Side Effects of a Tax Cut

A tax cut can lead to greater incentives to work and 
save—an increase in aggregate supply (short-run 

and long-run)—and to demand-side stimulus from the 
increased disposable income (income after taxes) and an 
increase in aggregate demand. But how much will the 
tax rate affect aggregate demand and aggregate supply? 
We do not know for sure, but let’s look at two possible 
outcomes of the supply-side effects of a tax cut. We will 
focus on the aggregate demand curve and the SRAS 
curve. Suppose the tax cut leads to a large increase in 
AD but only a small increase in SRAS. What happens to 
the price level and RGDP? The more traditional view of 
a fiscal policy tax cut is shown in Exhibit 2(a). We can 
see that RGDP increases from RGDP1 to RGDP2 and 
price level increases from PL1 to PL2. The good news 

The Impact of Supply-Side 
Policies on Short-Run and  
Long-Run Aggregate Supply

The impact of a permanent reduction in tax rates and 
regulations together with investments in research and 
development could create long-term effects on income, 
saving, and capital formation, shifting both the SRAS 
curve and the LRAS curve rightward. As income rises and 
is spent, the aggregate demand curve shifts to the right.
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Business News
— B Y  N .  G R E G O R Y  M A N K I W

When the Obama administration finally unveils 
its proposal to get the economy on the road 
to recovery, the centerpiece is likely to be a 

huge increase in government spending. But there 
are ample reasons to doubt whether this is what the 
economy needs.

Arguably, the seeds of the spending proposal 
can be found in the classic textbook by Paul A. 
Samuelson, “Economics.” First published in 1948, 
the book and others like it dominated college 
courses in introductory economics for the next half-
century. It is a fair bet that much of the Obama team 
started learning how the economy works through 
Mr. Samuelson’s eyes. Most notably, Lawrence H. 
Summers, the new head of the National Economic 
Council, is Mr. Samuelson’s nephew.

Written in the shadow of the Great Depression 
and World War II, Mr. Samuelson’s text brought the 
insights of John Maynard Keynes to the masses. A 
main focus was how to avoid, or at least mitigate, 
the recurring slumps in economic activity.

“When, and if, the next great depression comes 
along,” Mr. Samuelson wrote on the first page of 
the first edition, “any one of us may be completely 
unemployed—without income or prospects.” He 
added, “It is not too much to say that the wide-
spread creation of dictatorships and the resulting 
World War II stemmed in no small measure from the 
world’s failure to meet this basic economic problem 
adequately.”

Economic downturns, Mr. Keynes and Mr. 
Samuelson taught us, occur when the aggregate 
demand for goods and services is insufficient. The 
solution, they said, was for the government to pro-
vide demand when the private sector would not. 
Recent calls for increased infrastructure spending fit 
well with this textbook theory.

But there is much to economics beyond what 
is taught in Econ 101. In several ways, these 
Keynesian prescriptions make avoiding depressions 
seem too easy. When debating increased spending 
to  stimulate the economy, here are a few of the hard 
questions Congress should consider:

in the news Is Government Spending Too Easy an Answer?

How Much Bang for Each Buck?
Economics textbooks, including Mr. Samuelson’s 
and my own more recent contribution, teach that 
each dollar of government spending can increase 
the nation’s gross domestic product by more than a 
dollar. When higher government spending increases 
G.D.P., consumers respond to the extra income they 
earn by spending more themselves. Higher con-
sumer spending expands aggregate demand further, 
raising the G.D.P. yet again. And so on. This positive 
feedback loop is called the multiplier effect.

In practice, however, the multiplier for govern-
ment spending is not very large. The best evidence 
comes from a recent study by Valerie A. Ramey, 
an economist at the University of California, San 
Diego. Based on the United States’ historical record, 
Professor Ramey estimates that each dollar of 
government spending increases the G.D.P. by only 
1.4 dollars. So, by doing the math, we find that when 
the G.D.P. expands, less than a third of the increase 
takes the form of private consumption and invest-
ment. Most is for what the government has ordered, 
which raises the next question.

Will the Extra Spending Be on Things We Need?
If you hire your neighbor for $100 to dig a hole in 
your backyard and then fill it up, and he hires you to 
do the same in his yard, the government statisticians 
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Business News
report that things are improving. The economy has 
created two jobs, and the G.D.P. rises by $200. But 
it is unlikely that, having wasted all that time digging 
and filling, either of you is better off.

People don’t usually spend their money buying 
things they don’t want or need, so for private trans-
actions, this kind of inefficient spending is not much 
of a problem. But the same cannot always be said of 
the government. If the stimulus package takes the 
form of bridges to nowhere, a result could be eco-
nomic expansion as measured by standard statistics 
but little increase in economic well-being.

The way to avoid this problem is a rigorous cost-
benefit analysis of each government project. Such 
analysis is hard to do quickly, however, especially 
when vast sums are at stake. But if it is not done 
quickly, the economic downturn may be over before 
the stimulus arrives.

How Will It All End?
Over the last century, the largest increase in the 
size of the government occurred during the Great 
Depression and World War II. Even after these crises 
were over, they left a legacy of higher spending and 
taxes. To this day, we have yet to come to grips with 
how to pay for all that the government created dur-
ing that era—a problem that will become acute as 
more baby boomers retire and start collecting the 
benefits promised.

Rahm Emanuel, the incoming White House chief 
of staff, has said, “You don’t ever want to let a cri-
sis go to waste: it’s an opportunity to do important 
things that you would otherwise avoid.”

in the news

What he has in mind is not entirely clear. One 
possibility is that he wants to use a temporary crisis 
as a pretense for engineering a permanent increase 
in the size and scope of the government. Believers 
in limited government have reason to be wary.

Might Tax Cuts Be More Potent?
Textbook Keynesian theory says that tax cuts are 
less potent than spending increases for stimulating 
an economy. When the government spends a dollar, 
the dollar is spent. When the government gives a 
household a dollar back in taxes, the dollar might be 
saved, which does not add to aggregate demand.

The evidence, however, is hard to square with 
the theory. A recent study by Christina D. Romer and 
David H. Romer, then economists at the University 
of California, Berkeley, finds that a dollar of tax 
cuts raises the G.D.P. by about $3. According to the 
Romers, the multiplier for tax cuts is more than twice 
what Professor Ramey finds for spending increases.

Why this is so remains a puzzle. One can easily 
conjecture about what the textbook theory leaves 
out, but it will take more research to sort things out. 
And whether these results based on historical data 
apply to our current extraordinary circumstances is 
open to debate. . . .

N. Gregory Mankiw is a professor of economics 
at Harvard. He was an adviser to President Bush.

SOURCE: From N. Gregory Mankiw, “Is Government Spending Too Easy an Answer?”, 

‘New York Times’, January 11, 2009. Copyright © 2009 The New York Times. All rights 

reserved. Used by permission and protected by the Copyright Laws of the United States. 

The printing, copying, redistribution, or retransmission of the Material without express 

written permission is prohibited.

is that the price level rises less than it would if there 
were no supply-side effect to the tax cut. Without the 
supply-side effect from the tax cut, the price level would 
rise to PL3. But what if the supply-side effect were much 
larger, as shown in Exhibit 2(b)? It could completely 
offset the higher price-level effect of an expansionary 
fiscal policy, as RGDP rises from RGDP1 to RGDP2

and the price level stays constant at PL1.

Both the Kennedy tax cut (1964) and the Reagan 
tax cut of the early 1980s, which lowered marginal 
tax rates and helped the economy recover from the 
1980–1981 recession, likely raised the growth rate of 
potential GDP—shifting the LRAS rightward.

Fiscal policy was used infrequently in the United 
States and Europe from the 1980s to the late 1990s 
because of concerns over large budget deficits. However, 
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Two Possible Supply-Side Effects of a Tax Cut

If the supply-side tax cut has a small effect on the SRAS but a large effect on AD, then RGDP increases from RGDP1 to 
RGDP2, while the price level rises from PL1 to PL2, as shown in (a). However, if the supply-side tax cut has a large effect 
on SRAS and a large effect on AD, then RGDP increases from RGDP1 to RGDP2, and the price level is constant at PL1, as 
shown in (b).

P
ri

ce
 L

ev
el

GDP

0
RGDP1 RGDP2

PL3
PL2

PL 1

SRAS1

SRAS2

AD2

AD1

P
ri

ce
 L

ev
el

GDP

0
RGDP1 RGDP2

PL 1

SRAS1

SRAS2

AD2

AD1

E1 E2

a. b.

the budget surplus that emerged in the latter half of the 
1990s opened the gate for increased government spend-
ing and the Bush tax cut in 2001. Most  economists agree 
that taxes alter incentives and distort market outcomes, 

as we learned in Chapter 6. Taxes clearly change people’s 
behavior; and the tax cuts that lead to the strongest 
incentives to work, save, and invest will lead to the great-
est economic growth and will be the least inflationary.

S E C T I O N    C H E C K

1. Supply-side fiscal policy advocates believe that people will save less, work less, and provide less capital when 
taxes, government transfers, and regulations are too burdensome.

2. Supply-side policies are designed to increase output and employment in the long run, causing the long-run 
and short-run aggregate supply curves to shift to the right.

3. Critics of supply-side economics question the magnitude of the impact of lower taxes on work effort, saving, 
and investment, as well as the impact of deregulation on productivity.

1. Is supply-side economics more concerned with short-run economic stabilization or long-run economic 
growth?

2. Why could you say that supply-side economics is really more about after-tax wages and after-tax returns 
on investment than it is about tax rates?

3. Why do government regulations have the same sort of effects on businesses as taxes?

4. Why are the full effects of supply-side policies not immediately apparent?

5. If taxes increase, what would you expect to happen to employment in the underground economy? Why?
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The Crowding-Out Effect

The multiplier effect of an increase in government 
purchases implies that the increase in aggregate 

demand will tend to be greater than the initial fis-
cal stimulus, other things being equal. 
However, because all other things will 
not tend to stay equal in this case, the 
multiplier effect may not hold true. 
For example, when an increase in gov-
ernment purchases stimulates aggregate 
demand, it also drives up the interest 
rate. In particular, when the government 
borrows money to finance the deficit, it 
increases the overall demand for money 
in the money market. The increase in the demand for 
money increases the price paid for borrowing money—
the interest rate. As a result of the higher interest rate, 
consumers may decide against buying a car, a home, 
or other interest-sensitive goods, and businesses may 
cancel or scale back plans to expand or buy new capital 
equipment. In short, the higher interest rate will choke 
off private spending on goods and services; and, as a 
result, the impact of the increase in government pur-
chases may be smaller than first assumed. Economists 
call this the crowding-out effect.

In Exhibit 1, suppose government purchases initially 
increased by $10 billion. This change by itself would 
shift aggregate demand to the right by $10 billion times 
the multiplier, from AD1 to AD2. However, when the 
government borrows in the money market to pay for 
increases in government purchases, the interest rate 
increases. The higher interest rate crowds out invest-
ment spending, causing the aggregate demand curve to 
shift left, from AD2 to AD3. Because both these pro-
cesses are taking place at the same time, the net effect 
is an increase in aggregate demand from AD1 to AD3 
rather than to AD2.

Critics of the Crowding-Out Effect
Critics of the crowding-out effect argue that the 
increase in government spending, particularly if the 

economy is in a severe recession, may actually improve 
consumer and business expectations and encourage 
private investment spending. It is also possible for the 
monetary authorities to increase the money supply in 
order to offset the higher interest rate, resulting from 
the crowding-out effect.

The Crowding-Out Effect  
in the Open Economy
Another form of crowding out can 
take place in international markets. For 
example, say the government increases 
spending, which leads to an increase in 
the demand for money to pay for the 

spending and drives up the interest rate (assuming the 
money supply is unchanged). The higher U.S. interest 
rate will attract funds from abroad. To invest in the 

n How does the crowding-out effect limit 
the economic impact of increased gov-
ernment purchases or reduced taxes?

n How do time lags in policy implementa-
tion affect policy effectiveness?

Possible Obstacles to  
Effective Fiscal Policy

crowding-out effect 
theory that government 
borrowing drives up the 
interest rate, lowering 
consumption by households 
and investment spending 
by firms

The Crowding-Out Effect

P
ri

ce
 L

ev
el

Real GDP

0

AD1 AD3 AD2

RGDPNR

LRAS

Crowding-Out 
Effect

Fiscal 
Policy
Effect

Net Effect

Government borrowing to finance a deficit leads to a 
higher interest rate and lower levels of private invest-
ment spending. The lower levels of private spending 
can crowd out the fiscal policy effect, shifting aggregate 
demand to the left from AD2 to AD3. The net effect of the 
fiscal policy is a small increase in aggregate demand, AD1 
to AD3, not the larger increase from AD1 to AD2.
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U.S. economy, foreigners will first have to convert their 
currencies into dollars. The increase in the demand 
for dollars relative to other currencies will cause the 
dollar to appreciate in value, making foreign imports 
relatively cheaper in the United States and U.S. exports 
relatively more expensive in other countries. This 
change will cause net exports (X � M) to fall, for two 
reasons. One, because of the higher relative price of the 
dollar, foreign imports will become cheaper for those 
in the United States, and imports will increase. Two, 
because of the higher relative price of the dollar, U.S.-
made goods will become more expensive to foreigners, 
and exports will decrease. The increase in imports and 
the decrease in exports will cause a reduction in net 
exports and a fall in aggregate demand. The net effect 
will be that fiscal policy will have a smaller effect on 
aggregate demand than it would otherwise.

Time Lags in Fiscal Policy 
Implementation

It is important to recognize that in a democratic coun-
try, fiscal policy is implemented through the political 

process, and that process takes time. Often, the lag 
between the time that a fiscal response is desired and 
the time an appropriate policy is implemented and its 
effects felt is considerable. Sometimes a fiscal policy 
designed to deal with a contracting economy may actu-
ally take effect during a period of economic expansion, 
or vice versa, resulting in a stabilization policy that 
actually destabilizes the economy.

The Recognition Lag
Government tax or spending changes require both 
congressional and presidential approval. Suppose the 
economy is beginning a downturn. It may take two or 
three months before enough data are gathered to indi-
cate the actual presence of a downturn. This time span 
is called the recognition lag. Sometimes a future down-
turn can be forecast through econometric models or by 
looking at the index of leading indicators, but usually 
decision makers are hesitant to plan policy on the basis 
of forecasts that are not always accurate.

The Implementation Lag
At some point, however, policymakers may decide 
that some policy change is necessary. At this point, 
experts are consulted, and congressional committees 
hold hearings and listen to testimony on possible 

policy approaches. During the consultation phase, 
many decisions have to be made. If, for example, a tax 
cut is recommended, what form should the cut take, 
and how large should it be? Across-the-board income 
tax reductions? Reductions in corporate taxes? More 
generous exemptions and deductions from the income 
tax (e.g., for child care, casualty losses, education of 
children)? In other words, who should get the benefits 
of lower taxes? Likewise, if the decision is made to 
increase government expenditures, which programs 
should be expanded or initiated, and by how much? 
Because these questions have profound political con-
sequences, reaching decisions is seldom easy and usu-
ally involves substantial compromise and a great deal 
of time.

Finally, once the House and Senate have com-
pleted their separate deliberations and have arrived at 
a final version of the fiscal policy bill, it is presented to 
Congress for approval. After congressional approval is 
secured, the bill then goes to the president for approval 
or veto. These steps are all part of what is called the 
implementation lag.

During the period 1990–1991, the actual output 
of the economy was less than the potential output of 
the economy—a recessionary gap. Because automatic 
stabilizers resulted in lower taxes and larger transfer 
payments, consumption did not fall as far as it might 
have.

However, before President Clinton began his term 
in 1993, he believed that more was needed, so he put 
together a stimulus package of additional government 
spending and tax cuts. But by the time the bill reached 
the floor of Congress, the recession was over, illustrat-
ing how difficult it is to time fiscal stimulus. When the 
economy went into recession in March of 2001, but it 
was not until a year later that the stimulus package was 
signed into law. Another example is when President 
John F. Kennedy thought the economy was operating 
below its potential in 1962; Congress finally passed a 
tax cut in 1964.

The Impact Lag
Even after legislation is signed into law, it takes time to 
bring about the actual fiscal stimulus desired. If the leg-
islation provides for a reduction in withholding taxes, 
for example, it might take a few months before the 
changes show up in workers’ paychecks. With respect 
to changes in government purchases, the delay is usu-
ally much longer. If the government increases spending 
for public works projects such as sewer systems, new 
highways, or urban renewal, it takes time to draw up 
plans and get permissions, to advertise for bids from 
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Business News
This [financial] crisis is rubbing salt in old wounds. 

It is reopening debates about one of the most 
contentious questions in macro, namely, the 

ability of government deficit spending (i.e., fiscal 
policy) to stimulate demand and get people back to 
work.

In January the fight over fiscal policy broke out 
in public after then-President-elect Barack Obama 
made what probably seemed to him a safe claim, 
saying: “There is no disagreement that we need 
action by our government, a recovery plan that will 
help to jump-start the economy.” Not long after, 
some 250 conservative economists, in an open let-
ter published in major newspapers, wrote: “With all 
due respect Mr. President, that is not true.”

. . . Believing in the power of the Fed, econo-
mists mostly stopped researching the use of fiscal 
policy to fight recessions or depressions. What’s 
more, recessions had become rarer and milder—the 
so-called Great Moderation. So who needed stimu-
lus? Says New York University economist Xavier 
Gabaix: “Up until a year ago, you would look very 
old-fashioned if you were talking about optimal fis-
cal policy.”

Mainstream economists’ adherence to ortho-
doxy was also apparent in their casual dismissal of 
worries about bubbles in housing and stocks. Former 
Fed Chairman Alan Greenspan denied that a national 
housing bubble was even possible, since housing 
was not a single national market. He also brushed off 
the dangers of Wall Street concoctions such as deriv-
atives. Only last year did he concede he was wrong. 
In Senate testimony, he said he was shocked to have 
found a “flaw” in his ideology, adding: “I have been 
going for 40 years or more with very considerable 
evidence that it was working exceptionally well.”

Politics compounded the trouble. As a rough 
first cut, you can divide macroeconomists based on 
how concerned they are about economic instabil-
ity. One group, in the tradition of Keynes, worries 
about self-perpetuating economic declines that 
leave the economy in a deep trough it can’t escape. 
Members of this group say government needs to 

in the news Fiscal Policy and the Financial Crisis

break  downward spirals with the kinds of aggres-
sive policies the U.S. is following now—cutting 
interest rates and raising government spending. 
The group includes Paul R. Krugman, the Princeton 
University economist and Nobel laureate; NYU’s 
Nouriel Roubini, who was early in predicting a 
severe recession; and Yale University’s Robert J. 
Shiller, who predicted the housing bust and the 
tech-stock bust.

Other economists have more confidence that 
the economy is self-equilibrating. They believe low 
interest rates and heavy deficit spending will be 
ineffective while leaving the U.S. with a moun-
tain of debt. Count Harvard’s Robert Barro in this 
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“You’re right, we did it. We’re very sorry. But thanks to you, 
we won’t do it again” Ben Bernanke, In a Speech on Milton 
Friedman’s 90th Birthday Acknowledging the Fed’s Role in 
Deepening the Great Depression, Nov. 8, 2002

(continued)
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Business News
camp, along with Chicago’s Robert E. Lucas Jr., 
Arizona State University’s Edward C. Prescott, and 
the University of Minnesota’s Patrick J. Kehoe and 
V. V. Chari. No surprise, the equilibrium school mainly 
leans Republican, and the interventionist school 
seems to be crawling with Democrats.

Before this crisis, it seemed that economists 
might resolve their differences. The oft-combat-
ive Krugman, in the first edition of his textbook 
Macroeconomics in 2006, wrote that “the clean little 
secret of modern macroeconomics is how much 
consensus economists have reached over the past 
70 years.”

The mood now is uglier. On the left, Krugman 
says: “This is really fairly shameful, that we should 
be wasting precious months as a profession retrac-
ing debates that were settled 70 years ago.” On the 
right, John H. Cochrane of the University of Chicago 
dismisses those who advocate Keynesian stimulus, 
saying: “Professional economists, the guys I hang 
out with, are not reverting to ancient Keynesianism 
any more than physicists are going back to Aristotle 
when they can’t understand how fast the universe is 
expanding.” There are some middle-of-the-roaders, 
such as Columbia University’s Michael Woodford, 
who argue that macroeconomists are converging 
on a methodology for asking questions. But even 
Woodford agrees that “recent debates don’t particu-
larly make the field look unified.”

The easiest criticism of macroeconomists is that 
nearly all failed to foresee the recession despite 
plenty of warning signs. In early September 2008, 
the median growth forecast for the fourth quar-
ter was 0.2%, according to a survey by Blue Chip
Economic Indicators. The actual outcome was a 
6.3% annualized decline. The Fed didn’t do any bet-
ter. In July 2008, Fed officials projected unemploy-
ment in the fourth quarter of 2008 would end up 
between 5.5% and 5.8%. The actual number was 
6.9%. Their projection for the fourth quarter of 2009, 
done at the same time, was for a range of 5.2% to 
6.1%. Today, with unemployment at 8.5%, most 
forecasters expect the rate to be nearing double 
digits by the end of 2009.

(cont.)
Now that fiscal policy is back on the table, 

economists are fighting over the size of the ripple 
effect—or “multiplier”—of increased government 
spending. Interventionist economists think multipli-
ers are large when the economy is operating below 
capacity—and it certainly is now. According to a Fed 
report on Apr. 15, one-third of manufacturing’s pro-
ductive capacity is going unused, the biggest share 
on record back to 1948.

Obama Administration officials believe that their 
fiscal policy is on the right track. The stimulus program 
“is putting a little more energy into the consumer,” 
National Economic Council Director Summers told 
Maria Bartiromo (page 12). “Two months ago you 
couldn’t find anything positive.” Christina D. Romer, 
Obama’s chief economic adviser and a historian of 
the Depression, said in March that “at some point, 
recovery will take on a life of its own.” Until then, 
she said, government should watch closely “to make 
sure the private sector is back in the saddle” before 
easing off.

Other economists say increased government 
spending may actually depress private employment. 
At a Council on Foreign Relations event on Mar. 30, 
Chicago’s Lucas called the Administration’s multi-
plier math “kind of schlock economics.”

The truth is, even backers of stimulus can’t 
be sure it will work. As World War II ended, many 
economists worried that growth would lapse as 
military spending fell. Sewell Avery, the CEO of 
Montgomery Ward, was so anxious about a post-
war depression that he refused to open new stores. 
Economists still aren’t sure why he was wrong, so 
they can’t say reliably whether fiscal stimulus will 
end this recession or just interrupt it. “Is it possible 
to engineer a durable recovery with fiscal expan-
sion, or are you just buying time?” asks Krugman, 
who favors coupling stimulus with drastic action to 
fix the banks.

What, then, is the way forward? Once this crisis 
is past, the next agenda for macroeconomists will be 
to help make the economy far more robust—enough 
to survive the blunders of politicians, bankers, and 
economists of the future.

in the news
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contractors, to get contracts, and then to begin work. 
Further delays might occur because of government 
regulations. For example, an environmental impact 

statement must be completed before most public works 
projects can begin, a process that often takes many 
months or even years, called the impact lag.

S E C T I O N    C H E C K

1. The crowding-out effect states that as the government borrows to pay for the deficit, it drives up the interest 
rate and crowds out private investment spending.

2. If crowding out causes a higher U.S. interest rate, it will attract foreign funds. In order to invest in the U.S. 
economy, foreigners will have to first convert their currencies into dollars. The increase in the demand for 
dollars relative to other currencies will cause the dollar to appreciate in value, making foreign imports rela-
tively cheaper in the United States and U.S. exports relatively more expensive in other countries. This change 
will cause net exports (X � M) to fall and is called the crowding-out effect in the open economy.

3. The lag time between when a fiscal policy may be needed and when it is actually implemented is considerable.

1. Why does a larger government budget deficit increase the magnitude of the crowding-out effect?

2. Why does fiscal policy have a smaller effect on aggregate demand the greater the crowding-out effect is?

3. How do time lags affect the effectiveness of fiscal policy?

Automatic Stabilizers

Some changes in government transfer payments 
and taxes take place automatically as business 

cycle conditions change, without delib-
erations in Congress or the executive 
branch of the government. Changes in 
government transfer payments or tax 
collections that automatically tend to 
counter business cycle fluctuations are 
called automatic stabilizers.

How Do the Tax System 
and Transfer Payments Stabilize 
the Economy?

The most important automatic stabilizer is the tax 
system. Personal income taxes vary directly in 

amount with income and, in fact, rise or fall by greater 

percentages than income itself. Big increases and big 
decreases in GDP are both lessened by automatic 
changes in income tax receipts. Because incomes, 
earnings, and profits all fall during a recession, 

the government collects less in taxes. 
When you work less, you are paid less 
and therefore pay less in taxes. It’s 
like an automatic tax cut that acts to 
reduce the severity of a recession. This 
is also true for payroll taxes, which 
depend on a worker’s earnings, and 
corporate income taxes, which depend 
on a firm’s profits. When earnings and 

profits fall during a recession, so do government rev-
enues. So, like the personal income tax, the corporate 
income tax and payroll taxes are automatic stabiliz-
ers, too. This reduced tax burden partially offsets 
the magnitude of the recession. Beyond this factor, 
the unemployment compensation program is another 
source of automatic  stabilization. During recessions, 
unemployment is usually high and unemployment 

n What are automatic stabilizers? n Which automatic stabilizers are the most 
important?

Automatic Stabilizers

automatic stabilizers 
changes in government 
transfer payments or tax 
collections that automatically 
help counter business cycle 
fluctuations
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compensation payments increase, providing income 
that will be consumed by recipients. During boom 
periods, such payments will fall as the number of 
unemployed decreases. The system of public assis-

tance (such as food stamps, Temporary Assistance 
for Needy Families, and Medicaid) payments tends 
to be another important automatic stabilizer because 
the number of low-income persons eligible for some 
form of assistance grows during recessions (stimulat-
ing aggregate demand) and declines during booms 
(reducing aggregate demand). Perhaps the Great 
Depression would not have been so “great” if auto-
matic stabilizers had been in place. Many had to dig 
into their savings and cut back on their spending, 
which made matters worse.

Automatic stabilizers are not strong enough to 
completely offset a serious recession. However, they 
certainly reduce the severity of a recession, without the 
problems associated with lags that were discussed in 
the last section.

Automatic stabilizers work without legislative 
action. The stabilizers serve as shock absorbers 
for the economy. But the key is that they do 
it quickly.
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S E C T I O N    C H E C K

1. Automatic stabilizers are changes in government transfer payments or tax collections that happen automati-
cally and with effects that vary inversely with business cycles.

2. The tax system is the most important automatic stabilizer; it has the greatest ability to smooth out swings in GDP 
during business cycles. Other automatic stabilizers are unemployment compensation and welfare payments.

1. How does the tax system act as an automatic stabilizer?

2. Are automatic stabilizers affected by a time lag? Why or why not?

3. Why are transfer payments such as unemployment compensation effective automatic stabilizers?
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n What are budget deficit and budget 
surplus?

n How is the national debt financed?

n What has happened to the federal 
budget balance?

n What impact does a budget deficit have 
on the interest rate?

n What impact does a budget surplus have 
on the interest rate?

The National Debt

Fiscal Stimulus Affects 
the Budget

As discussed earlier in the chapter, when government
 spending exceeds tax revenues, a budget deficit 

results. When tax revenues are greater than govern-
ment spending, a budget surplus exists. A balanced 
budget occurs through deliberate efforts that are a mat-
ter of public policy.

Budget Deficit:

Government Spending � Tax Revenues

Budget Surplus:

Tax Revenues � Government Spending

How Government 
Finances the Debt

For many years, the U.S. government ran budget 
deficits and built up a large federal debt. How 

did it pay for those budget deficits? After all, it has to 
have some means of paying out the funds necessary to 
support government expenditures that are in excess 
of the funds derived from tax payments. One thing 
the government can do is simply print money—dollar 
bills. This approach was used to finance much of the 
Civil War budget deficit, both in the North and in 
the Confederate states. However, printing money to 
finance activities is highly inflationary and also under-
mines confidence in the government. Typically, the 
budget deficit is financed by issuing debt. The federal 
government in effect borrows an amount necessary to 
cover the deficit by issuing bonds, or IOUs, payable 
typically at some maturity date. The total of the values 
of all bonds outstanding constitutes the federal debt. 
Exhibit 1 shows the improvement in the federal budget 

balance since the early 1990s as a result of economic 
growth and the efforts of the president and Congress to 
control the growth of government spending.

Why Run a Budget Deficit?

From 1960 through 1997, the federal budget was 
in deficit every year except one—in 1969, the 

government ran a small budget surplus. Budget deficits 
can be important because they provide the federal gov-
ernment with the flexibility to respond appropriately 
to changing economic circumstances. For example, the 
government may run deficits during special emergen-
cies such as military involvements, earthquakes, fires, 
or floods. The government may also use a budget defi-
cit to avert an economic downturn.

Historically, the largest budget deficits and a 
growing government debt occur during war years, 
when defense spending escalates and taxes typically 
do not rise as rapidly as spending. The federal gov-
ernment will also typically run budget deficits during 
recessions, as taxes are cut and government spend-
ing increases. However, in the 1980s, deficits and 
debt soared in a relatively peaceful and prosperous 
time. In 1980, President Reagan ran a platform of 
lowering taxes and reducing the size of government. 
Although the tax cuts occurred, the reduction in the 
growth of government spending did not. The result 
was huge peacetime budget deficits and a growing 
national debt that continued through the early 1990s, 
as shown in Exhibit 1.

However, when President Clinton took office 
in 1993, he set a goal to reduce the budget deficit. 
This goal was a high priority for both Democrats 
and Republicans. And after nearly a decade of unin-
terrupted economic growth, the deficit eventually 
turned into a budget surplus. In 2001 the budget 
surplus slipped into a deficit for three primary 

Chapter 16  Fiscal Policy 477

S E C T I O N

16.7



reasons: (1) the 2001 tax cut that President Bush 
promised in his presidential campaign; (2) the war 
on terrorism and wars in Iraq and Afghanistan; and  
(3) the 2001 recession that led to less tax revenue 
and greater government spending. However, in 
looking at the future projections in Exhibit 2, it 
appears the United States will face large deficits for 
the next decade.

An Increase in the Budget 
Deficit: Short-Run  
and Long-Run Effects

Recall that when the government borrows to 
finance a budget deficit, it causes the interest rate 

to rise. The higher interest rate will crowd out private 

Federal Budget (Percentage of GDP)

SOURCE: Office of Management and Budget, Historical Tables, Budget of the United States Government, Fiscal Year 2009.
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investment by households and firms. Higher private 
investment and increases in capital formation are criti-
cal in a growing economy. However, what if the gov-
ernment runs a budget deficit reduction (or surplus)?

In the short run, deficit reduction is the same as run-
ning contractionary fiscal policy; either tax increases and/
or a reduction in government purchases will shift the 
aggregate demand curve to the left, from AD1 to AD2, as 
seen in Exhibit 3. Unless this shift is offset by expansionary 
monetary policy (a topic we discuss in The Federal Reserve 
System and Monetary Policy when we cover monetary 
policy), a lower price level and lower RGDP will result. 
That is, in the short run, an aggressive program of deficit 
reduction can lead to a recession.

In the long run, however, the story is different. 
Lowering the budget deficit, or running a larger budget 
surplus, leads to a lower real interest rate, which 
increases private investment and stimulates higher 
growth in capital formation and economic growth. 
In fact, this situation happened in the 1990s as the 
budget deficit was reduced and finally turned into a 
budget surplus. The reduction in the deficit increased 
the potential rate of output, shifting the SRAS and 
LRAS curves rightward in Exhibit 4. The final effect 

Reducing a Budget Deficit— 
The Short-Run Effects
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In the short run, a reduction in the budget deficit (higher 
taxes and/or a reduction in government purchases) will 
lead to a reduction in aggregate demand. The leftward 
shift of aggregate demand from AD1 to AD2 leads to a 
lower price level and a lower level of RGDP.

Reducing a Budget Deficit— 
The Long-Run Effects
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A smaller budget deficit, or a larger budget surplus, 
lowers the interest rate and stimulates private invest-
ment and capital formation, leading to an increase in 
RGDP from RGDPNR to RGDP’NR. Even with an increase in 
aggregate demand, the price level would be lower than 
it would have been without the shift in the SRAS and 
LRAS curves.

was a higher RGDP and a lower price level than would 
have otherwise prevailed. Both investment and RGDP 
grew as the budget deficit shrank. The long-run effects 
of a deficit reduction are greater economic growth 
and a lower price level, ceteris paribus. The short-run 
recessionary effects of a budget deficit reduction can 
be avoided through the appropriate monetary policy, 
as we will explore in The Federal Reserve System and 
Monetary Policy chapter.

The Burden of Public Debt

The “burden” of the debt is a topic that has long 
interested economists, particularly whether it falls 

on present or future generations. Exhibit 5 shows the 
burden as a percentage of GDP from 1929 to 2009. 
Arguments can be made that the generation of taxpayers 
living at the time that the debt is issued shoulders the true 
cost of the debt, because the debt permits the government 
to take command of resources that might be available 
for other, private uses. In a sense, the resources it takes 
to purchase government bonds might take away from 
private activities, such as private investment financed 
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Public Debt Trends

SOURCE: Economic Report of the President, 2009.

Fiscal Year
Public Debt  

(billions of dollars)
Public Debt as a  

Percentage of GDP

1929 $      16.9 18.0%

1940 43.0 45.0

1945 260.2 120.0

1950 256.8 94.0

1955 274.4 69.0

1960 290.5 56.0

1965 322.3 47.0

1970 380.9 38.0

1975 541.9 35.0

1980 909.1 33.0

1985 1,817.5 44.0

1990 3,206.6 56.0

1995 4,921.0 67.2

2000 5,629.0 57.9

2005 7,905.3 64.6

2009 10,438.4 70.4

by private debt. No economist can deny, however, that 
the issuance of debt does involve some intergenerational 
transfer of incomes. Long after federal debt is issued, a 
new generation of taxpayers is making interest payments 
to people of the generation that bought the bonds issued 
to finance that debt.

If public debt is created intelligently, however, the 
“burden” of the debt should be less than the benefits 
derived from the resources acquired as a result, par-
ticularly when the debt allows for an expansion in 
real economic activity or for the development of vital 

infrastructure for the future. The opportunity cost of 
expanded public activity may be small in terms of pri-
vate activity that must be forgone to finance the public 
activity if unemployed resources are put to work. The 
real issue of importance is whether the government’s 
activities have benefits that are greater than their 
costs; whether it is done through raising taxes, print-
ing money, or running deficits, it is, for the most part, 
a “financing issue.” It is also possible that parents can 
offset some of the intergenerational debt by leaving 
larger bequests.
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What are the arguments for and against bal-
ancing the budget? If we had a balanced 
budget, how could we allow the govern-

ment to run deficits during emergencies?
From 1960 to 1998, the federal budget was in 

deficit every year except one, when the government 
ran a small balanced surplus in 1969. In 1998, the 
federal government ran a surplus and continued to 
run surpluses for the next three years. However, a 
series of events—the recession of 2001, the terrorist 
attacks, financing the wars in Iraq and Afghanistan, 
and a financial crisis—brought deficits back in the 
picture.

Some individuals believe that we must control the 
deficits through responsible fiscal restraint—a belief 
that has prompted a drive to add a balanced budget 
amendment to the U.S. Constitution.

But the possibility that the spending activities 
of the federal government may be constitutionally 
restricted is terrifying to some. Opponents’ argu-
ments can be summarized as follows:

First, at best, a balanced budget amendment 
would be ineffective because it is impossible to guar-
antee that revenues and expenditures will always 
match up on an annual basis. Second, at worst, a bal-
anced budget amendment would reduce the fiscal 
flexibility of the federal government, thereby making 
it more difficult to respond appropriately to changing 
economic circumstances. Furthermore, if the public 
really wants the government to balance its budget, 
our elected representatives already have the power 
to respond to this desire.

It is certainly true that no amendment to the 
Constitution can ensure that the budget will ever be 
perfectly balanced. No one can exactly predict either 
revenues or expenditures over a specified interval. 
And in some circumstances, budget  flexibility can be 
justified. Finally, it is true that Congress has the con-
trol over taxing and spending needed to eliminate the 
chronic deficits if it chooses to do so. Given all these 
factors, why should we clutter up the Constitution 
with a balanced budget amendment?

Proponents of a balanced budget amendment 
argue that, in the absence of fiscal restraints, exces-
sive government spending will occur because the 

private advantages that each of us realizes from 
spending on our government programs are paid for 
almost entirely by other taxpayers. Of course, each 
of us suffers from having to pay for the programs of 
others, and most of us would be willing to reduce 
our special interest demands if others would do the 
same. But we all recognize that as long as we con-
tinue to pay for the programs of others, we enjoy no 
advantage from reducing our individual demands on 
the government treasury. In this uncontrolled set-
ting, we are in a spending free-for-all, with penalties 
for the fiscally responsible and rewards for the fis-
cally irresponsible.

Of course, a balanced budget amendment could 
be written that would allow the government to 
run deficits in time of special emergencies such as 
 military involvement, earthquakes, financial crises, 
fires, or floods. In addition, the voters might adopt 
a plan that would allow for a two-thirds vote to 
increase the deficit or that would opt for a running 
average balanced budget instead of balancing the 
budget every year. Any of these proposals could 
work toward controlling runaway federal spending 
to some degree. A balanced budget would mean 
greater national saving, investment and economic 
growth.  A smaller debt would also lead to less of a 
burden on future generations of taxpayers. Inheriting 
this debt will lower future standards of living, other 
things equal. However, what if the deficit is reduced 
by cutting back on spending in education? With less 
education, future generations could be less pro-
ductive with lower incomes. If the deficit became 
so large that financing the debt (sometimes called 
monetizing the debt) became problematic than there 
might be a temptation to turn to inflation to finance 
the debt. In addition, parents and grandparents could 
offset some of this problem to the extent that they 
save more now and bequeath larger inheritances to 
their children.

The most important issue of all might be at what 
level the budget should be balanced. Many would 
prefer deficits in a small budget to a much larger, 
but balanced, budget. However, the real issue, as 
always, is: Are we getting government goods and 
services with benefits that are greater than costs?

WOULD A BALANCED BUDGET 
AMENDMENT WORK?
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 9. If the government wants to use fiscal policy to help 
“cool off” the economy when it has overheated 
and inflation has become a serious problem, it will 
tend to ____________ government purchases and/or 
____________ taxes.

 10. A tax ____________ on consumers will reduce house-
holds’ disposable incomes and thus their purchases of 
____________ goods and services, while higher business 
taxes will reduce ____________ purchases.

 11. Contractionary fiscal policy will result in a(n) 
____________ price level and ____________ employment 
in the short run.

 12. The ____________ effect explains why, when an ini-
tial increase in purchases of goods or services occurs, 
the ultimate increase in total purchases will tend to be 
greater than the initial increase.

 13. When the government purchases additional goods and 
services, not only does it add to the total demand for 
goods and services directly, but the purchases also add 
to people’s ____________.

 14. When people’s incomes rise because of increased gov-
ernment purchases of goods and services, collectively 
people will spend a substantial part of the additional 
income on additional ____________ purchases.

 15. The additional consumption purchases made as a por-
tion of one’s additional income is measured by the 
____________.

S E C T I O N    C H E C K

1. The budget deficit is financed by issuing debt.

2. Improvement in the federal budget balance since the early 1990s resulted from economic growth and the 
efforts of the president and Congress to control the growth of government spending. From 1960 through 
1997, the federal budget had been in deficit every year except one, when the government ran a small balance 
surplus in 1969. However, with the recession in 2001 and the war on terrorism, the budget surplus slipped 
into a budget deficit.

3. When the government borrows to finance a budget deficit, it causes the interest rate to rise.

4. When the government runs a budget surplus, it adds to national saving, lowers the interest rate, and stimu-
lates private investment and capital formation.

1. What will happen to the interest rate when a budget deficit occurs?

2. What will happen to the interest rate when a budget surplus occurs?

3. What are the intergenerational effects of a national debt?

4. What must be true for Americans to be better off as a result of an increase in the national debt?

9. If the government wants to use fiscal policy to help 
“cool off” the economy when it has overheated
and inflation has become a serious problem, it will 
tend to ____________ government purchases and/or 
____________ taxes.

10. A tax ____________ on consumers will reduce house-
holds’ disposable incomes and thus their purchases of 
____________ goods and services, while higher business
taxes will reduce ____________ purchases.

11. Contractionary fiscal policy will result in a(n)
____________ price level and ____________ employment 
in the short run.

12. The ____________ effect explains why, when an ini-
tial increase in purchases of goods or services occurs, 
the ultimate increase in total purchases will tend to be 
greater than the initial increase.

13. When the government purchases additional goods and
services, not only does it add to the total demand for
goods and services directly, but the purchases also add 
to people’s ____________.

14. When people’s incomes rise because of increased gov-
ernment purchases of goods and services, collectively
people will spend a substantial part of the additional 
income on additional ____________ purchases.

15. The additional consumption purchases made as a por-
tion of one’s additional income is measured by the 
____________.

In te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. ____________ is the use of government spending and/or 
taxes to alter real GDP and price levels.

 2. When government spending (for purchases of goods and 
services and transfer payments) exceeds tax revenues, 
the result is a budget ____________.

 3. When the government wishes to stimulate the economy 
by increasing aggregate demand, it will ____________ 
government purchases of goods and services, 
____________ taxes, or use some combination of these 
approaches.

 4. Expansionary fiscal policy is associated with 
____________ government budget deficits.

 5. If the government wishes to dampen a boom in the 
economy, it will ____________ its purchases of goods 
and services, ____________ taxes, or use some combina-
tion of these approaches.

 6. By changing tax rates, the government can alter the 
amount of ____________ income of households and 
thereby bring about changes in ____________ purchases.

 7. Increased budget ____________ will stimulate the econ-
omy when it is operating at less than full capacity.

 8. The result of an expansionary fiscal policy in the short 
run would be a(n) ____________ in the price level and 
a(n) ____________ in RGDP.
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 16. With each additional round of the multiplier process, 
the added income generated and the resulting consumer 
purchases get ____________ because some of each 
round’s increase in income goes to ____________ and 
____________ payments.

 17. ____________ is equal to 1/(1 � MPC).

 18. The larger the marginal propensity to consume, the 
____________ the multiplier effect.

 19. If the marginal propensity to consume were smaller, a 
given increase in government purchases would have a(n) 
____________ effect on consumption purchases.

 20. The extent of the multiplier effect visible within a short 
time period will be ____________ than the total effect 
indicated by the multiplier formula.

 21. The multiplier effect triggered by an increase in spend-
ing arises because of the additional ____________ 
spending that it leads to.

 22. If your MPC were equal to 0.7, your MPS would equal 
____________ .

 23. Savings and money spent on imported goods will each 
____________ the size of the multiplier.

 24. The multiplier effect of an increase in government pur-
chases implies that the increase in aggregate demand 
will tend to be ____________ than the initial fiscal stim-
ulus, other things being equal.

 25. Supply-side economists believe that individuals will 
save ____________, work ____________, and provide 
____________ capital when taxes, government transfer 
payments (such as welfare), and regulations are too bur-
densome on productive activities.

 26. The ____________ curve shows that high tax rates could 
conceivably reduce work incentives to the point that 
government revenues are lower at high marginal tax 
rates than they would be at somewhat lower rates.

 27. If the demand-side stimulus from reduced tax rates is 
____________ than the supply-side effects, the result will 
be a higher price level and a greater level of real output.

 28. Changes in government transfer payments or tax collec-
tions that automatically tend to counter business cycle 
fluctuations are called ____________.

 29. The most important automatic stabilizer is the 
____________ system.

 30. Big increases and big decreases in GDP are both 
____________ by automatic changes in income tax 
receipts.

 31. Because incomes, earnings, and profits all fall during 
a recession, the government collects ____________ in 
taxes. This reduced tax burden partially ____________ 
any contractionary fall in aggregate demand.

 32. When the government borrows money to finance 
a deficit, it ____________ the overall demand for 
money in the money market, driving interest rates 
____________.

 33. The ____________ effect refers to the theory that when 
the government borrows money to finance a deficit, it 
drives interest rates up, choking off some private spend-
ing on goods and services.

 34. The monetary authorities could ____________ the 
money supply to offset the ____________ interest rates 
due to the crowding-out effect of expansionary fiscal 
policy.

 35. Expansionary fiscal policy will tend to ____________ 
the demand for dollars relative to other currencies.

 36. Expansionary fiscal policy will tend to cause net exports 
to ____________.

 37. The larger the crowding-out effect, the ____________ 
the actual effect of a given change in fiscal policy.

 38. Because of the ____________ in implementing fiscal 
policy, a fiscal policy designed to deal with a contract-
ing economy may actually take effect during a period 
of economic expansion.

 39. Timed correctly, contractionary fiscal policy could cor-
rect a(n) ____________; timed incorrectly, it could cause 
a(n) ____________.

 40. If the federal government is running a(n) ____________, 
the federal debt would be getting smaller.

 41. Historically, the largest budget deficits have tended to 
be in ____________ years.

 42. Deficit reduction is a(n) ____________ fiscal policy in 
the short run.

 43. ____________ a federal budget deficit could be an 
appropriate fiscal policy if the economy were in a 
recession.

 44. If unemployed resources are put to work by government 
spending, the opportunity cost of expanded public activ-
ity would be ____________ than otherwise.

 45. Starting at a full-employment equilibrium, the only 
long-term effect of an increase in aggregate demand will 
be an increase in the ____________ level.
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 46. Starting at a full-employment equilibrium, once the 
economy has returned to its long-run equilibrium after 

an increase in government purchases, employment will 
be ____________ full employment.

Answers: 1. Fiscal policy 2. deficit 3. increase; increase 4. increased 5. reduce; increase 6. disposable; consumption 7. deficits 8. increase; 
increase 9. reduce; increase 10. increase; consumption; investment 11. lower; lower 12. multiplier 13. incomes 14. consumption 15. marginal 
propensity to consume 16. smaller; savings; tax 17. The expenditure multiplier 18. larger 19. smaller 20. less 21. consumption 
22. 0.3 23. reduce 24. greater 25. less; less; less 26. Laffer 27. greater 28. automatic stabilizers 29. tax 30. lessened 31. less; offsets 
32. increases; up 33. crowding-out 34. increase; higher 35. increase 36. fall 37. smaller 38. time lags 39. inflationary boom; recession
40. surplus 41. war 42. contractionary 43. Increasing 44. lower 45. price 46. equal to

Key Terms and Concepts

Sect ion Check Answers

 Fiscal Policy
 1. If, as part of its fiscal policy, the federal 

government increases its purchases of goods 
and services, is that an expansionary or 
contractionary tactic?
An increase in government purchases of goods and 
services would be an expansionary tactic, increasing 
aggregate demand, other things equal.

 2. If the federal government decreases its 
purchases of goods and services, does the 
budget deficit increase or decrease?
If the federal government decreased its purchases of 
goods and services, for a given level of tax revenue, 
the budget deficit (the difference between government 
spending and government revenues) would decrease.

 3. If the federal government increases taxes and/
or decreases transfer payments, is that an 
expansionary or contractionary fiscal policy?
Either an increase in taxes or a decrease in transfer 
payment would be a contractionary tactic, decreasing 
aggregate demand by decreasing people’s disposable 
incomes and therefore reducing the demand for 
consumption goods.

 4. If the federal government increases taxes or 
decreases transfer payments, does the budget 
deficit increase or decrease?
If the federal government increased taxes or decreased 
transfer payments, for a given level of government 

purchases, a budget deficit (the difference between 
government spending and government revenues) would 
decrease.

 5. If the federal government increases government 
purchases and lowers taxes at the same time, 
does the budget deficit increase or decrease?
Increased government purchases would increase a 
budget deficit, other things equal. Lowered taxes 
would also increase a budget deficit, other things equal. 
Therefore, both changes together would increase a 
budget deficit.

 Fiscal Policy and the 
AD/AS Model
 1. If the economy is in recession, what sort of 

fiscal policy changes would tend to bring it out 
of recession?
If the economy is in recession, aggregate demand 
intersects short-run aggregate supply to the left of the 
long-run aggregate supply curve. Expansionary fiscal 
policy—increased government purchases, decreased 
taxes, and/or increased transfer payments—addresses a 
recession by shifting aggregate demand to the right.

 2. If the economy is at a short-run equilibrium at 
greater than full employment, what sort of fiscal 
policy changes would tend to bring the economy 
back to a full-employment equilibrium?
If the economy is at a short-run equilibrium at greater 
than full employment, aggregate demand intersects 
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short-run aggregate supply to the right of the long-run 
aggregate supply curve. Contractionary fiscal policy—
decreased government purchases, increased taxes, and/
or decreased transfer payments—addresses a short-run 
equilibrium at greater than full employment by shifting 
aggregate demand to the left.

 3. What effects would an expansionary fiscal policy 
have on the price level and real GDP, starting 
from a full-employment equilibrium?
Starting from a full-employment equilibrium, an 
expansionary fiscal policy would increase aggregate 
demand, increasing the price level and real GDP in the 
short run. However, in the long run, real GDP will 
return to its full-employment long-run equilibrium level 
as input prices adjust (the short-run aggregate supply 
curve shifts up or left), and only the price level will end 
up higher.

 4. What effects would a contractionary fiscal policy 
have on the price level and real GDP, starting 
from a full-employment equilibrium?
Starting from a full-employment equilibrium, a 
contractionary fiscal policy would decrease aggregate 
demand, decreasing the price level and real GDP in the 
short run. However, in the long run, real GDP will return 
to its full-employment long-run equilibrium level as input 
prices adjust (the short-run aggregate supply curve shifts 
down or right), and the price level will end up lower.

 The Multiplier Effect
 1. How does the multiplier effect work?

The multiplier effect occurs because the increased 
purchases during each “round” of the multiplier 
process generate increased incomes for the owners of 
the resources used to produce the goods purchased, 
which leads them to increase consumption purchases 
in the next “round” of the process. The result is a 
final increase in total purchases, including the induced 
consumption purchases, that is greater than the initial 
increase in purchases.

 2. What is the marginal propensity to consume?
The marginal propensity to consume is the proportion 
of an additional dollar of income that would be spent 
on additional consumption purchases.

 3. Why is the marginal propensity to consume 
always less than one?
This is true because all expenditures ultimately have 
to be financed out of income, so each dollar of added 
income cannot lead to more than a dollar of added pur-
chases. In addition, taxes and savings also have to be 
financed out of income.

 4. Why does the multiplier effect get larger as the 
marginal propensity to consume gets larger?
The larger the marginal propensity to consume, the 
larger the fraction of increased income in each “round” 
of the multiplier process that will go to additional con-
sumption purchases. Since each round of the multiplier 
process will therefore be larger the greater the mar-
ginal propensity to consume, the multiplier will also 
be larger.

 5. If an increase in government purchases leads to 
a reduction in private-sector purchases, why will 
the effect on the economy be smaller than that 
indicated by the multiplier?
At the same time that the increased government pur-
chases are leading to a multiple expansion of income 
and purchases for one set of citizens, the “crowded-
out” private-sector purchases are causing a multiple 
contraction of income and purchases for other citizens. 
The net effect on the economy will therefore be smaller 
than the increase in government purchases times the 
multiplier.

 Supply-Side Effects of Tax Cuts
 1. Is supply-side economics more concerned with 

short-run economic stabilization or long-run 
economic growth?
Supply-side economics is more concerned with long-
run economic growth than short-run economic 
stabilization. It is focused primarily on adopting 
policies that will increase the long-run aggregate supply 
curve (society’s production possibilities curve) over 
time, by increasing incentives to work, save, and invest.

 2. Why could you say that supply-side economics is 
really more about after-tax wages and after-tax 
returns on investment than it is about tax rates?
Changes in after-tax wages and after-tax returns on 
investment are the incentives that change people’s 
behavior, not changes in the tax rates themselves.
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 3. Why do government regulations have the same 
sort of effects on businesses as taxes?
To the extent that government regulations impose 
added costs on businesses, the effects of these added 
costs are the same—a decrease (leftward or upward 
shift) in supply—as if a tax of that amount were 
imposed on the business.

 4. Why are the full effects of supply-side policies 
not immediately apparent?
It often takes a substantial period of time before 
improved productivity incentives have their complete 
effects. For instance, an increase in the after-tax return 
on investment will increase investment, but it will take 
many years before the capital stock has completed 
its adjustment. The same is true for human capital 
investments in education, research and development, 
and so forth—if a student or researcher learns more 
today, the full effect won’t be observed immediately.

 5. If taxes increase, what would you expect to 
happen to employment in the underground 
economy? Why?
The primary benefit of employment in the underground 
economy is the savings due to not having to pay taxes 
(or bear some of the costs of regulations imposed on 
legitimate employment). The cost includes the risk 
of being caught, the difficulty of dealing on a cash-
only or barter basis, and so on. As tax rates increase, 
the benefits of working in the underground economy 
increase relative to the costs, and employment in the 
underground economy will tend to increase, other 
things being equal.

 Possible Obstacles to Effective 
Fiscal Policy
 1. Why does a larger government budget deficit 

increase the magnitude of the crowding-out 
effect?
A larger government budget deficit increases the 
demand for loanable funds, thereby increasing 
the magnitude of the increase in interest rates and 
crowding out more private-sector investment 
as a result.

 2. Why does fiscal policy have a smaller effect on 
aggregate demand the greater the crowding-out 
effect is?
The greater the crowding-out effect, the smaller the 
net effect (the increase in government purchases minus 
the private-sector purchases crowded out) fiscal policy 
has on aggregate demand. For example, if each dollar 
of added government purchases crowds out 50 cents 
worth of private-sector purchases, fiscal policy will 
have only half the effect on aggregate demand that it 
would if there were no crowding-out effect.

 3. How do time lags affect the effectiveness of 
fiscal policy?
The time lag between when a policy change is desirable 
and when it is adopted and implemented (for data 
gathering, decision making, etc.), as well as the time 
lag between when a policy is implemented and when 
it has its effects, makes it difficult for fiscal policy to 
have the desired effect at the desired time, particularly 
given the difficulty in forecasting the future course of 
the economy.

 Automatic Stabilizers
 1. How does the tax system act as an automatic 

stabilizer?
Some taxes, such as progressive income taxes and 
corporate profits taxes, automatically increase as the 
economy grows, and this increase in taxes restrains 
disposable income and the growth of aggregate demand 
below what it would have been otherwise. Similarly, 
they automatically decrease in recessions, and this 
decrease in taxes increases disposable income and acts 
as a partial offset to the fall in aggregate demand. The 
result is reduced business cycle instability.

 2. Are automatic stabilizers affected by a time lag? 
Why or why not?
Since automatic stabilizers respond to business cycle 
changes without the need for legislative or executive 
action, there is no appreciable lag between when 
business cycle conditions justify a change in them and 
when they do change. However, there is still a lag 
between when those stabilizers change and when their 
full effects are felt.
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 3. Why are transfer payments such as 
unemployment compensation effective 
automatic stabilizers?
Some transfer payment programs, such as unemployment 
compensation, act as automatic stabilizers because 
when business cycle conditions worsen, people can 
start receiving increased transfer payments as soon 
as they become eligible (lose their jobs, in the case of 
unemployment compensation). The same is true of some 
other welfare-type programs, such as food stamps.

 The National Debt
 1. What will happen to the interest rate when a 

budget deficit occurs?
When the government borrows to finance a budget deficit, 
it causes the interest rate to rise, other things equal.

 2. What will happen to the interest rate when a 
budget surplus occurs?
When there is a budget surplus, it adds to national 
saving and lowers the interest rate, other things equal.

 3. What are the intergenerational effects of a 
national debt?
Arguments can be made that the generation of the 
taxpayers living at the time that the debt is issued 
shoulders the true cost of the debt, because the debt 
permits the government to take command of resources 
that would be available for other, private uses. However, 
the issuance of debt does involve some intergenerational 
transfer of incomes. Long after federal debt is issued, a 
new generation of taxpayers is making interest payments 
to persons of the generation that bought the bonds 
issued to finance that debt. If public debt is created 
intelligently, however, the “burden” of the debt should 
be less than the benefits derived from the resources 
acquired as a result; this is particularly true when the 
debt allows for an expansion in real economic activity or 
for the development of vital infrastructure for the future.

 4. What must be true for Americans to be better off 
as a result of an increase in the national debt?
For Americans to be better off as a result of an increase 
in the federal debt, the value of the investments and 
other spending financed by the debt must be greater 
than the cost of financing it.
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True or False:

1. The government can use fiscal policy to stimulate the economy out of a recession or to try to bring inflation under 
control.

2. When tax revenues are greater than government spending, a budget surplus exists.

3. A budget surplus is the most common result of government fiscal policy.

4. An increase in government purchases of goods and services will stimulate the economy by increasing aggregate demand.

5. An increase in taxes will increase aggregate demand.

6. Contractionary fiscal policy will tend to reduce a federal budget surplus or increase a federal budget deficit.

7. Real GDP will tend to change anytime the amount of consumption, investment, government purchases, or net exports 
changes.

8. If policymakers are unhappy about the present short-run equilibrium GDP, they can deliberately manipulate the level of 
government purchases in order to obtain a new short-run equilibrium value.

9. Expansionary fiscal policy has the potential to move an economy out of recession.

10. The effect of an increase in aggregate demand depends on the position of the macroeconomic equilibrium prior to the 
government stimulus.

11. Starting from an initial recession equilibrium, expansionary fiscal policy could potentially increase employment to 
RGDPNR.

 12. Starting from an initial recession equilibrium, a government tax increase would tend to reduce the severity of the 
recession.

 13. An increase in government spending and/or a tax cut will tend to move the economy up along its short-run aggregate 
supply curve.

 14. Contractionary fiscal policy has the potential to offset an overheated, inflationary boom.

 15. Contractionary fiscal policy will tend to increase a current government budget deficit.

 16. When an initial increase in government purchases of goods and services occurs, the ultimate increase in total purchases 
will tend to be greater than the initial increase.

 17. If the marginal propensity to consume is two-thirds, a $6 million increase in disposable income to certain households will 
lead them to increase their consumption spending by $18 million.

 18. The multiplier is equal to 1 divided by the marginal propensity to consume.

 19. The multiplier would be smaller if the marginal propensity to consume were smaller.

 20. If the MPC were equal to two-thirds, the multiplier would be equal to 3.

 21. The multiplier may be written as 1/(1 2 MPC) or as 1/MPS.

 22. A person’s MPC and MPS can be equal only if MPC 5 0.5.

 23. The multiplier effect of a reduction in taxes is larger than the multiplier effect of an equal increase in government 
spending on goods and services.

 24. If MPC 5 0.67, the effects of a change in taxes on AD would be two-thirds the magnitude of the effects of an equal 
change in government spending.
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 25. The effect of a $5 billion change in government spending on AD would be greater than that of an equal change in taxes, 
regardless of the MPC.

 26. The multiplier process is virtually instantaneous.

 27. Savings and money spent on imported goods will each reduce the size of the multiplier because each reduces the fraction 
of a given increase in income that will go to additional purchases of domestically produced consumption goods.

 28. Supply-siders would encourage government to reduce individual and business taxes, deregulate, and increase spending on 
research and development.

 29. Supply-siders’ primary focus is on stabilizing aggregate demand in the short run.

 30. A lower marginal tax rate will raise after-tax earnings, improving productive incentives.

 31. Higher marginal tax rates will lead investors to spend more scarce resources looking for tax shelters, which harms the 
economy as high-return but highly taxed investments give way to lower-return tax shelters.

 32. If greater research and development leads to new technology and knowledge, it will shift the short- and long-run 
aggregate supply curves to the right.

 33. If tax rates are reduced, it will affect aggregate supply but not aggregate demand.

 34. One of the advantages of automatic stabilizers is that they take place without the necessity for deliberations in Congress 
or the executive branch of the government.

 35. Unemployment compensation and public assistance payments act as automatic stabilizers, stimulating aggregate demand 
during recessions and reducing aggregate demand during booms.

 36. Starting at a full-employment equilibrium, the gains in employment that result from expansionary fiscal policy will not be 
sustainable in the long run.

 37. Starting at full employment, contractionary fiscal policy could cause a recession in the short run.

 38. Starting at full employment, the long-run result of contractionary fiscal policy includes a lower price level and reduced 
real output.

 39. The crowding-out effect will tend to reduce the magnitude of the effects of increases in government purchases.

 40. The crowding-out effect implies that expansionary fiscal policy will tend to reduce private purchases of interest-sensitive 
goods.

 41. The crowding-out effect does not occur with a tax change.

 42. Critics of the crowding-out effect argue that an increase in government purchases (or a tax cut), particularly if the 
economy is in a severe recession, could improve consumer and business expectations and actually encourage private 
investment spending.

 43. Expansionary U.S. fiscal policy will tend to move funds out of the United States.

 44. Expansionary fiscal policy will tend to be partly crowded out by a reduction in net exports.

 45. Sometimes fiscal policy designed to stabilize the economy may actually destabilize the economy.

 46. Time lags in the legislative process are a serious problem in the implementation of fiscal policy.

 47. After expansionary fiscal policy legislation is signed into law, it takes time to bring about the actual fiscal stimulus 
desired.

 48. The sum total of the values of all bonds outstanding constitutes the federal debt.

 49. Printing money to finance government activities is inflationary.
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 50. If public debt is created intelligently, the “burden” of the debt should be less than the benefits derived from the resources 
acquired as a result.

 51. If the U.S. government has a large current federal debt, it must be running a current year deficit.

 52. One way the federal government can finance deficits is to print money.

 53. When the federal government spends more, other things being equal, it tends to increase both that year’s deficit and the 
federal debt.

 54. Sometimes special emergencies, such as military involvements and natural disasters, may lead governments to run deficits.

 55. The U.S. federal government has never run a surplus in the last decade.

 56. If the economy were in an unsustainable boom, appropriate countercyclical policy would be to increase the budget deficit.

 57. If the economy were in recession, a fiscal policy that decreased the budget deficit would make the recession worse.

 58. If the federal debt rises as a result of increasing government spending, the burden of the debt will necessarily be greater 
than the benefit.

Multiple Choice:

 1. Traditionally, government has used _____________ to influence _____________.
 a. taxing and spending; the demand side of the economy
 b. spending; the supply side of the economy
 c. supply management; the demand side of the economy
 d. demand management; the supply side of the economy

 2. Contractionary fiscal policy consists of
 a. increased government spending and increased taxes.
 b. decreased government spending and decreased taxes.
 c. decreased government spending and increased taxes.
 d. increased government spending and decreased taxes.

 3. Budget deficits are created when
 a. government spending exceeds its tax revenues.
 b. government tax revenues exceed its spending.
 c. government spending equals its tax revenues.
 d. none of the above.

 4. If the government wanted to move the economy out of a current recession, which of the following might be an 
appropriate policy action?

 a. decrease taxes
 b. increase government purchases of goods and services
 c. increase transfer payments
 d. any of the above
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  Using the accompanying graph, answer question 5.
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 5. In order for the economy pictured here to return to RGDPNR, this economy could use
 a. decreased taxes and increased government purchases.
 b. increased taxes and increased government purchases.
 c. decreased taxes and decreased government purchases.
 d. decreased taxes and increased government purchases.

 6. If government policymakers were worried about the inflationary potential of the economy, which of the following would 
not be a correct fiscal policy change?

 a. increase consumption taxes
 b. increase government purchases
 c. reduce government purchases
 d. decrease government purchases of goods and services

 7. In the short run, expansionary fiscal policy can cause a rise in real GDP
 a. in combination with a rise in the price level.
 b. in combination with no rise in the price level.
 c. in combination with a reduction in the price level.
 d. in combination with a rise or reduction in the price level, depending on the economy.

 8. If the government wanted to offset the effect of a boom in consumer and investor confidence on AD, it might
 a. decrease government purchases.
 b. decrease taxes.
 c. increase taxes.
 d. do either a or c.

 9. An increase in taxes combined with a decrease in government purchases would
 a. increase AD.
 b. decrease AD.
 c. leave AD unchanged.
 d. have an indeterminate effect on AD.

 10. A combination of an increase in government purchases and a decrease in taxes would
 a. increase AD.
 b. decrease AD.
 c. leave AD unchanged.
 d. have an indeterminate effect on AD.
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 11. AD will shift to the right, other things being equal, when
 a. the government budget deficit increases because government purchases rose.
 b. the government budget deficit increases because taxes fell.
 c. the government budget deficit increases because transfer payments rose.
 d. any of the above circumstances exist.

 12. If the marginal propensity to consume is two-thirds, the multiplier is
 a. 30.
 b. 66.
 c. 1.5.
 d. 3.

 13. The multiplier effect is based on the fact that _____________ by one person is (are) _____________ to another.
 a. income; income
 b. expenditures; expenditures
 c. expenditures; income
 d. income; expenditures

 14. The expenditure multiplier is
 a. 1/MPC.
 b. 1/(1 � MPC).
 c. (1 � MPC)/1.
 d. 1/change in MPC.

 15. The federal government buys $20 million worth of computers from Dell. If the MPC is 0.60, what will be the impact on 
aggregate demand, other things being equal?

 a. Aggregate demand will increase $12 million.
 b. Aggregate demand will increase $13.33 million.
 c. Aggregate demand will increase $20 million.
 d. Aggregate demand will increase $50 million.
 e. Aggregate demand will not change.

 16. When taxes are increased, disposable income _____________, and hence consumption _____________.
 a. increases; increases
 b. increases; decreases
 c. decreases; increases
 d. decreases; decreases
 e. stays the same; stays the same

 17. If the MPC is 0.5, a $1 million change in taxes will have _____________ effect as a $1 million change in government 
spending.

 a. the same
 b. half the
 c. double the
 d. none of the above

 18. Lower marginal tax rates stimulate people to work, save, and invest, resulting in more output and a larger tax base. This 
statement most closely reflects which of the following views?

 a. the Keynesian
 b. the crowding-out theory of budget deficits
 c. the aggregate demand theory
 d. the supply-side view

 19. Other things being constant, an increase in marginal tax rates will
 a. decrease the supply of labor and reduce its productive efficiency.
 b. decrease the supply of capital and decrease its productive efficiency.
 c. encourage individuals to buy goods that are tax deductible instead of those that are more desired but nondeductible.
 d. do all of the above.
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 20. According to the Laffer curve,
 a. decreasing tax rates on income will always increase tax revenues.
 b. decreasing tax rates on income will always decrease tax revenues.
 c. decreasing tax rates are more likely to increase tax revenues the higher tax rates are to start with.
 d. decreasing tax rates are more likely to increase tax revenues the lower tax rates are to start with.

 21. One of the real-world complexities of countercyclical fiscal policy is that
 a. fiscal policy is based on forecasts, which are not foolproof.
 b. a lag occurs between a change in fiscal policy and its effect.
 c. how much of the multiplier effect will take place in a given amount of time is uncertain.
 d. All of the above are correct.

 22. According to the crowding-out effect, if the federal government borrows to finance deficit spending,
 a. the demand for loanable funds will decrease, driving interest rates down.
 b. the demand for loanable funds will increase, driving interest rates up.
 c. the supply for loanable funds will increase, driving interest rates up.
 d. the supply for loanable funds will decrease, driving interest rates down.

 23. Automatic stabilizers
 a. reduce the problems caused by lags, using fiscal policy as a stabilization tool.
 b. are changes in fiscal policy that act to stimulate AD automatically when the economy goes into recession.
 c. are changes in fiscal policy that act to restrain AD automatically when the economy is growing too fast.
 d. All of the above are correct.

 24. During a recession, government transfer payments automatically _____________ and tax revenue automatically 
_____________.

 a. fall; falls
 b. increase; falls
 c. increase; increases
 d. fall; increases

 25. If U.S. budget deficits (which require the borrowing of funds) raise interest rates and attract investment funds from 
abroad,

 a. the foreign exchange value of the dollar will appreciate, and U.S. net exports will decrease.
 b. the foreign exchange value of the dollar will depreciate, and U.S. net exports will decrease.
 c. the foreign exchange value of the dollar will depreciate, and U.S. net exports will increase.
 d. the foreign exchange value of the dollar will appreciate, and U.S. net exports (X � M) will increase.

 26. When the crowding-out effect of an increase in government purchases is included in the analysis,
 a. AD shifts left.
 b. AD doesn’t change.
 c. AD shifts right, but by more than the simple multiplier analysis would imply.
 d. AD shifts right, but by less than the simple multiplier analysis would imply.

 27. How does the government finance budget deficits?
 a. The Federal Reserve creates new money.
 b. It issues debt to government agencies, private institutions, and private investors.
 c. It is primarily financed by foreign investors.
 d. It does nothing to finance budget deficits.

 28. When government debt is financed internally, future generations will
 a. inherit a lower tax liability.
 b. inherit neither higher taxes nor interest payment liability.
 c. inherit higher taxes.
 d. do none of the above.
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 29. After briefly running federal surpluses, in 2001 the budget returned to deficits because of
 a. a recession.
 b. the war on terrorism.
 c. a tax cut.
 d. all of the above.

 30. Higher budget deficits would tend to
 a. raise interest rates.
 b. reduce investment.
 c. reduce the growth rate of the capital stock.
 d. do all of the above.

 31. If the government budget deficit became a budget surplus because of cuts in federal government spending, other things 
being equal, which of the following would fall in the short run?

 a. interest rates
 b. investment
 c. unemployment
 d. the money supply
 e. None of the above would fall in the short run.

 32. Deficit reduction will tend to
 a. decrease real output in both the short run and long run.
 b. decrease real output in the short run, but increase real output in the long run.
 c. increase real output in both the short run and long run.
 d. increase real output in the short run, but decrease real output in the long run.

 33. A policy which increased the federal government deficit would tend to increase which of the following in the short run, 
other things being equal?

 a. aggregate demand
 b. real output
 c. the price level
 d. employment
 e. all of the above

 34. Starting at full employment, if MPC � 2/3, an increase in government purchases of $10 billion would lead AD to 
_____________ and _____________ real output in the long run.

 a. increase $30 billion; increase
 b. increase $30 billion; not change
 c. decrease $30 billion; decrease
 d. decrease $30 billion; not change
 e. none of the above

 35. A decrease in government purchases will do which of the following in the long run?
 a. increase unemployment
 b. decrease real output
 c. decrease the price level
 d. all of the above

Problems:

 1. Why are federal government actions that increase deficits considered expansionary fiscal policy and those that decrease 
deficits considered contractionary fiscal policy?

 2. Are increases in both government purchases and net taxes at the same time expansionary or contractionary? Would both 
changes together increase or decrease the federal government deficit?
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 3. Answer the following questions:
 a. If the current budget shows a surplus, what would an increase in government purchases do to it?
 b. What would that increase in government purchases do to aggregate demand?
 c. When would an increase in government purchases be an appropriate countercyclical fiscal policy?

 4. Answer the following questions:
 a. If the current budget shows a deficit, what would an increase in taxes do to it?
 b. What would that increase in taxes do to aggregate demand?
 c. When would an increase in taxes be an appropriate contractionary fiscal policy?

 5. Use the accompanying diagram to answer questions a–f.
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 a. At what short-run equilibrium point might expansionary fiscal policy make sense to help stabilize the economy?
 b. What would be the result of appropriate fiscal policy in that case?
 c. What would be the long-run result if no fiscal policy action were taken in that case?
 d. At what short-run equilibrium point might contractionary fiscal policy make sense to help stabilize the economy?
 e. What would be the result of appropriate fiscal policy in that case?
 f. What would be the long-run result if no fiscal policy action were taken in that case?

 6. What is a recessionary gap? What would be the appropriate fiscal policy to combat or offset one? What is an inflationary 
gap? What would be the appropriate fiscal policy to combat or offset one?

 7. What would the multiplier be if the marginal propensity to consume was
 a. 1/3?
 b. 1/2?
 c. 3/4?

 8. If government purchases increased by $20 billion, other things being equal, what would be the resulting change in 
aggregate demand, and how much of that change would be a change in consumption, if the MPC were

 a. 1/3?
 b. 1/2?
 c. 2/3?
 d. 3/4?
 e. 4/5?

 9. Could the multiplier be written as 1 divided by the marginal propensity to save (MPS)?

 10. Why does it take a larger reduction in taxes to create the same increase in AD as a given increase in government purchases?

 11. Explain why an equal dollar increase in both government purchases and net taxes would increase aggregate demand.
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 12. Use the accompanying diagram to answer questions a and b.
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 a. Starting from the initial equilibrium in the diagram, illustrate the case of a supply-side fiscal policy that left the price 
level unchanged.

 b. Compared to your answer in a, when would a supply-side fiscal policy result in an increase in the price level?

 13. Why can a decrease in tax rates increase AS as well as AD, whereas an increase in government purchases will increase AD 
but not AS?

 14. How do automatic stabilizers affect budget deficits and surpluses? How would automatic stabilizers be affected by an 
annually balanced budget rule?

 15. Why do automatic stabilizers minimize the lag problem with fiscal policy?

 16. Answer the following questions:
 a. Describe the crowding-out effect of an increase in government purchases.
 b. Why does the magnitude of the crowding-out effect depend on how responsive interest rates are to increased 

government borrowing and how responsive investment is to changes in interest rates?
 c. How would the size of the crowding-out effect affect the size of the change in aggregate demand that would result 

from a given increase in government purchases?

 17. Illustrate diagrammatically the short-run and long-run effects of a government budget deficit. Describe the mechanism 
that makes these effects different.
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services they buy in product markets, and firms 
exchange money for inputs they buy to produce 
the goods and services they sell in factor mar-
kets. In this chapter, we will discuss the differ-
ent forms of money, the different functions of 

money, and how banks create money. We will 
learn how the Federal Reserve works to keep 
banks safe. At the end of the chapter, we will 
examine some periods of bank failure in the 
twentieth century. ■

Money is very important to the economy. Recall the circular flow 
model in which households trade money for the goods and
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Money is anything that is generally accepted in 
exchange for goods and services. In colonial 

times, commodities such as tobacco and wampum 
(Native American trinkets, such as shells) were some-
times used as money. At some times and in some 
places, even cigarettes and whiskey have been used as 
money. Using commodities as money has several disad-
vantages, however, the most important of which is that 
many commodities deteriorate easily after a few trades. 
Precious metal coins have been used for money for 
millennia, partly because of their durability.

The Functions of Money

Money has four important functions in the econo-
my: as a medium of exchange, a unit of account, 

a store of value, and a means of deferred payment. 
Let’s examine the four important functions of money 
and see how they are different than other assets in 
the economy like stocks, bonds, art, real estate, and a 
comic book collection.

The primary function of money is to serve as a 
medium of exchange, to facilitate transactions, and to 
lower transaction costs. That is, sellers will accept it 
as payment in a transaction. However, money is not 
the only medium of exchange; rather, 
it is the only medium that is generally 
accepted for most transactions. How 
would people trade with one another 
in the absence of money? They would 
barter for goods and services that they 
desire.

The Barter System 
Is Inefficient
Under a barter system, individuals pay 
for goods or services by offering other 
goods and services in exchange. Suppose 
you are a farmer who needs some salt. 

You go to the merchant selling salt and offer her 30 
pounds of wheat for 2 pounds of salt. The wheat that 
you use to buy the salt is not money, because the salt 

merchant may not want wheat and there-
fore may not accept it as payment. This 
issue is one of the major disadvantages of 
barter: The buyer may not have appro-
priate items of value to the seller. The salt 
merchant may reluctantly take the wheat 
that she does not want, later bartering it 
away to another customer for something 
that she does want. In any case, barter is 
inefficient because several trades may be 
necessary to receive the desired goods. 
That is, the problem with barter is that it 
requires a double coincidence of wants—
both traders must be willing to trade their 
products with each other. Money solves 

n What is money?

n Is using money better than barter?

n How does money lower the costs of 
making transactions?

n How does money serve as a store of 
value?

What Is Money?

Tobacco was once used as money in colonial 
America—in particular, in Virginia and Maryland. 
Tobacco was used rather than other commodities 
because it was resistant to spoilage. In the seven-
teenth century, colonists used wampum (polished 
shells) as lawful money. The ancient Chinese used 
chisels for money, while other societies have used 
fish and cattle and, of course, gold coins as money.
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money 
anything generally accepted 
in exchange for goods or 
services

medium of exchange 
the primary function of 
money, which is to facilitate 
transactions and lower 
transaction costs

barter 
direct exchange of goods 
and services without the use 
of money
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Business News
— J U S T I N  S C H E C K

When Larry Levine helped prepare divorce 
papers for a client a few years ago, he got 
paid in mackerel. Once the case ended, he 

says, “I had a stack of macks.”
Mr. Levine and his client were prisoners in 

California’s Lompoc Federal Correctional Complex. 
Like other federal inmates around the country, they 
found a can of mackerel—the “mack” in prison 
lingo—was the standard currency.

“It’s the coin of the realm,” says Mark Bailey, 
who paid Mr. Levine in fish. Mr. Bailey was serving 
a two-year tax-fraud sentence in connection with 
a chain of strip clubs he owned. Mr. Levine was 
serving a nine-year term for drug dealing. Mr. Levine 
says he used his macks to get his beard trimmed, 
his clothes pressed and his shoes shined by other 
prisoners. “A haircut is two macks,” he says, as an 
expected tip for inmates who work in the prison 
barber shop.

There’s been a mackerel economy in federal 
prisons since about 2004, former inmates and some 
prison consultants say. That’s when federal prisons 
prohibited smoking and, by default, the cigarette 
pack, which was the earlier gold standard.

Prisoners need a proxy for the dollar because 
they’re not allowed to possess cash. Money they get 
from prison jobs (which pay a maximum of 40 cents 
an hour, according to the Federal Bureau of Prisons) 
or family members goes into commissary accounts 
that let them buy things such as food and toiletries. 
After the smokes disappeared, inmates turned to 
other items on the commissary menu to use as 
 currency.

Books of stamps were one easy alternative. “It 
was like half a book for a piece of fruit,” says Tony 
Serra, a well-known San Francisco criminal-defense 
attorney who last year finished nine months in 

in the news Mackerel Economics in Prison Leads 
to Appreciation for Oily Fillets

Lompoc on tax charges. Elsewhere in the West, pris-
oners use PowerBars or cans of tuna, says Ed Bales, 
a consultant who advises people who are headed to 
prison. But in much of the federal prison system, he 
says, mackerel has become the currency of choice.

Mackerel supplier Global Source Marketing Inc. 
says demand from prisons has grown since 2004. 
In recent years, demand has switched from cans—
which wardens don’t like because inmates can 
turn them into makeshift knives—to plastic-and-foil 
pouches of mackerel fillets, says Jon Linder, a vice 
president at supplier Power Commissary Inc., in 
Bohemia, N.Y.

Mackerel is hot in prisons in the U.S., but not so 
much anywhere else, says Mark Muntz, president of 
Global Source, which imports fillets of the oily, dark-
fleshed fish from Asian canneries. Mr. Muntz says 
he’s tried marketing mackerel to discount retailers. 
“We’ve even tried 99-cent stores,” he says. “It never 
has done very well at all, regardless of the retailer, 
but it’s very popular in the prisons.”

Mr. Muntz says he sold more than $1 million of 
mackerel for federal prison commissaries last year. 
It accounted for about half his commissary sales, he 
says, outstripping the canned tuna, crab, chicken 
and oysters he offers.

Unlike those more expensive delicacies, for-
mer prisoners say, the mack is a good stand-in for 
the greenback because each can (or pouch) costs 
about $1 and few—other than weight-lifters craving 
protein—want to eat it.

So inmates stash macks in lockers provided by 
the prison and use them to buy goods, including 
illicit ones such as stolen food and home-brewed 
“prison hooch,” as well as services, such as shoe-
shines and cell cleaning.

The Bureau of Prisons views any bartering 
among prisoners as fishy. “We are aware that 

(continued)
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the problem of double coincidence of wants because 
people will accept money for the items they sell.

Moreover, barter is extremely expensive over long 
distances. What would it cost me, living in California, 
to send wheat to Maine in return for an item in the 
L.L. Bean catalog? It is much cheaper to mail a check. 
Finally, barter is time-consuming because of difficulties 
in determining the value of the product that is being 
offered for barter. For example, the person selling 
the salt may wish to inspect the wheat first to make 
sure that it is pure and not contaminated with dirt or 

insects. Barter, in short, is expensive and inefficient, and 
it generally prevails only where limited trade is carried 
out over short distances, which generally means in 
relatively primitive economies. The more complex the 
economy (e.g., the higher the real GDP per capita), 
the greater the economic interactions between people, 
and consequently, the greater the need for one or more 
universally accepted assets serving as money. Only in 
a Robinson Crusoe economy, where people live in iso-
lated settlements and are generally self-sufficient, is the 
use of money unnecessary.

inmates attempt to trade amongst themselves items 
that are purchased from the commissary,” says 
bureau spokeswoman Felicia Ponce in an email. She 
says guards respond by limiting the amount of goods 
prisoners can stockpile. Those who are caught bar-
tering can end up in the “Special Housing Unit”—an 
isolation area also known as the “hole”—and could 
lose credit they get for good behavior.

For that reason—and since communications 
between inmates and nonprisoners are monitored 
by prison officials—current inmates can’t discuss 
mackerel transactions without risking discipline, 
say several lawyers and consultants who represent 
incarcerated clients.

. . . “I paid gambling debts” with mackerel, he 
says. “One time I bought cigarettes for a friend who 
was in the hole.”

Mr. Roberts and other ex-inmates say some pris-
oners make specially prepared food with items from 
the prison kitchen and sell it for mackerel.

“I knew a guy who would buy ingredients and 
use the microwaves to cook meals. Then people 
used mack to buy it from him,” says Jonson Miller, 
an adjunct history professor at Drexel University in 
Philadelphia who spent two months in federal prison 
after being arrested at a protest on federal property.

Mr. Miller was released in 2003, when prison-
ers were getting ready for cigarettes to be phased 

in the news Mackerel Economics in Prison Leads 
to Appreciation for Oily Fillets (cont.)

out, and says inmates then were already moving to 
mackerel.

. . . There are other threats to the mackerel 
economy, says Mr. Linder, of Power Commissary. 
“There are shortages world-wide, in terms of the 
catch,” he says. Combined with the weak dol-
lar, that’s led to a surging mack. Now, he says, a 
pouch of mackerel sells for more than $1 in most 
commissaries.

Another problem with mackerel is that once a 
prisoner’s sentence is up, there’s little to do with 
it—the fish can’t be redeemed for cash, and has lit-
tle value on the outside. As a result, says Mr. Levine, 
prisoners approaching their release must either 
 barter or give away their stockpiles.

That’s what Mr. Levine did when he got out of 
prison last year. Since then, he’s set up a consulting 
business offering advice to inmates and soon-to-be 
prisoners. He consults on various matters, such as 
how to request facility transfers and how to file 
grievances against wardens.

It’s similar to the work he provided fellow 
inmates when he was in prison. But now, he says, “I 
get paid in American dollars.”

SOURCE: Wall Street Journal, p. A1, October 2, 2008, Justin Scheck, Mackerel 

Economics in Prison Leads to Appreciation for Oily Fillets Packs of Fish Catch On as 

Currency, Former Inmates Say; Officials Carp.
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Money as a Unit of Account
Besides serving as a medium of exchange, money is also 
a unit of account. With a barter system, one does not 
know precisely what 30 pounds of wheat are worth 
relative to 2 pounds of salt. With money, a common 
“yardstick” exists, so people can precisely compare the 
values of diverse goods and services. Thus, if wheat 
costs 50 cents a pound and salt costs $1 a pound, we 
can say that a pound of salt is valued precisely two 
times as much as a pound of wheat ($1/$0.50 � 2). 
By providing a universally understood unit of account, 
money serves to lower the information 
costs involved in making transactions. 
Without money, a person might not 
know what a good price for salt is, 
because so many different commodities 
can be bartered for it. With money, only 
one price for salt is necessary, and that 
price is readily available as information 
to the potential consumer. We use money as a unit of 
account when we measure and record economic value.

Money as a Store of Value
Money also serves as a store of value. It can provide 
a means of saving or “storing” things of value in an 
 efficient manner. A farmer in a barter society who 
wants to save for retirement might accumulate 
enormous inventories of wheat, which he would 
then gradually trade away for other goods in his 
old age. This approach is a terribly inefficient way 

to save. The farmer would have to construct storage 
buildings to hold all his wheat; and the interest pay-
ments he would earn on the wheat would actually 
be negative, because it is quite likely that rats would 
eat part of it or it would otherwise deteriorate. Most 
important, physical goods of value would be tied up 
in unproductive use for many years. With money, 
the farmer saves pieces of paper that can be used to 
purchase goods and services in his old age. It is both 
cheaper and safer to store paper rather than wheat.

Money as a Means of 
Deferred Payment
Finally, money is a means of deferred 

payment. Money makes it much easier to 
borrow and to repay loans. With barter, 
lending is cumbersome and subject to an 
added problem. What if a wheat farmer 
borrows some wheat and agrees to pay 

it back in wheat next year, but the value of wheat soars 
because of a poor crop resulting from drought? The debt 
will be paid back in wheat that is far more valuable than 
that borrowed, creating a problem for the borrower. Of 
course, fluctuations in the value of money can also occur; 
indeed, inflation has been a major problem in our recent 
past and continues to be a problem in many countries. 
But the value of money fluctuates far less than the value 
of many individual commodities, so lending in money 
imposes fewer risks on buyers and sellers than lending in 
commodities.

means of deferred 
payment 
the attribute of money that 
makes it easier to borrow 
and to repay loans

S E C T I O N    C H E C K

1. Money is anything that is generally accepted in exchange for goods and services.

2. Barter is inefficient compared to money because a person may have to make several trades before receiving 
something that is truly wanted.

3. By providing a universally understood unit of account, money serves to lower the information costs involved 
in making transactions.

4. Money is both cheaper and easier to store than other goods.

5. Because the value of money fluctuates less than specific commodities, it imposes fewer risks on borrowers 
and lenders.

1. Why does the advantage of monetary exchange over barter increase as an economy becomes more complex?

2. How can uncertain and rapid rates of inflation erode money’s ability to perform its functions efficiently?

3. In a world of barter, would useful financial statements such as balance sheets be possible? Would stock 
markets be possible? Would it be possible to build cars?

4. Why do virtually all societies create something to function as money?
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What makes this paper and metal valuable? Paper 
and metal are valuable if they are acceptable to 
people who want to sell goods and services. Sellers 
must be confident that the money they accept is also 
acceptable where they want to buy goods and services. 
Imagine if money in California were not accepted as 
money in Texas or New York. It would certainly make 
it more difficult to carry out transactions.

©
 E

Y
E

W
IR

E
 C

O
LL

E
C

TI
O

N
/G

E
TT

Y
 O

N
E

 IM
A

G
E

S
, 

IN
C

.

Currency

Currency consists of coins and/or paper that some 
institution or government has created to be used 

in the trading of goods and services and the payment 
of debts. Currency in the form of metal coins is still 
used as money throughout the world today. But metal 
currency has a disadvantage: It is bulky. Also, certain 
types of metals traditionally used in coins, such as 
gold and silver, are not available in sufficient quanti-
ties to meet our demands for a monetary instrument. 
For these reasons, metal coins have for centuries been 
supplemented by paper currency, often in the form of 
bank notes. In the United States, the Federal Reserve 
System (the Fed) issues Federal Reserve notes in vari-
ous denominations, and this paper currency, along 
with coins, provides the basis for most transactions of 
relatively modest size in the United States today. (The 
Federal Reserve system will be discussed at length in 
the next chapter.)

Currency as 
Legal Tender

In the United States and most other 
nations of the world, metallic coins 

and paper currency are the only forms 
of legal tender. In other words, coins 
and paper money have been officially 
declared to be money—to be accept-
able for the settlement of debts incurred 
in financial transactions. In effect, the 
government says, “We declare these 
instruments to be money, and citizens 
are expected to accept them as a medi-
um of exchange.” Legal tender is fiat 

money—a means of exchange that has 
been established not by custom and 
tradition or because of the value of the 
metal in a coin but by government fiat, 
or declaration.

Demand Deposits 
and Other 
Checkable Deposits

Most of the money that we use for 
day-to-day transactions, however, 

is not official legal tender. Rather, it is 
a monetary instrument that has become 
“generally accepted” in exchange over 
the years and has now, by custom and 
tradition, become money. What is this 
instrument? It is balances in check-
ing accounts in banks, more formally 
called demand deposits.

n What is currency?

n What is liquidity?

n What is included in the money supply?

n What backs our money?

Measuring Money

currency 
coins and/or paper created 
to facilitate the trade of 
goods and services and the 

payment of debts

legal tender 
coins and paper officially 
declared to be acceptable 
for the settlement of 
financial debts

fiat money 
a means of exchange 
established by government 
declaration

demand deposits 
balances in bank accounts 
that depositors can access 
on demand
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Demand deposits are defined as balances in bank 
accounts that depositors can access on demand by 
simply writing checks. Some other forms of accounts 
in financial institutions also have virtually all the 
attributes of demand deposits. For example, other 
checkable deposits earn interest but have some restric-
tions, such as higher monthly fees or minimum balance 
requirements. These interest-earning checking accounts 
effectively permit the depositors to write “orders” simi-
lar to checks and assign the rights to 
the deposit to other persons, just as we 
write checks to other parties. Practically 
speaking, funds in these accounts are 
the equivalent of demand deposits and 
have become an important component 
in the supply of money. Both these 
types of accounts are forms of transac-

tion deposits because they can be easily 
converted into currency or used to buy 
goods and services directly. Traveler’s 

checks, like currency and demand deposits, are also 
easily converted into currency or used directly as a 
means of payment.

The Popularity of Demand 
Deposits and Other 
Checkable Deposits

Demand deposits and other checkable deposits 
have replaced paper and metallic currency as the 

major source of money used for larger transactions 
in the United States and in most other relatively well-
 developed nations for several reasons, including the 
ease and safety of transactions, lower transaction costs, 
and transaction records.

Ease and Safety of Transactions
Paying for goods and services with checks is easier 
(meaning cheaper) and less risky than paying with 
paper money. Paper money is readily transferable: If 
someone takes a $20 bill from you, it is gone, and the 
thief can use it to buy goods with no difficulty. If, how-
ever, someone steals a check that you have written to 
the telephone company to pay a monthly bill, that per-
son will probably have great difficulty using it to buy 

goods and services because he has to be able to identify 
himself as a representative of the telephone company. 
If someone steals your checkbook, the thief can use 
your checks as money only if he can successfully forge 
your signature and provide some identification. Hence, 
transacting business by check is much less risky than 
using legal tender; an element of insurance or safety 
exists in the use of transaction deposits instead of 
 currency.

Lower Transaction Costs
Suppose you decide that you want to 
buy a sweater that costs $81.28 from 
the current Urban Outfitters mail-order 
catalog. It is much cheaper, easier, and 
safer for you to send a check for $81.28 
rather than four $20 bills, a $1 bill, a 
quarter, and three pennies. Transaction 
deposits are popular precisely because 

they lower transaction costs compared with the use 
of metal or paper currency. In small transactions, the 
gains in safety and convenience of checks are out-
weighed by the time and cost required to write and 
process them; in these cases, transaction costs are 
lower with paper and metallic currency. Therefore, it is 
unlikely that the use of paper or metallic currency will 
disappear entirely.

Transaction Records
Another useful feature of transaction deposits is that 
they provide a record of financial transactions. Each 
month, the bank sends the depositor canceled checks 
and/or a statement recording the deposit and with-
drawal of funds. In an age when detailed records are 
often  necessary for tax purposes, this feature is useful. 
Of course, it can work the other way, too. Paper cur-
rency transactions are also popular in business activi-
ties in which participants prefer no records for tax 
collectors to review.

Credit Cards

A credit card is “generally acceptable in exchange for 
goods and services.” At the same time, how ever, 

a credit card payment is actually a guaranteed loan 
available on demand to the cardholder, which merely 

transaction deposits 
deposits that can be easily 
converted to currency or 
used to buy goods and 
services directly

traveler’s checks 
transaction instruments 
easily convertible into 
currency
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defers the cardholder’s payment for a transaction using 
a demand deposit. Ultimately, an item purchased with 
a credit card must be paid for with a check; monthly 
payments on credit card accounts are required to con-
tinue using the card. A credit card, then, is not money 
but rather a convenient tool for carrying out transac-
tions that minimizes the physical transfer of checks or 
currency. In this sense, it is a substitute for the use of 
money in exchange and allows the cardholder to use 
any given amount of money in future exchanges.

Savings Accounts

Economists are not completely in agreement on 
what constitutes money for all purposes. They 

agree, nearly universally, that coins, paper currency, 
demand and other checkable deposits, and traveler’s 
checks are certainly forms of money, because all are 
accepted as direct means of payment for goods and 
services. Some economists, however, argue that for 
some purposes money should be more broadly defined 
to include nontransaction deposits. Nontransaction 
deposits are fund accounts against which the deposi-
tor cannot directly write checks—hence the name. If 
these funds cannot be used directly as a means of pay-
ment but must first be converted into money, why do 
people hold such accounts? People use these accounts 
primarily because they generally pay higher interest 
rates than transaction deposits.

Two primary types of nontransaction deposits 
exist—savings accounts and time deposits (some-
times referred to as certificates of 
deposit, or CDs). Most purists would 
argue that nontransaction deposits 
are near money assets but not money 
itself. Why? Savings accounts and time 
deposits cannot be used  directly to 
purchase a good or service. They are 
not a direct medium of exchange. For 
example, you cannot go into a super-
market, pick out groceries, and give 
the clerk the passbook to your savings 
account. You must convert funds from 
your savings account into currency 
or demand deposits before you can 
buy goods and services. Thus, strictly 
speaking, nontransaction deposits do 
not satisfy the formal definition of 

money. At the same time, however, savings accounts 
are assets that can be quickly converted into money at 
the face value of the account. In the jargon of finance, 
savings accounts are highly liquid assets. True, under 
federal law commercial banks legally can require 
depositors to request withdrawal of funds in writing 
and then defer making payment for several weeks. But 
in practice no bank prohibits immediate withdrawal, 
although early withdrawal from some time depos-
its, especially certificates of deposit, may require the 
depositor to forgo some interest income as a penalty.

Money Market 
Mutual Funds

Money market mutual funds are interest-earning 
accounts provided by brokers who pool funds 

into investments such as Treasury bills. These funds 
are invested in short-term securities, and depositors are 
allowed to write checks against their accounts subject 
to certain limitations. This type of fund experienced 
tremendous growth over the last 20 years. Money 
market mutual funds are highly liquid assets. They are 
considered to be near money because they are relatively 
easy to convert into money for the purchases of goods 
and services.

Stocks and Bonds

Virtually everyone agrees that many 
other forms of financial assets, such 

as stocks and bonds, are not money. 
Suppose you buy 1000 shares of common 
stock in Microsoft at $30 per share, for 
a total of $30,000. The stock is traded 
daily on the New York Stock Exchange 
and elsewhere; you can readily sell the 
stock and get paid in legal tender or a 
demand deposit. Why, then, is this stock 
not considered money? First, it will take 
a few days for you to receive payment 
for the sale of stock; you cannot turn the 
asset into cash as quickly as you can a 
savings deposit in a financial institution. 
Second, and more  importantly, the value 

nontransaction deposits 
funds that cannot be used 
for payment directly but 
must be converted into 
currency for general use

near money 
nontransaction deposits that 
are not money but can be 

quickly converted into money

money market 
mutual funds 
interest-earning accounts 
provided by brokers that pool 
funds into such investments 
as Treasury bills
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of the stock fluctuates over time, and 
as the owner of the asset, you have 
no guarantee that you will be able 
to obtain its original nominal value 
at any time. Thus, stocks and bonds 
are not generally considered to be 
money.

Liquidity

Money is an asset that we general-
ly use to buy goods or services. 

In fact, it is so easy to convert money 
into goods and services that we say it 
is the most liquid of assets. When we 
speak of liquidity, we are referring to 
the ease with which one asset can be 
converted into another asset or goods 
and services. For example, to convert 
a stock into goods and services would 
prove to be somewhat more diffi-
cult—contacting your broker or going 
online, determining at what price to 
sell your stock, paying the commission for the service, 
and waiting for the completion of the transaction. 
Clearly, stocks are not as liquid an asset as money. But 
other assets are even less liquid—for example, convert-
ing your painting collection or your baseball cards or 
Barbie dolls into other goods and services.

The Money Supply

Because a good case can be made either for includ-
ing or for excluding savings accounts, certificates 

of deposit (CDs), and money market 
mutual funds from an operational defini-
tion of the money supply depending on 
its intended purpose, we will compromise 
and do both. Economists call the narrow 
definition of money—currency, checkable 
deposits, and traveler’s checks—M1. The 
broader definition of money, encompass-
ing M1 plus savings deposits, time depos-
its (except for some large-denomination 
certificates of deposit), and noninstitu-
tional money market mutual fund shares, 
is called M2.

The difference between M1 and M2 is 
striking, as evidenced by the different sizes 
of the total stock of money depending 
on which definition is used. As Exhibit 1 
shows, M2 is more than four times the 
magnitude of M1. In other words, peo-
ple strongly prefer to keep the bulk of 
their liquid assets in the form of savings 
accounts of various kinds.

How Was Money “Backed”?

Until fairly recently, coins in most nations were 
largely made from precious metals, usually gold or 

silver. These metals had a considerable intrinsic worth: 
If the coins were melted down, the metal would be valu-
able for use in jewelry, industrial applications, dentistry, 
and so forth. Until 1933, the United States was on an 
internal gold standard, meaning that the dollar was 
defined as equivalent in value to a certain amount of 
gold, and paper currency or demand deposits could be 

liquidity  
the ease with which one 
asset can be converted into 
another asset or into goods 

and services

M1  
the narrowest definition of 
money; includes currency, 
checkable deposits, and 
traveler’s checks

M2  
a broader definition of 
money that includes M1 
plus savings deposits, time 
deposits, and noninstitutional 
money market mutual fund 
shares.

gold standard  
defining the dollar as 
equivalent to a set value of 
a quantity of gold, allowing 
direct convertibility from 
currency to gold

Two Definitions of the Money Supply: M1 and M2

Currency 5 $863 billion
M1: Currency 1 Checkable deposits 1 Traveler’s checks 5 $1633 billion
M2: M1 1 Savings deposits 1 Small-denomination time deposits 1 Noninstitutional money market mutual fund shares 1 

Money market deposit accounts 5 $8310 billion

SOURCE: Federal Reserve, October 2009.
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freely converted to gold coin. The United States aban-
doned the gold standard, however, eventually phasing 
out gold currency. Some silver coins and paper money 
convertible into silver remained; but by the end of the 
1960s, even this tie between the monetary  system and 
precious metals was gone—in part because the price 
of silver soared so high that the metal in coins had 
an intrinsic worth greater than its face 
value, leading people to hoard coins or 
even melt them down. When two forms 
of money are available, people prefer 
to spend the form of money that is less 
valuable. This tendency is a manifesta-
tion of Gresham’s Law: “Cheap money 
drives out dear money.”

What Really Backs 
Our Money Now?

Consequently, today no meaningful precious metal 
“backing” gives our money value. Why, then, 

do people accept dollar bills in exchange for goods? 
After all, a dollar bill is a piece of generally wrinkled 
paper about 6 inches by 2.5 inches in size, with virtu-
ally no inherent utility or worth. Do we accept these 
bills because it states on the front of the bills, “This 
note is legal tender for all debts, public and private”? 
Perhaps, but we accept some forms of currency and 
money in the form of demand deposits without that 
statement.

The true backing behind money in the United 
States is faith that people will take it in exchange for 
goods and services. People accept with great eager-
ness these small pieces of green paper with pictures 
of long-deceased people with funny-looking hair sim-
ply because we believe that they will be  exchangeable 

for goods and services with an intrinsic value. If 
you were to drop two pieces of paper of equal size 
on the floor in front of 100 students, one a blank 
piece of paper and the other a $100 bill, and then 
leave the room, most of the group would probably 
start scrambling for the $100 bill, while the blank 
piece of paper would be ignored. Such is our faith in 

the green paper’s practical value that 
some will even fight over it. As long as 
people have confidence in something’s 
convertibility into goods and services, 
“money” will exist and no further 
backing is necessary.

Because governments represent the 
collective will of the people, they are 
the institutional force that traditionally 

defines money in the legal sense. People are willing to 
accept pieces of paper as money only because of their 
faith in the government. When people lose faith in the 
exchangeability of pieces of paper that the government 
decrees as money, even legal tender loses its status as 
meaningful money. Something is money only if people 
will generally accept it. Governments play a key role 
in defining money, but much of its value is actually 
created by private businesses in the pursuit of profit. A 
majority of U.S. money, whether M1 or M2, is in the 
form of deposits at privately owned financial institu-
tions.

People who hold money, then, must have faith not 
only in their government but also in banks and other 
financial institutions. If you accept a check drawn on a 
regional bank, you believe that bank or, for that mat-
ter, any bank will be willing to convert that check into 
legal tender (currency), enabling you to buy goods or 
services that you want to have. Thus, you have faith in 
the bank as well. In short, our money is money because 
of the confidence we have in private financial institu-
tions and our government.

Gresham’s Law 
the principle that “cheap 
money drives out dear 
money”; given an alternative, 
people prefer to spend less 
valuable money
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QWhat do pawn shops sell?

AThe typical response is that they sell used 
goods. In fact, they sell few used goods. However, 
they do sell something that is even more important 
to their clientele. They sell liquidity. When individu-
als hock their wares at pawn shops they are usually 
desperate—and are willing to pledge their watches, 
rings, or whatever as collateral. The pawn shop will 
allow you to buy your pawned item back in some 
specified time period for a higher price (that is, an 
interest charge). In this sense, pawn shops are like 
banks and will lend you money for a specified period 
of time if you are willing to pay the interest. But even 
if individuals don’t buy their pawned item back, this 
behavior of selling and taking a lower price than 
could be obtained through the classifieds in order to 
get the money now, demonstrates that buyers are 
willing to pay for liquidity.

PAWN SHOPS AND LIQUIDITY
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S E C T I O N    C H E C K

1. Coins, paper currency, demand and other checkable deposits, and traveler’s checks are all forms of money.

2. The ease with which one asset can be converted into another asset or goods and services is called liquidity.

3. M1 is made up of currency, checkable deposits, and traveler’s checks. M2 is made up of M1, plus savings 
accounts, time deposits, and money market mutual funds.

4. Money is no longer backed by gold. The true backing is our faith that others will accept it from us in 
exchange for goods and services.

1. If everyone in an economy accepted poker chips as payment in exchange for goods and services, would 
poker chips be money?

2. If you were buying a pack of gum, would using currency or a demand deposit have lower transaction costs? 
What if you were buying a house?

3. What is the main advantage of transaction deposits for tax purposes? What is their main disadvantage for tax 
purposes?

4. Are credit cards money?

5. What are M1 and M2?

6. How have interest-earning checking accounts and overdraft protection led to the relative decline in demand 
deposits?
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Financial Institutions

The biggest players in the banking industry 
are commercial banks. Commercial banks are 

financial institutions organized to handle the every-
day financial transactions of businesses and house-
holds through demand deposit accounts and savings 
accounts and by making short-term commercial and 
consumer loans. These banks account for more than 
two-thirds of all the deposits in the banking industry; 
they maintain almost all the demand deposits and 
close to half the savings accounts.

Nearly 1,000 commercial banks operate in the 
United States. This number is in marked contrast to 
most other nations, where the leading banks operate 
throughout the country and where a large proportion 
of total bank assets are held in a hand-
ful of banks. Until recently, federal 
law restricted banks from operating in 
more than one state. This law has now 
changed, and the structure of banking 
as we know it will inevitably change 
with the emergence of interstate bank-
ing, mergers, and “hostile” takeovers.

Aside from commercial banks, the 
banking system includes two other 
important financial institutions: sav-

ings and loan associations and credit 

unions. Savings and loan associations 
provide many of the same services as 
commercial banks, including checkable 
deposits, a variety of time deposits, 
and money market deposit accounts. 
The almost 2,000 members of savings 
and loan associations have typically 
invested most of their savings deposits 
in home mortgages. Credit unions are 
cooperatives, made up of depositors 
with some common affiliation, for 
example, the same employer or union.

The Functions of Financial 
Institutions

Financial institutions offer a large number of 
financial functions. For example, they often 

will pay an  individual’s monthly bills by automatic 
withdrawals, administer estates, and rent safe-
deposit boxes, among other things. Most important, 
though, they are depositories for savings and liquid 
assets that are used by individuals and firms for 
transaction purposes. They can create money by 
making loans. In making loans, financial institutions 
act as intermediaries (the middle persons) between 
savers, who supply funds, and borrowers seeking 
funds to invest.

How Do Banks 
Create Money?

As we have already learned, most 
money, narrowly defined, is in the 

form of transaction deposits— assets 
that can be directly used to buy goods 
and services. But how did the balance 
in, say, a checking account get there in 
the first place? Perhaps it was through a 
loan made by a commercial bank. When 
a bank lends to a person, it does not typ-
ically give the borrower cash (paper and 
metallic currency). Rather, it gives the 
borrower the funds by issuing a check 
or by adding funds to an existing check-
ing account. If you go into a bank and 
borrow $1,000, the bank probably will 
add $1,000 to your checking account 
at the bank, creating a new checkable 
deposit—money.

n How is money created?

n What is a reserve requirement?

n How do reserve requirements affect how 
much money can be created?

How Banks Create Money

commercial banks 
financial institutions 
organized to handle everyday 
financial transactions of 
businesses and households 
through demand deposit 
accounts and savings 
accounts and by making 
short-term commercial and 
consumer loans

savings and loan 
associations 
financial institutions 
organized as cooperative 
associations that hold 
demand deposits and savings 
of members in the form of 
dividend-bearing shares and 
make loans, especially home 
mortgage loans

credit unions 
financial cooperatives made 
up of depositors with a 
common affiliation
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How Do Banks 
Make Profits?

Banks make loans and create checkable deposits 
to make profits. How do they make their profits? 

By collecting higher interest payments on the loans they 
make than they pay their depositors for those funds. If 
you borrow $1,000 from Bank One, the interest payment 
you make, less the expenses the bank incurs in making 
the loan, including their costs of acquiring the funds, 
represents profit to the bank.

Reserve Requirements

Because the way to make more profit is to make 
more loans, banks want to make a large volume 

of loans. Stockholders of banks want the largest prof-
its possible; so what keeps banks from making nearly 
infinite quantities of loans? Primarily, government 
regulatory authorities limit the loan issuance of banks 
by imposing reserve requirements. Banks are required 
to keep on hand a quantity of cash or reserve accounts 
with the Federal Reserve equal to a prescribed propor-
tion of their checkable deposits.

Fractional Reserve System

Even in the absence of regulations restricting the 
creation of checkable deposits, a prudent bank 

would put some limit on their loan (and therefore 
deposit) volume. Why? For people to accept check-
able deposits as money, the checks written must 
be generally accepted in exchange for 
goods and services. People will accept 
checks only if they know that they are 
quickly convertible at par (face value) 
into legal tender. For this reason, banks 
must have adequate cash reserves on 
hand (including reserves at the Fed that 
can be almost immediately converted 
to currency, if necessary) to meet the 
needs of customers who wish to convert 
their checkable deposits into currency or 
spend them on goods or services.

Our banking system is sometimes called a frac-

tional reserve system, because banks, by law as well 
as by choice, find it necessary to keep cash on hand 
and reserves at the Federal Reserve equal to some 
fraction of their checkable deposits. If a bank were 
to create $100 in demand deposits for every $1 in 
cash reserves that it had, the bank might well find 
itself in difficulty before too long. Why? Consider 
a bank with $10,000,000 in demand and time 
deposits and $100,000 in cash reserves. Suppose a 
couple of large companies with big accounts decide 

to withdraw $120,000 in cash on the 
same day. The bank would be unable 
to convert into legal tender all the 
funds requested. The word would then 
spread that the bank’s checks are not 
convertible into lawful money, possi-
bly causing a “run on the bank.” The 
bank would have to quickly convert 
some of its other assets into currency, 
or it would be unable to meet its obli-
gations to convert its deposits into cur-
rency and it would have to close.

reserve requirements 
holdings of assets at the 
bank or at the Federal 
Reserve Bank as mandated 
by the Fed

fractional reserve system 
a system that requires 
banks to hold reserves equal 
to some fraction of their 
checkable deposits

It’s a Wonderful Life has a scene showing a run on 
a savings and loan that demonstrates the power 
of the fractional reserve banking system—“You’re 
thinking of this place all wrong; as if I had the 
money in a safe. Your money is not here. Your 
money is in Joe’s house and in the Kennedy’s house 
and hundreds of others.”
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Therefore, even in the absence of 
reserve regulations, few banks would risk 
maintaining fewer reserves on hand than 
they thought prudent for their amount of 
deposits (particularly demand deposits). 
Reserve requirements exist primarily to 
control the amount of demand and time 
deposits and thus the size of the money 
supply; they do not exist simply to pre-
vent bank failures.

While banks must meet their reserve requirements, 
they do not want to keep any more of their funds as 
additional reserves than necessary for safety, because 
cash assets do not earn any interest. To protect them-
selves but also earn some interest income, banks usu-
ally keep some of their assets in highly liquid invest-
ments, such as U.S. government bonds. These types 
of highly liquid, interest-paying assets are often called 
secondary reserves.

A Balance Sheet

Earlier in this chapter, we learned that money is 
created when banks make loans. We will now 

look more closely at the process of bank lending and 
its impact on the stock of money. In doing so, we will 
examine the structure and behavior of our hypothetical 
bank, Bank One. To get a good picture of the size of the 
bank, what it owns, and what it owes, we look at its 
balance sheet, which is like a financial “photograph” 
of the bank at a single moment. Exhibit 1 presents a 
balance sheet for Bank One.

Assets
The assets of a bank are the items of value that the 
bank owns (e.g., cash, reserves at the Federal Reserve, 

bonds, and its buildings), including 
contractual obligations of individuals 
and firms to pay funds to the bank 
(loans). The largest asset item for most 
banks is loans. Banks maintain most 
of their assets in the form of loans 
because interest payments on loans are 
the primary means by which they earn 
revenue. Some assets are kept in the 
form of non-interest-bearing cash and 

reserve accounts at the Federal Reserve to meet legal 
reserve requirements (and to meet the cash demands 
of customers). Typically, relatively little of a bank’s 
reserves, or cash assets, is physically kept in the form 
of paper currency in the bank’s vault or at tellers’ win-
dows. Most banks keep the majority of their reserves as 
reserve accounts at the Federal Reserve. As previously 
indicated, banks usually also keep some assets in the 
form of bonds that are quickly convertible into cash if 
necessary (secondary reserves).

Liabilities
All banks have substantial liabilities, which are finan-
cial obligations that the bank has to other people. The 
predominant liability of virtually all banks is deposits. 
If you have money in a demand deposit account, you 
have the right to demand cash for that deposit at any 
time. Basically, the bank owes you the amount in your 
checking account. Time deposits similarly constitute a 
liability of banks.

Capital Stock
For a bank to be healthy and solvent, its assets, or 
what it owns, must exceed its liabilities, or what it 
owes others. In other words, if the bank were liqui-
dated and all the assets converted into cash and all 

secondary reserves  
highly liquid, interest-paying 

assets held by the bank

balance sheet  
a financial record that 
indicates the balance 
between a bank’s assets and 
its liabilities plus capital

Balance Sheet, Bank One

Assets Liabilities and Capital

Cash (reserves) $   2,000,000 Transaction deposits (checking depo sits) $   5,000,000

Loans 6,100,000 Savings and time deposits 4,000,000

Bonds (U.S. government and municipal) 1,500,000 Total Liabilities $   9,000,000

Bank building, equipment, fixtures 400,000 Capital 1,000,000

Total Assets $10,000,000 Total Liabilities and Capital $10,000,000
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the obligations to others (liabilities) 
paid off, some cash would still be left 
to distribute to the owners of the bank, 
that is, its stockholders. This differ-
ence between a bank’s assets and its 
liabilities constitutes the bank’s capi-
tal. Note that this definition of capi-
tal differs from the earlier definition, 
which described capital as goods used 
to further production of other goods 
(machines, structures, tools, etc.). In this case, the 
capital stock is the equity owned by shareholders 
both in and out of the community. As you can see in 
Exhibit 1, capital is included on the right side of the 
balance sheet, so that both sides (assets and liabilities 
plus capital) are equal in amount. Any time the aggre-
gate amount of bank assets changes, the aggregate 
amount of liabilities and capital must also change by 
the same amount, by definition.

The Required Reserve Ratio

Suppose for simplicity that Bank One faces a 
reserve requirement of 10 percent on all depos-

its. This percentage is often called the required 

reserve ratio. But what does a required reserve ratio 
of 10 percent mean? It means that the bank must 
keep cash on hand or at the Federal Reserve Bank 
equal to one-tenth (10 percent) of its deposits. For 
example, if the required reserve ratio is 10 percent, 
banks are required to hold $100,000 in required 
reserves for every $1 million in deposits. The remain-
ing 90 percent of cash is called excess reserves.

Reserves in the form of cash and reserves at the 
Federal Reserve earn no revenue for the bank; no 
profit is made from holding cash. Whenever excess 
reserves appear, banks will invest the excess reserves 
in interest-earning assets—sometimes bonds, but 
usually loans.

Loaning Excess Reserves

Let’s see what happens when someone deposits 
$100,000 at Bank One. We will continue to 

assume that the required reserve ratio is 10 percent. 
That is, the bank is required to hold $10,000 in 
required reserves for this new deposit of $100,000. 
The remaining 90 percent, or $90,000, becomes excess 
reserves, most of which will likely become available for 
loans for individuals and businesses.

However, the story doesn’t end 
here. Let’s say that the bank loans all 
its new excess reserves of $90,000 to 
an individual who is remodeling her 
home. At the time the bank makes the 
loan, its money supply increases by 
$90,000. Specifically, no one has less 
money—the original depositor still has 
$100,000, and the bank adds $90,000 
to the borrower’s checking account 

(demand deposit). A new demand deposit, or checking 
account, of $90,000 has been created. Because demand 
deposits are money, the issuers of the new loan have 
created money.

Furthermore, borrowers are not likely to keep 
borrowed money in their checking accounts for long, 
because they usually take out loans to make purchases. 
If a loan is used for remodeling, the borrower pays the 
construction company; the owner of the construction 
company, in turn, will likely deposit the money into 
his account at another bank to add even more funds 
for additional money expansion. This whole process is 
summarized in Exhibit 2.

Now suppose that Bank One faces a reserve 
requirement of 20 percent. The bank must keep cash on 
hand or at the Federal Reserve Bank equal to one-fifth 
(20%) of its deposits. If the bank’s deposits (demand 
and time) sum to $9,000,000, required reserves are 
calculated as follows:

Deposits � Reserve ratio � $9,000,000 � 0.20
                            � $1,800,000

The bank then, is required to maintain $1,800,000 in 
cash. Bank One, however, actually has $2 million in 
cash, meaning that it has excess reserves, or $200,000. 
(Excess reserves � Actual reserves � Required reserves, 
or $2,000,000 � $1,800,000.)

 Excess reserves � Actual reserves 
                                       � Required reserves
 � $2,000,000 � $1,800,000
 � $200,000

Suppose Bank One decided to make loans with its 
$200,000 in excess reserves. For simplicity’s sake, let 
us suppose it makes one loan of $200,000 to a manu-
facturer for an addition to its chocolate factory. What 
will be the bank’s balance sheet after it makes the loan? 
As Exhibit 3 indicates, both assets and liabilities rise by 
$200,000. The bank simply gives the borrower a check-
ing account with $200,000 in it, a new deposit liability 
of the bank. In return, the borrower gives the bank an 

required reserve ratio 
the percentage of deposits 
that a bank must hold at the 
Federal Reserve Bank or in 
bank vaults

excess reserves 
reserve levels held above 
that required by the Fed
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IOU agreeing to pay back the $200,000 plus interest 
at some future date. Thus, loans rise by $200,000 over 
the level on the initial balance sheet.

Note that in making the loan, Bank One did not 
have to reduce its cash reserves. It did not give the 
borrower cash; it simply created new money by giv-
ing the borrower $200,000 in a checking account. 
Therefore, even after making a loan equal to its 

initial excess reserves of $200,000, the bank still 
has some excess reserves. The bank’s deposits rose 
to $9,200,000; 20 percent of that is $1,840,000. 
Yet the bank has $2,000,000 in actual reserves. 
Excess reserves are still $160,000 ($2,000,000 2

$1,840,000 5 $160,000).
If it still has some excess reserves, should the bank 

make still more loans? No. Why? Because when the 

Balance Sheet for Bank One After Loan

Assets Liabilities and Capital

Cash (reserves) $   2,000,000 Demand deposits $   5,200,000

Loans 6,300,000 Time deposits 4,000,000

Bonds (U.S. government and municipal) 1,500,000 Total Liabilities $   9,200,000

Bank building, equipment, fixtures 400,000 Capital 1,000,000

Total Assets $10,200,000 Total Liabilities and Capital $10,200,000

Fractional Reserve Banking System

When a new deposit enters the banking system, much of that money will be used for loans. Banks create money when 
they increase demand deposits through the process of creating loans.

New demand deposit
$100,000

Fractional reserve
banking system

Demand
deposit
is spent

Additional
bank deposit

$90,000

Required
reserve

10%
$10,000

Excess reserves
90%

$90,000
(Loans)

Loan is made
creating new

demand deposit
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Balance Sheet for Bank One After Loan Funds Are Spent

Assets Liabilities and Capital

Cash (reserves) $   1,800,000 Demand deposits $   5,000,000

Loans 6,300,000 Time deposits 4,000,000

Bonds (U.S. government and municipal) 1,500,000 Total Liabilities $   9,000,000

Bank building, equipment, fixtures 400,000 Capital 1,000,000

Total Assets $10,000,000 Total Liabilities and Capital $10,000,000

chocolate manufacturer borrowed $200,000, it did 
so in order to expand the factory. Few people bor-
row money and simply let the money sit in a checking 
account while they pay interest on the loan. It is rea-
sonable to assume that the chocolate maker will shortly 
take all or part of the $200,000 out of the checking 
account, probably in the form of a check to a construc-
tion company for $200,000. What will the construction 
company do with the check? Put it in its bank. With 
many different banks in the United States, it is likely 
that the construction company has its checking account 
in another bank. Suppose its account is in Bank Two. 
Bank Two credits the account of the construction com-
pany with $200,000 in demand deposits, then takes 
the check and uses the facilities of the Federal Reserve 
System or a bank clearinghouse to  present the check to 
Bank One for payment. Bank One will then have to pay 
Bank Two $200,000 in cash.

Therefore, Bank One will eventually (depend-
ing on how long it takes the chocolate manufacturer 
to spend the $200,000 it borrowed) face losing cash 
reserves equal to the loan. After Bank Two presents the 
check that was written by the chocolate manufacturer 
to Bank One for payment, Bank One’s balance sheet 
changes again, as indicated in Exhibit 4.

As the chocolate maker spends the $200,000, 
demand deposits fall by that amount, so that 
the bank’s liabilities also decline by $200,000. 
The bank transfers $200,000 in cash to Bank 
Two. Incidentally, rarely is cash actually physically 
moved, given the expense and risk. Typically, the 
local Federal Reserve Bank simply reduces the cash 
reserves of Bank One by $200,000 and increases 
Bank Two’s by $200,000.

When the smoke clears, the chocolate manufac-
turer has its factory addition, and Bank One has an 
interest-paying IOU equal to $200,000. Bank One’s 
cash reserves have fallen, however, to an amount 
($1,800,000) exactly equal to its required reserves. 
Had the bank initially loaned out more than its 
$200,000 in excess reserves, the bank would have 
found its reserves below the required level as soon as 
the borrower spent the loan, assuming that the receiver 
of the funds had his or her bank account in another 
bank. Therefore, one important rule of thumb in bank-
ing is that a single bank in a banking system of many 
banks can safely make loans only equal to the amount 
of its excess reserves.

Is More Money  
More Wealth?

When banks create more money by putting their 
excess reserves to work, they make the economy 

more liquid—more of a medium of exchange, Clearly, 
more money is in the economy after the loan, but is 
the borrower any wealthier? The answer is no. Even 
though borrowers have more money to buy goods and 
services, they are not any richer, because the new liabil-
ity, the loan, has to be repaid.

In short, banks create money when they increase 
demand deposits through the process of creating 
loans. However, the process does not stop here. In 
the next section, we will see how the process of loans 
and deposits has a multiplying effect throughout the 
 banking industry.
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The Multiple Expansion Effect

We just learned that banks can create money 
(demand deposits) by making loans and that the 

monetary expansion of an individual bank is limited 
to its excess reserves. However, this point ignores the 
further effects of a new loan and the accompanying 
expansion in the money supply. New loans create new 
money directly, but they also create excess reserves in 
other banks, which leads to still further increases in 
both loans and the money supply. With this multiple 
expansion effect, a given volume of bank reserves cre-
ates a multiplied amount of money.

New Loans and 
Multiple Expansions

To see how the process of multiple expansion works, 
consider what happens when Bank One receives a 

new cash deposit of $100,000. For convenience, say the 
bank is only required to keep new cash reserves equal to 
one-tenth (10 percent) of new deposits. Thus, Bank One 
is only required to hold $10,000 of the $100,000 deposit 
for required reserves. The bank therefore has $90,000 in 
excess reserves as a consequence of the new cash deposit.

Bank One will probably put its newly acquired 
excess reserves to work in some fashion earning income 
in the form of interest. Most likely, it will make one or 
more new loans totaling $90,000.

When the borrowers from Bank One get their 
loans, the borrowed money will almost certainly be 
spent on something—new machinery, a new house, a 
new car, or greater store inventories. The new money 
will lead to new spending.

The $90,000 spent by people borrowing from 
Bank One will likely end up in bank accounts in still 
other banks, such as Bank Two in Exhibit 1. Bank Two 
now has a new deposit of $90,000 with which to make 
more loans and create still more money. So Bank Two’s 
T-account now looks like this:

n How does the process of multiple expan-
sions of the money supply work?

n What is the money multiplier?

The Money Multiplier

S E C T I O N    C H E C K

1. Money is created when banks make loans. Borrowers receive newly created demand deposits.

2. Required reserves are the amount of cash or reserves—equal to a prescribed proportion of their deposits—
that banks are required to keep on hand or in reserve accounts with the Federal Reserve.

3. A balance sheet is a financial record that indicates the balance between a bank’s assets and its liabilities 
plus capital.

1. What is happening to the number of banks now that interstate banking is allowed?

2. In what way is it true that “banks make money by making money”?

3. How do legal reserve deposit regulations lower bank profits?

4. Is a demand deposit an asset or a liability?

5. If the Bonnie and Clyde National Bank’s only deposits were demand deposits of $20 million and it faced a 
10 percent reserve requirement, how much money would it be required to hold in reserves?

6. Suppose you found $10,000 while digging in your backyard and you deposited it in the bank. How would your 
new demand deposit account create a situation of excess reserves at your bank?
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Bank Two

Assets Liabilities

Reserves $ 9,000 Checking 
deposits $90,000Loans 81,000

After the deposits, Bank Two has liabilities of $90,000. 
Thus, Bank Two creates $81,000 of money. Now if 
the money deposited in Bank Two is made available 
for a loan and is then deposited in Bank Three, the 
T-account for Bank Three will be:

Bank Three

Assets Liabilities

Reserves $ 8,100 Checking 
deposits $81,000Loans 72,900

This process continues with Bank Three, Bank Four, 
Bank Five, and others. The initial cash deposit made by 
Bank One thus has a chain-reaction effect that ultimately 
involves many banks and a total monetary impact that 
is far greater than would be suggested by the size of the 
original deposit of $100,000. That is, every new loan 
gives rise to excess reserves, which lead to still further 
lending and deposit creation. Of course, each round of 
lending is smaller than the preceding one, because some 
(we are assuming 10 percent) of the new money created 
must be kept as required reserves.

The Money Multiplier

The money multiplier measures the 
potential amount of money that the 

banking system generates with each dol-
lar of reserves. The following  formula 
can be used to measure the total maxi-
mum potential impact on the supply 
of money:

 Potential money creation � Initial deposit 
                                                 � Money multiplier

To find the size of the money multiplier, we simply 
divide 1 by the reserve requirement (1/R). The larger 
the reserve requirement, the smaller the money mul-
tiplier. Thus, a reserve requirement of 25 percent, or 
one-fourth, means a money multiplier of 4. Likewise, a 

reserve requirement of 10 percent, or one-tenth, means 
a money multiplier of 10.

In the example given in Exhibit 1, where Bank 
One (facing a 10% reserve requirement) receives a 
new $100,000 cash deposit, the initial deposit equals 
$100,000. Potential money creation, then, equals 
$100,000 (initial deposit) multiplied by 10 (the money 
multiplier), or $1,000,000. Using the money multiplier, 
we can calculate that the total potential impact of the 
initial $100,000 deposit is some $1,000,000 in money 
being created. In other words, the final monetary impact 
is 10 times as great as the initial deposit. Most of this 
increase, $900,000, has been created by the increase in 
demand deposits generated when banks make loans; 
the remaining $100,000 is from the initial deposit.

Why Is It Only “Potential” 
Money Creation?

Note that the expression “potential money cre-
ation” was used in describing the impact of 

creating loans and deposits out of excess reserves. Why 
“potential”? Some banks could choose not to lend all 
their excess reserves. Some banks might be extremely 
conservative and keep some extra newly acquired cash 
assets in that form. When they do, the chain reaction 
effect is reduced by the amount of excess reserves not 
loaned out.

Moreover, some borrowers may not spend all their 
newly acquired bank deposits, or they may wait a con-

siderable period before doing so. Others 
may put their borrowed funds into time 
deposits rather than checkable deposits, 
which would reduce the M1 expansion 
process but not the M2 money expan-
sion process. Still others may choose to 
keep some of their loans as currency 

in their pockets. Such leakages and time lags in the 
bank money expansion process usually mean that the 
actual monetary impact of an initial deposit created 
out of excess reserves within a short time is less than 
that indicated by the money multiplier. Still, the multi-
plier principle does work, and a multiple expansion of 
deposits will generally occur in a banking system that 
is characterized by fractional reserve requirements.

money multiplier 
measures the potential 
amount of money that the 
banking system generates 
with each dollar of reserves
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S E C T I O N    C H E C K

1. New loans mean new money (demand deposits), which can increase spending as well as the money supply.

2. The banking system as a whole can potentially create money equal to several times the amount of total 
reserves or new money equal to several times the amount of excess reserves; the exact amount may be 
determined by the money multiplier, which is equal to one divided by the reserve requirement.

1. Why do the supply of money and the volume of bank loans both increase or decrease at the same time?

2. Why would each bank involved in the process of multiple expansions of the money supply lend out a larger 
fraction of any new deposit it receives the lower the reserve requirement?

3. If a particular bank with a reserve requirement of 10 percent has $30,000 in new cash deposits, how much 
money could it create through making new loans?

4. Why do banks choosing to hold excess reserves or borrowers choosing to hold some of their loans in the form 
of currency reduce the actual impact of the money multiplier below that indicated by the multiplier formula?

The Multiple Expansion Process

A $100,000 new cash deposit at Bank One has the potential to create $1,000,000 in a chain reaction that involves many 
banks. The process repeats itself, as the money lent by one bank becomes a new deposit in another bank.

Bank One

New deposit
$100,000

Bank Two

New deposit

$90,000

Bank Four

New deposit
$72,900

Bank Five

New deposit
$65,610

Bank Six

New deposit
$59,049

Bank Three

New deposit
$81,000

Bank Seven

New deposit
$53,144

$10,000

$90,000

Loans

New cash deposit
$100,000

$81,000    Loans

$72,900    Loans$53,144    Loans

$65,610

Loans

$59,049

Loans

And
other
banks

$6,561

$9,000

$7,290$5,905

$8,100$5,314
REQUIRED
RESERVES

(10%)
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n What caused the collapse of the bank-
ing system between 1920 and 1933?

n How are bank failures avoided today?

The Collapse of America’s 
Banking System, 1920–1933

Perhaps the most famous utterance from Franklin D.
Roosevelt, the president of the United States from 

1933 to 1945, was made on the day he assumed office, 
when he declared, “The only thing we have to fear is 
fear itself.” These 10 words succinctly summarize the 
problems that led the world’s leading economic power 
to a near total collapse in its system of commercial 
banking and, with that, to an abrupt and unprec-
edented decline in the money supply. The decline in 
the money supply, in turn, contributed to an economic 
downturn that had dire consequences for many, espe-
cially for the one-fourth of the labor force unemployed 
at the time of Roosevelt’s first inaugural address.

What Happened 
to the Banking Industry?

In 1920, 30,000 banks were operating in the United 
States; by 1933, the number declined to about 15,000. 

What happened? In some cases, bank failure reflected 
imprudent management or even criminal activity on the 
part of bank officers (stealing from the bank). More often, 
though, banks in rural areas closed as a consequence of 
having large sums of assets tied up in loans to farmers 
who, because of low farm prices, were not in a position 
to pay off the loans when they came due. Rumors spread 
that a bank was in trouble, and those rumors, even 
if false, became self-fulfilling prophecies. Bank “runs” 
developed, and even conservatively managed banks with 
cash equal to 15 percent or 20 percent of their deposit 
liabilities found themselves with insufficient cash reserves 
to meet the withdrawal requests of panicky depositors.

The bank failures of the 1920s, while numer-
ous, were generally scattered around small towns in 
the country. In general, confidence in banks actually 
increased during that decade; and by the fall of 1929, 
there were $11 in bank deposits for every $1 in cur-
rency in circulation.

The first year following the stock market crash of 
1929 saw little dramatic change in the banking system; 
but in late 1930, a bank with the unfortunately awesome-
sounding name of the Bank of the United States failed—
the largest bank failure in the country up to that time. This 
failure had a ripple effect. More runs on banks occurred 
as depositors became jittery. Banks, fearing runs, stopped 
lending their excess reserves, thereby aggravating a fall in 
the money supply and reducing business investment.

As depositors converted their deposits to currency, 
bank reserves fell, as did the ability of banks to support 
deposits. The situation improved a bit in 1932, when a 
newly created government agency, the Reconstruction 
Finance Corporation (RFC), made loans to distressed 
banks. By early 1933, however, the decline in depositor 
confidence had reached the point that the entire banking 
system was in jeopardy. On March 4, newly inaugurated 
President Roosevelt declared a national bank holiday, 
closing every bank in the country for nearly two weeks. 
Then, only the “good” banks were allowed to reopen, an 
action that increased confidence. By this time the deposit-
currency ratio had fallen from 11 to 1 (in 1929) to 4 to 1. 
Passage of federal deposit insurance in mid-1933 greatly 
strengthened depositor confidence and led to money 
reentering the banks. The recovery process began.

What Caused the Collapse?

The collapse occurred for several reasons. First, the 
nation had thousands of relatively small banks. 

Customers believed that depositor withdrawals could 
force a bank to close, and the mere fear of bank runs 
made them a reality. Canada, with relatively few banks, 
most of them large with many branches, had no bank 
runs. Second, governmental attempts to stem the growing 
distress were weak and too late. Financial aid to banks 
was nonexistent; the Federal Reserve System and other 
governmental efforts began only in 1932—well into the 
decline. Third, deposit insurance, which would have 
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 bolstered customer confidence, did not exist. The finan-
cial consequences of bank failures were correctly per-
ceived by the public to be dire. Fourth, growing depositor 
fear was enhanced by the fact that the economy was in 
a continuous downward spiral, eroding the basis for any 
optimism that bank loans would be safely repaid.

Bank Failures Today

The combination of the Federal Deposit Insurance 
Corporation (FDIC) and the government’s greater 

willingness to assist distressed banks has reduced the 
number of bank failures in recent times. Now, when a 
bank runs into financial difficulty, the FDIC may assist 
another bank in taking over the assets and liabilities 
of the troubled bank so that no depositor loses a cent. 
We do not see depositors run on banks because the 
FDIC will make good on deposits. There are costs and 
benefits of insuring deposits. On the cost side is that 
bankers whose deposits are insured may take greater 
risks.  On the benefit side deposit insurance means that, 
changes in the money supply due to a loss of deposits 
from failed banks are no longer a big problem. Better 
bank stability means a greater stability in the money 
supply, which means, as will be more explicitly demon-
strated in the next chapter, a greater level of economic 
stability.

However, in the 1980s, a savings and loan crisis 
occurred, one of the worst financial crises since the 
Great Depression. The inflation of the 1970s had 
created a problem for many savings and loans. They 

had made a large number of real estate loans in the 
early 1970s, when the inflation rate was relatively low 
at about 5 percent. Then, during most of the rest of 
that decade, inflation rates rose rapidly and nominal 
interest rates soared. The savings and loans were in a 
squeeze—they had to pay high interest rates to attract 
depositors but were earning low interest rates on their 
real estate loans from the early 1970s. This disastrous 
combination for the savings and loans caused many of 
them to go belly up.

Unfortunately, interest rates were not the only 
problem. The government eased regulations to make 
it easier for savings and loans to compete for deposits 
with other financial institutions in the national market. 
Deregulation, coupled with deposit insurance, put sav-
ings and loans in a gambling mood. Many savings and 
loans poured money into high-risk real estate projects 
and other risky ventures. Depositors had little incentive 
to monitor their banks because they knew they would 
be protected up to $100,000 on their accounts by the 
government. Eventually, more than a thousand thrift 
institutions went bankrupt. Depositors were saved, but 
taxpayers were not. Taxpayers ended up paying the bill 
for much of the savings and loan debacle—the bailout 
for the financial losses has been estimated to be more 
than $150 billion. The Thrift Bailout Bill of 1989 pro-
vided funds for the bailout and new, stricter provisions 
for banks.

Financial crisis are a little like earthquakes. We 
know that they will happen but we don’t know exactly 
when and the magnitude. For example, not many 
economists forecasted the financial crisis of 2008.

S E C T I O N    C H E C K

1. The banking collapse of 1920–1933 occurred because of customers’ fears and the weakness of the govern-
ment’s attempts to correct the problem.

2. The creation of the Federal Deposit Insurance Corporation has largely eliminated bank runs in recent times.

1. How did the combination of increased holding of excess reserves by banks and currency by the public lead to 
bank failures in the 1930s?

2. What are the four reasons cited in the text for the collapse of the U.S. banking system in this period?

3. What is the FDIC, and how did its establishment increase bank stability and reassure depositors?
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In te rac t i ve  Chapter  Summary

Fill in the blanks:

 1. The most important disadvantage of using commodities 
as money is that they ___________ easily after a few 
trades.

 2. __________ consists of coins and/or paper that some 
institution or government has created to be used in the 
trading of goods and services and the payment of debts.

 3. Legal tender is _________ money.

 4. Assets in checking accounts in banks are more formally 
called __________ deposits.

 5. Demand deposits are deposits in banks that can be 
____________ on demand by simply writing a check.

 6. ___________ deposits are assets that can be easily 
converted into currency or used to buy goods and 
services directly.

 7. ____________ deposits and ___________ deposits have 
replaced paper and metallic currency as the primary 
source of money used for transactions in the United 
States.

 8. Transaction deposits are a popular monetary instrument 
precisely because they lower ____________ costs 
compared with the use of metal or paper currency.

 9. Credit card payments are actually guaranteed 
___________, which merely defer customer payment.

 10. Credit cards are not money; they are ________ for the 
use of money in exchange.

 11. ___________ deposits are fund accounts against which 
the depositor cannot directly write checks.

 12. Two primary types of nontransaction deposits exist: 
__________ accounts and ___________ deposits.

 13. Assets that can be quickly converted into money are 
considered highly ____________ assets.

 14. Money market mutual funds are considered _________ 
money because they are relatively easy to convert into 
money for the purchase of goods and services.

 15. _____________ includes M1, plus saving accounts, 
time deposits (except for some large-denomination 
certificates of deposit), and money market mutual 
funds.

 16. ____________ Law states that “cheap money drives out 
dear money.”

 17. Something is money only if people will generally 
__________ it.

 18. Our money is money because of confidence that we 
have in __________ institutions as well as in our 
__________.

 19. The primary function of money is to serve as a(n) 
__________.

 20. The more complex the economy, the __________ the 
need for one or more universally accepted assets serving 
as money.

 21. Money is both a(n) __________ of value and a(n) 
__________ of value.

 22. With money, a common __________ exists, so that the 
values of diverse goods and services can be precisely 
compared.

 23. The value of money fluctuates far __________ than the 
value of many individual commodities.

 24. The biggest players in the banking industry are 
__________.

 25. Aside from commercial banks, the banking system 
includes two other important financial institutions: 
__________ and __________.

 26. Most important, financial institutions are __________ 
for savings and liquid assets that are used by individuals 
and firms for transaction purposes.

 27. In making loans, financial institutions act as 
intermediaries between __________, who supply funds, 
and __________ seeking funds to invest.

 28. If you go into a bank and borrow $1,000, the bank 
probably will simply __________ to your checking 
account at the bank.

 29. Banks make their profit by collecting __________ 
interest payments on the loans they make than they pay 
their depositors for those funds.

 30. __________ require banks to keep on hand a quantity of 
cash or reserve accounts with the Federal Reserve equal 
to a prescribed proportion of their checkable deposits.

 31. Our banking system is sometimes called a(n) 
__________ system because banks find it necessary to 
keep cash on hand and reserves at the Federal Reserve 
equal to some fraction of their checkable deposits.

 32. Money is created when banks __________.

 33. The largest asset item for most banks is __________.

 34. Most banks keep a majority of their reserves as 
__________.

 35. Checking account deposits and time deposits constitute 
__________ of banks.

 36. Any time the aggregate amount of bank __________ 
changes, the aggregate amount of liabilities and capital 
must also change by the same amount, by definition.

 37. Required reserves equal __________ times __________.
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 38. Whenever excess reserves appear, banks will convert the 
__________ reserves into other __________ assets.

 39. The monetary expansion of an individual bank is 
limited to its __________ reserves.

 40. Potential money creation from a cash deposit equals 
that initial deposit times __________.

 41. The actual monetary impact of an initial deposit created 
out of excess reserves within a short time period is 
__________ indicated by the money multiplier.

 42. When a person pays a loan back to a bank, demand 
deposits __________ and the money supply __________.

Answers: 1. deteriorate 2. Currency 3. fiat 4. demand 5. withdrawn 6. Transaction 7. Demand; other checkable 8. transaction 9. loans 
10. substitutes 11. Nontransaction 12. savings; time 13. liquid 14. near 15. M2 16. Gresham’s 17. accept 18. private financial; government 
19. medium of exchange 20. greater 21. standard; store 22. yardstick 23. less 24. commercial banks 25. savings and loan associations; credit 
unions 26. depositories 27. savers; borrowers 28. add $1,000 29. higher 30. Reserve requirements 31. fractional reserve 32. make loans 
33. loans 34. reserve accounts at the Federal Reserve 35. liabilities 36. assets 37. deposits; the required reserve ratio 38. non-interest-earning; 
interest-earning 39. excess 40. the money multiplier 41. less than that 42. decline; declines

Key Terms and Concepts

Sect ion Check Answers

 What Is Money?
 1. Why does the advantage of monetary exchange 

over barter increase as an economy becomes 
more complex?
As the economy becomes more complex, the number 
of exchanges between people in the economy grows 
very rapidly. This means that the transaction cost 
advantages of using money over barter for those 
exchanges also grows very rapidly as the economy 
becomes more complex.

 2. How can uncertain and rapid rates of inflation 
erode money’s ability to perform its functions 
efficiently?
Uncertain and rapid rates of inflation erode money’s 
ability to perform its functions efficiently because 
money lowers transaction costs most effectively when 
its value is stable and therefore more predictable. 
Uncertain and rapid rates of inflation reduce the 
stability and predictability of the value of money, 
reducing its usefulness as a universally understood store 
of value. It therefore reduces money’s ability to reduce 
transaction costs.

 3. In a world of barter, would useful financial 
statements such as balance sheets be possible? 
Would stock markets be possible? Would it be 
possible to build cars?
In a world of barter, there is no common standard 
of value to allow comparisons of all the “apples 
and oranges” that must be summarized in financial 
statements, making such statements virtually 
impossible. Without money to act as a common 
standard of value, stock and other financial markets, 
as well as very complex (many transactions) 
production processes, would also be virtually 
impossible.

 4. Why do virtually all societies create something 
to function as money?
Having some good function as money lowers 
transaction costs, allowing increasing specialization and 
exchange to create increasing wealth for a society. That 
increase in wealth made possible by using money is 
why virtually all societies create something to function 
as money.
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 Measuring Money
 1. If everyone in an economy accepted poker chips 

as payment in exchange for goods and services, 
would poker chips be money?
Since money is anything that is generally accepted in 
exchange for goods or services (a medium of exchange), 
if everyone in an economy accepted poker chips as 
payment in exchange for goods and services, poker 
chips would be money.

 2. If you were buying a pack of gum, would using 
currency or a demand deposit have lower 
transaction costs? What if you were buying 
a house?
If you were buying a pack of gum, or making any other 
such small purchase, using currency would generally 
have lower transaction costs than a demand deposit 
(checking account). However, if you were buying 
a house, or any other very large purchase, using a 
demand deposit would generally have lower transaction 
costs than paying with currency (it would be cheaper, 
easier, and safer, and it would generate a more reliable 
financial record).

 3. What is the main advantage of transaction 
deposits for tax purposes? What is their main 
disadvantage for tax purposes?
The main advantage of transaction deposits for 
tax purposes is that they provide more reliable 
financial records for complying with record-keeping 
requirements for tax purposes. The financial 
records that transaction deposits generate, on the other 
hand, are their main disadvantage for those who 
wish to hide their financial activities from tax 
authorities.

 4. Are credit cards money?
Credit cards are not money. They are actually 
guaranteed loans available on demand to users, which 
can be activated by consumers. Credit cards are 
convenient substitutes for making transactions directly 
with money; that is, they are substitutes for the use of 
money in exchange.

 5. What are M1 and M2?
M1 is a narrow definition of money that focuses on 
money’s use as a means of payment (for transaction 
purposes). M1 includes currency in circulation, 
checkable deposits, and traveler’s checks. M2 is 
a broader definition of money, which focuses on 
money’s use as a highly liquid store of purchasing 
power or savings. M2 equals M1 plus other “near 
moneys,” including savings accounts, small-
denomination time deposits, and money market 
mutual funds.

 6. How have interest-earning checking accounts 
and overdraft protection led to the relative 
decline in demand deposits?
Interest-earning checking accounts provide the same 
ability to make transactions as non-interest-earning 
demand deposit accounts but are more attractive to 
many consumers because they earn interest. Overdraft 
protection means that consumers do not have to keep as 
much money in demand deposit accounts “just in case” 
in order to protect against overdrawing their accounts.

 How Banks Create Money
 1. What is happening to the number of banks now 

that interstate banking is allowed?
Laws against interstate banking prevented the 
formation of large, interstate banking organizations, 
resulting in a large number of American banks. 
However, now that interstate banking is allowed, 
mergers are resulting in fewer, larger, interstate banks.

 2. In what way is it true that “banks make money 
by making money”?
Banks make money (profits) by loaning out their 
deposits at a higher interest rate than they pay their 
depositors. However, it is the extension of new loans 
in search of profits that creates new demand deposits, 
thereby increasing the stock of money.

 3. How do legal reserve deposit regulations lower 
bank profits?
Unlike other bank assets, legal reserves do not earn 
interest. Therefore, requiring a larger portion of bank 
assets to be held in such non-interest-earning accounts 
than prudent banking practice would dictate reduces 
bank earnings and profits.

 4. Is a demand deposit an asset or a liability?
A demand deposit is an asset for its owner but a 
liability for the bank at which the account is kept.

 5. If the Bonnie and Clyde National Bank’s only 
deposits were demand deposits of $20 million 
and it faced a 10 percent reserve requirement, 
how much money would it be required to hold 
in reserves?
The Bonnie and Clyde National Bank would have to 
hold 10 percent of its $20 million in demand deposits, 
or $2 million, as reserves.

 6. Suppose you found $10,000 while digging in your 
backyard and you deposited it in the bank. How 
would your new demand deposit account create 
a situation of excess reserves at your bank?
A new $10,000 deposit adds that amount both to 
your demand deposit account and to the reserves of 
your bank. But only a fraction of the added reserves 
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are required by the addition to your demand deposit 
account. The rest are excess reserves, which the bank 
will look to convert to interest-earning loans or other 
assets.

 The Money Multiplier
 1. Why do the supply of money and the volume 

of bank loans both increase or decrease at the 
same time?
The supply of money and the volume of bank loans 
both increase or decrease at the same time because 
issuing new bank loans adds to the money supply, 
while calling in existing bank loans reduces the 
money supply.

 2. Why would each bank involved in the process 
of multiple expansions of the money supply 
lend out a larger fraction of any new deposit it 
receives the lower the reserve requirement?
Each bank involved in the process of multiple 
expansions of the money supply can lend up to the 
amount of its excess reserves. But the excess reserves 
created by each dollar deposited in a bank equals 1 
minus the required reserve ratio. The lower this reserve 
requirement, the greater the excess reserves created by 
each new deposit, and therefore the greater the fraction 
of any new deposit that will be loaned out in this 
process.

 3. If a particular bank with a reserve requirement 
of 10 percent has $30,000 in new cash deposits, 
how much money could it create through 
making new loans?
A bank can loan up to the amount of its excess reserves. 
If it faces a reserve requirement of 10 percent, a new 
$30,000 cash deposit would add $3,000 (10 percent 
of $30,000) to its required reserves but $30,000 to 
its total reserves. This deposit would therefore create 
$27,000 in excess reserves that the bank could lend out, 
and that $27,000 in increased loans would increase the 
money stock by an equal amount.

 4. Why do banks choosing to hold excess reserves 
or borrowers choosing to hold some of their 
loans in the form of currency reduce the actual 
impact of the money multiplier below that 
indicated by the multiplier formula?
If banks choose to hold excess reserves, each bank 
involved in the process of multiple expansions of the 

money supply will lend out less, and therefore create 
less new money, than if it loaned out all its excess 
reserves. The result will be a smaller money supply 
than that indicated by the multiplier formula because 
the formula assumes that banks lend out all their 
excess reserves. If borrowers hold some of their loans 
as currency, this will reduce the amount of vault cash, 
which counts as a reserve, at banks. This then will 
reduce the amount that can be loaned at each stage of 
the money-supply creation process and will therefore 
reduce the actual money multiplier below the level 
indicated by the multiplier formula.

 The Collapse of America’s 
Banking System, 1920–1933
 1. How did the combination of increased holding 

of excess reserves by banks and currency by the 
public lead to bank failures in the 1930s?
The desire by the public for increased currency 
holdings, caused largely by the fear of bank failures, 
also forced banks to sharply increase excess reserves 
and reduce lending, together resulting in a sharp fall in 
the money stock. Despite substantial excess reserves, 
however, bank runs led to the failure of even many 
conservatively run banks.

 2. What are the four reasons cited in the text for 
the collapse of the U.S. banking system in this 
period?
The cited reasons include: (1) the large number of 
small banks, which were more at risk from bank runs; 
(2) governmental attempts to stem the distress in the 
banking industry that were both weak and too late; 
(3) the absence of deposit insurance, which would 
have bolstered consumer confidence; and (4) fear that 
the economy was in a continuous downward cycle, so 
that there was little basis for optimism that bank loans 
would be safely repaid.

 3. What is the FDIC, and how did its establishment 
increase bank stability and reassure 
depositors?
The Federal Deposit Insurance Corporation insures 
bank deposits. This guarantee of deposits eliminated 
the risk to depositors if their bank failed, thus 
eliminating the bank runs that resulted from the fear 
of bank insolvency. Without having to face the risk of 
bank runs, banks became more stable.
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True or False:

1. Money is anything that is generally accepted in exchange for goods or services.

2. In the United States, the Federal Reserve System issues paper currency.

3. Checks provide the basis for most transactions of relatively modest size in the United States today.

4. Metallic coins and paper currency are the only forms of legal tender.

5. Most of the money that we use for day-to-day transactions is official legal tender.

6. Other checkable deposits that earn interest but have some restrictions have become an important component in the supply 
of money.

7. The use of transaction deposits instead of currency provides an element of insurance or safety.

8. Credit cards are included in some measures of the money supply.

9. Economists are not completely in agreement on what constitutes money for all purposes.

10. People use nontransaction accounts primarily because they generally pay higher interest rates than transaction deposits.

11. Most purists would argue that nontransaction deposits are near money assets but not money itself, because they are not 
a direct medium of exchange.

12. Liquidity refers to the ease with which one asset can be converted into another asset or goods and services.

13. Money market mutual funds have experienced tremendous growth over the last 20 years, but they are not highly  
liquid assets.

 14. M1 is substantially larger than M2.

 15. M1 includes currency, checkable deposits, and traveler’s checks, but not savings accounts.

 16. People prefer to keep the bulk of their liquid assets as currency or in transaction accounts rather than in the form of 
savings accounts of various kinds.

 17. When the United States was on an internal gold standard, the dollar was defined as equivalent in value to a certain 
amount of gold.

 18. When two forms of money are available, people prefer to spend the form of money that is more valuable.

 19. As long as people have confidence in something’s convertibility into goods and services, no further backing is necessary 
for it to serve as money.

 20. When people lose faith in the exchangeability of pieces of paper that the government decrees as money, even legal tender 
loses its status as meaningful money.

 21. A majority of U.S. money, whether M1 or M2, is in the form of deposits at privately owned financial institutions.

 22. Money is the only medium of exchange that is generally accepted for most transactions.

 23. Lending in money imposes more risks on buyers and sellers than lending in commodities.

 24. Unlike in other nations, few separate commercial banks operate in the United States.

 25. Financial institutions can create money by making loans.

 26. If you go into a bank and borrow $1,000, the bank probably will simply add $1,000 to your checking account at the 
bank, but it will not create new money in the process.

 27. In the absence of reserve requirements, a prudent bank would still put some limit on its loan volume.

 28. Reserve requirements exist primarily to eliminate bank runs.

 29. Even though banks must meet their reserve requirements, they do not want to keep any more of their funds as additional 
reserves than necessary for safety, because cash assets do not earn any interest.

 30. The predominant liability of virtually all banks is deposits.

 31. The difference between a bank’s assets and its liabilities constitutes the bank’s capital, or net worth.
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 32. Actual reserves equal required reserves minus excess reserves.

 33. Banks earn no interest on reserves, whether kept as cash on hand or in accounts with the Federal Reserve.

 34. If a bank lends out its excess reserves of $90,000, at the time the loan is made the money supply will increase by $90,000.

 35. When banks create more money, they also directly create wealth.

 36. New loans create new money directly, but they also create excess reserves in other banks, which leads to still further 
increases in both loans and the stock of money.

 37. Assume that Bank One receives a new cash deposit of $100,000. With a 10 percent required reserve ratio, this creates 
$10,000 of required reserves and $90,000 of excess reserves.

 38. The money multiplier is 1 divided by the required reserve ratio.

 39. The higher the required reserve ratio, the larger the money multiplier.

 40. If some banks choose not to lend all of their excess reserves, the total amount of money created by an initial cash deposit 
will be smaller.

 41. When a person pays a loan back to a bank, demand deposits decline, directly reducing the money supply.

Multiple Choice:

 1. Money’s principal role is to serve as
 a. a standard for credit transactions.
 b. a medium of exchange.
 c. a standard for making bank loans.
 d. a standard for the real bills doctrine.

 2. The money supply that includes only currency, checkable deposits, and traveler’s checks is known as
 a. M1.
 b. M2.
 c. M3.
 d. L.

 3. Credit cards
 a. are included in the M1 definition of the money supply.
 b. are included in the M2 definition of the money supply.
 c. are included in the M3 definition of the money supply.
 d. are included only in the broadest definition of the money supply.
 e. are not included in the definition of the money supply.

 4. The distinction between M1 and M2 is based on
 a. liquidity—the ease with which an asset can be converted into cash.
 b. storability—the ease with which an asset can be stored.
 c. divisibility—the ease with which an asset can be used to make specific payments.
 d. portability—the ease with which an asset can be moved to make a payment on the spot.
 e. all of the above.

 5. Barter is inefficient compared to using money for trading because
 a. it is more expensive over long distances.
 b. potential buyers may not have appropriate items of value to sellers with which to barter.
 c. it is more time consuming, since it is more difficult to evaluate the products that are being offered for barter than to 

evaluate money.
 d. of all of the above.
 e. of none of the above.

 6. Currency is a poor store of value when
 a. the unemployment rate is high.
 b. banks are failing at an abnormally high rate.
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 c. the rate of inflation is very high.
 d. gold can be purchased at bargain prices.
 e. All of the above are correct.

 7. Money makes it easier to borrow and repay loans. This function of money is referred to as
 a. a store of value.
 b. a means of deferred payment.
 c. a unit of account.
 d. a standard of value.
 e. none of the above.

 8. Money is
 a. whatever is generally accepted in exchange for goods and services.
 b. an object to be consumed.
 c. a highly illiquid asset.
 d. widely used in a barter economy.

 9. Without money to serve as a medium of exchange,
 a. gains from trade would be severely limited.
 b. our standard of living would probably be reduced.
 c. the transaction costs of exchange would increase.
 d. All of the above are true.

 10. An increase in demand deposits combined with an equal decrease in currency in circulation would
 a. have no direct effect on M1 or M2.
 b. increase both M1 and M2.
 c. increase M1 and decrease M2.
 d. decrease M1 and increase M2.

 11. Liquidity is defined as
 a. the cash value of fiat money.
 b. the value of fiat money when used to buy a good or service.
 c. the speed at which money is spent.
 d. the ease with which money can be divided to make payments.
 e. the ease with which an asset can be converted into cash.

 12. Under fractional reserve banking, when a bank lends to a customer,
 a. bank credit decreases.
 b. reserves drain away from the system.
 c. the bank is protected from a run.
 d. borrowers receive a newly created demand deposit; that is, money is created.
 e. bank profitability is decreased.

 13. Required reserves of a bank are a specific percentage of their
 a. loans.
 b. cash on hand.
 c. total assets.
 d. deposits.

 14. Which of the following will lead to an increase in the money supply?
 a. You pay back a $10,000 loan that you owe to your bank.
 b. Your bank gives you a $10,000 loan by adding $10,000 to your checking account.
 c. You pay $10,000 in cash for a new motorcycle.
 d. You bury $10,000 in cash in your backyard.

 15. If a banking transaction created new excess reserves in the banking system, the result would tend to be
 a. an increase in the amount of loans made by banks and an increase in the supply of money.
 b. an increase in the amount of loans made by banks and a decrease in the supply of money.
 c. a decrease in the amount of loans made by banks and an increase in the supply of money.
 d. a decrease in the amount of loans made by banks and a decrease in the supply of money.

525



 16. If many people were to suddenly deposit into their checking accounts large sums of cash previously kept in their wallets, 
and no offsetting actions were taken by the Fed, the result would be

 a. a reduction in the U.S. money supply.
 b. a decrease in M1 but an increase in M2.
 c. an increase in interest rates.
 d. an increase in reserves of banks and therefore an increase in the money supply.
 e. both a and c.

 17. A reserve requirement of 20 percent means a money multiplier of
 a. 1.25.
 b. 2.
 c. 5.
 d. 20.

 18. If the required reserve ratio were increased, then
 a. the money supply would tend to decrease, but the outstanding loans of banks would tend to increase.
 b. both the money supply and the outstanding loans of banks would tend to decrease.
 c. the money supply would tend to increase, but the outstanding loans of banks would tend to decrease.
 d. both the money supply and the outstanding loans of banks would tend to increase.

Problems:

 1. Explain the difficulties that an economics professor might face in purchasing a new car under a barter system.

 2. Why do people who live in countries experiencing rapid inflation often prefer to hold American dollars rather than their 
own country’s currency? Explain.

 3. An alternative version of Gresham’s Law is that “Bad money drives out good money.” Why is it true that, in choosing 
between different currencies to transact in, good money drives out bad money?

 4. Which one of each of the following pairs of assets is most liquid?
 a. Microsoft stock or a traveler’s check
 b. a 30-year bond or a six-month Treasury bill
 c. a certificate of deposit or a demand deposit
 d. a savings account or 10 acres of real estate

 5. Indicate whether each of the following belongs on the asset or liability side of a bank’s balance sheet:
 a. loans
 b. holdings of government securities
 c. demand deposits
 d. vault cash
 e. deposits at the Fed
 f. bank buildings
 g. certificates of deposit

 6. Why do you think asking whether money is an asset or a liability is a trick question in economics?

 7. Why have ATMs and online banking made savings accounts more liquid than they used to be?

 8. Why would the increasing liquidity of savings accounts make some monetary economists track the size of M1 plus savings 
account balances (called MZM) over time?

 9. What would each of the following changes do to M1 and M2?

Change M1 M2

An increase in currency in circulation _____________ _____________
A decrease in demand deposits _____________ _____________
An increase in savings deposits _____________ _____________
An increase in credit card balances _____________ _____________
A conversion of savings account balances into checking account balances _____________ _____________
A conversion of savings account balances into time account balances _____________ _____________
A conversion of checking account balances into money market mutual funds _____________ _____________
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 10. Given that the Fed currently imposes reserve requirements on checking deposits, but not on savings deposits, why would 
banks prefer to hold deposits as savings accounts rather than checking accounts, other things equal?

 11. If the Fed paid interest on bank reserves at the Fed, would banks still want to avoid holding excess reserves?

 12. What would the money multiplier be if the required reserve ratio were

5 percent? _____________
10 percent? _____________
20 percent? _____________
25 percent? _____________
50 percent? _____________

 13. Assume there was a new $100,000 deposit into a checking account at a bank.
 a. What would be the resulting excess reserves created by that deposit if banks faced a reserve requirement of

10 percent? _____________
20 percent? _____________
25 percent? _____________
50 percent? _____________

 b. How many additional dollars could that bank lend out as a result of that deposit if banks faced a reserve require-
ment of

10 percent? _____________
20 percent? _____________
25 percent? _____________
50 percent? _____________

 c. How many additional dollars of money could the banking system as a whole create in response to such a new depos-
it if banks faced a reserve requirement of

10 percent? _____________
20 percent? _____________
25 percent? _____________
50 percent? _____________

 14. If the required reserve ratio is 10 percent, calculate the potential change in demand deposits under the following 
circumstances:

 a. You take $5,000 from under your mattress and deposit it in your bank.
 b. You withdraw $50 from the bank and leave it in your wallet for emergencies.
 c. You write a check for $2,500 drawn on your bank (Wells Fargo) to an auto mechanic who deposits the funds in his 

bank (Bank of America).

 15. Calculate the magnitude of the money multiplier if banks were to hold 100 percent of deposits in reserve. Would banks 
be able to create money in such a case? Explain.

 16. Answer questions a and b.
 a. If a bank had reserves of $30,000 and demand deposits of $200,000 (and no other deposits), how much could it 

lend out if it faced a required reserve ratio of

10 percent? _____________
15 percent? _____________
20 percent? _____________

 b. If the bank then received a new $40,000 deposit in a customer’s demand deposit account, how much could it now 
lend out if it faced a required reserve ratio of

10 percent? _____________
15 percent? _____________
20 percent? _____________
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 overestimated. In this chapter, we will see how 
deliberate changes in the money supply can affect 
aggregate demand and lead to short-run changes 
in the output of goods and services as well as the 
price level. That is, monetary policy can be an 

effective tool for helping to achieve and maintain 
price stability, full employment, and economic 
growth. We will also see that monetary-policy 
tools, just like fiscal-policy tools, have problems 
of implementation. ■

The chairperson of the Federal Reserve System is one of the 
most important policymakers in the country. The importance 
of the Federal Reserve System and monetary policy cannot be 

The Federal Reserve System 
and Monetary Policy

18.1 The Federal Reserve System

18.2 How Does the Federal Reserve Change 
the Money Supply?

18.3 Money, Interest Rates, and Aggregate Demand

18.4 Expansionary and Contractionary 
Monetary Policy

18.5 Money and Inflation

18.6 Problems in Implementing Monetary 
and Fiscal Policy
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n What are the functions of a central bank?

n Who controls the Federal Reserve 
System?

n How is the Fed tied to Congress and the 
executive branch?

The Federal Reserve System

The Functions 
of a Central Bank

In most countries of the world, the job of manipu-
lating the supply of money belongs to the “central 

bank.” A central bank performs many functions. First, 
the central bank is a “banker’s bank.” It is the bank 
where commercial banks maintain their own cash 
deposits—their reserves. Second, the central bank 
performs a number of service functions for com-
mercial banks, such as transferring funds and checks 
between various commercial banks in the banking 
system. Third, the central bank typically serves as the 
primary bank for the central government, handling, for 
example, its payroll accounts. Fourth, the central bank 
buys and sells foreign currencies and generally assists 
in the completion of financial transactions with other 
countries. Fifth, it serves as the “lender of last resort,” 
helping banking institutions in financial distress. Sixth, 
the central bank is concerned with the stability of the 
banking system and the money supply, which, as we 
have already seen, results from the loan decisions of 
banks. The central bank can and does impose regula-
tions on private commercial banks; it thereby regulates 
the size of the money supply and influences the level of 
economic activity. The central bank also implements 
monetary policy, which, along with fiscal policy, forms 
the basis of efforts to direct the economy to perform in 
accordance with macroeconomic goals.

Location of the Federal 
Reserve System

In most countries, the central bank is a single bank; for 
example, the central bank of Great Britain, the Bank 

of England, is a single institution located in London. In 
the United States, however, the central bank is 12 insti-
tutions, closely tied together and collectively called the 
Federal Reserve System. The Federal Reserve System, 
or Fed, as it is nicknamed, comprises separate banks in 
Boston, New York, Philadelphia, Richmond, Atlanta, 
Dallas, Cleveland, Chicago, St. Louis, Minneapolis–St. 
Paul, Kansas City, and San Francisco. As Exhibit 1 

shows, these banks and their branches are spread all 
over the country, but they are most heavily concen-
trated in the eastern states.

Each of the 12 banks has branches in key cities 
in its district. For example, the Federal Reserve Bank 
of Cleveland serves the fourth Federal Reserve dis-
trict and has branches in Pittsburgh, Cincinnati, and 
Columbus. Each Federal Reserve Bank has its own 
board of directors and, to a limited extent, can set 
its own policies. Effectively, however, the 12 banks 
act in unison on major policy issues, with control 
of major policy decisions resting with the Board of 
Governors and the Federal Open Market Committee, 
headquartered in Washington, D.C. The Chairman 
of the Federal Reserve Board of Governors (currently 
Ben Bernanke) is generally regarded as one of the most 
important and powerful economic policymakers in the 
country.

Commercial banks keep reserves with the 
central bank. Roughly 4,000 U.S. banks are 
members of the Federal Reserve System. 
While this is less than half the number 
of total banks, the member banks hold 
roughly 75 percent of U.S. bank deposits. 
Furthermore, all banks must meet the 
Fed’s requirements, whether they are 
members or not.
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The Fed’s Relationship  
to the Federal Government

The Federal Reserve System was created in 1913 
because the U.S. banking system had so little sta-

bility and no central direction. Technically, the Fed 
is privately owned by the banks that “belong” to it. 
Banks are not required to belong to the Fed; however, 
since the passage of new legislation in 1980, virtually 
no difference exists between the requirements for mem-
ber and nonmember banks.

The private ownership of the Fed is essentially 
meaningless, because the Federal Reserve Board of 
Governors, which controls major policy decisions, is 
appointed by the president of the United States, not by 
the stockholders. The owners of the Fed have relatively 
little control over its operations and receive only small 
fixed dividends on their modest financial stake in the 
system. Again, the feature of private ownership but 
public control was a compromise made to appease 
commercial banks opposed to direct public (govern-
ment) regulation.

The Fed’s Ties  
to the Executive Branch

An important aspect of the Fed’s operation is that, 
historically, it has enjoyed a considerable amount 

of independence from both the executive and  legislative 

branches of government. In fact, central banks with 
greater degrees of independence appear to have a lower 
annual inflation rate, see Exhibit 2. True, the president 
appoints the seven members of the Board of Governors, 
subject to Senate approval; but the term of appoint-
ment is 14 years. No member of the Federal Reserve 
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There is often a strong negative correlation between a 
country’s average annual inflation rate and the degree 
of independence of its central bank.

SOURCE: “Monetary Metamorphosis,” The Economist, September 23, 1999.  

© The Economist Newspaper Limited, London 1999. Reprinted with permission.
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Board will face reappointment from the president who 
initially made the appointment, because presidential 
tenure is limited to two four-year terms. Moreover, 

the terms of board members are staggered, so a new 
appointment is made only every two years. It is prac-
tically impossible for a single president to appoint a 
majority of the members of the board; and even were it 
possible, members have little fear of losing their jobs as 
a result of presidential wrath. The chair of the Federal 
Reserve Board is a member of the Board of Governors 
and serves a four-year term. The chair is truly the chief 
executive officer of the system and effectively runs 
it, with considerable help from the presidents of the 
12 regional banks.

Fed Operations

Many of the key policy decisions of the Federal 
Reserve are actually made by its Federal Open 

Market Committee (FOMC), which consists of the 
seven members of the Board of Governors; the presi-
dent of the New York Federal Reserve Bank; and four 
other presidents of Federal Reserve Banks, who serve on 
the committee on a rotating basis. The FOMC makes 
most of the key decisions influencing the  direction and 
size of changes in the money supply; and their regular, 
closed meetings are accordingly considered impor-
tant by the business community, news media, and 
government.

The chair of the Fed is truly the chief executive 
officer of the system. The Fed chair is required by 
law to testify to Congress twice a year. In addition 
to the chair, all seven members are appointed 
by the president and confirmed by the Senate 
to sit on the Board of Governors. Governors are 
appointed for 14-year terms, staggered every two 
years, in an attempt to insulate them from politi-
cal pressure.
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S E C T I O N    C H E C K

1. Of the six major functions of a central bank, the most important is its role in regulating the money supply.

2. The Federal Reserve System consists of 12 Federal Reserve banks. Although these banks are independent 
institutions, they act largely in unison on major policy decisions.

3. The Federal Reserve Board of Governors and the Federal Open Market Committee are the prime decision 
makers for U.S. monetary policy.

4. The president of the United States appoints members of the Federal Reserve Board of Governors to a 14-year 
term, with only one appointment made every two years. The president also selects the Chair of the Federal 
Reserve Board, who serves a four-year term. The only other government intervention in the Fed can come 
from legislation passed in Congress.

1. What are the six primary functions of a central bank?

2. What is the FOMC, and what does it do?

3. How is the Fed tied to the executive branch? How is it insulated from executive branch pressure to influence 
monetary policy?
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As noted previously, the Federal Reserve Board of 
Governors and the FOMC are the prime decision 

makers for U.S. monetary policy. They decide whether 
to expand the money supply and, it is hoped, the real 
level of economic activity, or to contract the money 
supply, hoping to cool inflationary pressures. How 
does the Fed control the money supply, particularly 
when it is the privately owned commercial banks that 
actually create and destroy money by making loans, as 
we discussed earlier?

The Fed has three major methods by which to con-
trol the supply of money: It can engage in open market 
operations, change reserve requirements, or change its 
discount rate. Of these three, by far the most important 
is open market operations.

Open Market Operations

Open market operations involve the purchase and 
sale of government bonds by the Federal Reserve 

System. At its regular meetings, the 
FOMC decides to buy or sell govern-
ment bonds. Open market operations 
are the most important method the Fed 
uses to influence the money supply for 
several reasons. First, it is a device that 
can be implemented quickly and cheaply—the Fed 
merely calls an agent who buys or sells bonds. Second, 
it can be done quietly, without a lot of political debate 
or a public announcement. Third, it is a rather power-
ful tool, as any given purchase or sale of bonds has an 
ultimate impact several times the amount of the initial 
transaction. Fourth, the Fed can use this tool to change 
the money supply by a small or large amount on any 
given day.

When the Fed buys bonds, it pays the seller of the 
bonds by a check written on one of the 12 Federal 
Reserve banks. The person receiving the check will 
likely deposit it in his or her bank account, increasing 
the money supply in the form of added transaction 
deposits. More important, the commercial bank, in 
return for crediting the account of the bond seller with 
a new deposit, gets cash reserves or a higher balance 

in its reserve account at the Federal Reserve Bank in 
its district.

For example, suppose our example bank, Bank 
One, has no excess reserves and that one of its cus-
tomers sells a bond for $10,000 through a broker to 
the Federal Reserve System. The customer deposits 
the check from the Fed for $10,000 in his or her 
account, and the Fed credits Bank One with $10,000 in 
reserves. Suppose the reserve requirement is 10 percent. 
Bank One, then, needs new reserves of only $1,000 
($10,000 � 0.10) to support its $10,000, meaning that 
it has acquired $9,000 in new excess reserves ($10,000 
new actual reserves minus $1,000 in new required 
reserves). Bank One can, and probably will, lend out 
its excess reserves of $9,000, creating $9,000 in new 
deposits in the process. The recipients of the loans, in 
turn, will likely spend the money, leading to still more 
new deposits and excess reserves in other banks.

In other words, the Fed’s purchase of the bond 
directly creates $10,000 in money in the form of bank 
deposits and indirectly permits up to $90,000 in addi-

tional money to be created through the 
multiple expansion in bank deposits. 
(The money multiplier is 1/.10, or 10; 
10 � $9,000 � $90,000.) Thus, if the 
reserve requirement is 10 percent, a 
potential total of up to $100,000 in 

new money is created by the purchase of one $10,000 
bond by the Fed.

The process works in reverse when the Fed sells 
a bond. The individual purchasing the bond will pay 
the Fed by check, lowering demand deposits in the 
banking system. Reserves of the bank where the bond 
purchaser has a bank account will likewise fall. If the 
bank had zero excess reserves at the beginning of the 
process, it now has a reserve deficiency. The bank must 
sell secondary reserves or reduce loan volume, either of 
which leads to further destruction of deposits. Thus, a 
multiple contraction of deposits begins.

In short, if the Fed believes the economy needs to 
be stimulated, it will buy bonds from the private sector 
with open market purchases. If the Fed wishes to slow 
the economy down, it will sell bonds to the private sec-
tor with open market sales.

n What are the three major tools of the Fed?

n What is the purpose of the Fed’s tools?

n What other powers does the Fed have?

n How are bank failures avoided today?

How Does the Federal Reserve 
Change the Money Supply?

open market operations 
purchase and sale of 
government securities by the 
Federal Reserve System
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The Reserve Requirement

Even though open market operations are the most 
important and widely utilized tool for achieving 

monetary objectives that the Fed has at its disposal, 
they are not its potentially most powerful tool. The 
Fed possesses the power to change the reserve require-
ments of member banks by altering the reserve ratio. It 
can have an immediate and significant impact on the 
ability of member banks to create money. Suppose the 
banking system as a whole has $500 billion in depos-
its and $60 billion in reserves, with a reserve ratio of 
12 percent. Because $60 billion is 12 percent of $500 
billion, the system has no excess reserves. Suppose now 
that the Fed lowers reserve requirements by changing 
the reserve ratio to 10 percent. Banks then are required 
to keep only $50 billion in reserves ($500 billion �

0.10), but they still have $60 billion. Thus, the lower-
ing of the reserve requirement gives banks $10 billion 
in excess reserves. The banking system as a whole can 
expand deposits and the money stock by a multiple 
of this amount, in this case 10 (10% equals 1/10; the 
banking multiplier is the reciprocal of this, or 10). The 
lowering of the reserve requirement in this case, then, 
would permit an expansion in deposits of $100 billion, 
which represents a 20 percent increase in the stock of 
money, from $500 to $600 billion.

When Does the Fed Use This Tool?
Relatively small reserve requirement changes can thus 
have a big impact on the potential supply of money. 
This tool is so potent, in fact, that it is seldom used. 

In other words, the power of the reserve requirement 
is not only its advantage but also its disadvantage, 
because a small reduction in the reserve requirement 
can make a huge change in the number of dollars that 
are in excess reserves in banks all over the country. 
Such huge changes in required reserves and excess 
reserves have the potential to disrupt the economy.

Frequent changes in the reserve requirement would 
make it difficult for banks to plan. For example, a 
banker might worry that if she makes loans now and 
then the Fed raises the reserve requirement, she would 
not have enough reserves to meet the new reserve 
requirements. If she does not make loans and the Fed 
leaves the reserve requirement alone, she loses the 
opportunity to earn income on those loans.

Carpenters don’t use sledgehammers to hammer 
small nails or tacks; the tool is too big and powerful 
to use effectively. For the same reason, the Fed changes 
reserve requirements rather infrequently, and when 
it does make changes, it is by small amounts. For 
example, between 1970 and 1980, the Fed changed the 
reserve requirement only twice, and less than 1 percent 
on each occasion. Furthermore, changes in the reserve 
requirement, because they are so powerful, are a sign 
that monetary policy has swung strongly in a new 
direction.

The Discount Rate

Banks having trouble meeting their reserve require-
ment can borrow funds directly from the Fed at 

its discount window. The interest rate the Fed charges 

QHow does the money supply increase and 
decrease as the result of open market operations?

To increase the money supply, the Fed instructs 
its bond traders at the Fed bank in New York to buy 
government bonds in the bond market.

AFor people to want to put more money in banks 
and less in government bonds, the Fed must offer 
bondholders an attractive price. If the Fed’s price is 
high enough, it will tempt some investors to sell their 
government bonds to the Fed. When these  individuals 

place the proceeds from the sale in the bank, new 
deposits are created, increasing reserves in the 
banking system. The excess reserves can then be 
loaned by the banks, creating more new deposits and 
increasing the excess reserves in still other banks.

To reduce the money supply, the Fed does the 
opposite. It sells government bonds in the bond mar-
ket. The buyer pays for bonds from a checking account 
and bank reserves fall. When banks have fewer 
reserves, it reduces their ability to lend. That is, when 
the Fed sells bonds, it is taking the money exchanged 
for these bonds out of the hands of the public.

OPEN MARKET OPERATIONS
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on these borrowed reserves is called the discount rate. 
The Fed can control the money supply by altering 
the discount rate. If the Fed raises the discount rate, 
it discourages banks from borrowing 
reserves from the Fed. This reduces the 
quantity of reserves in the banking sys-
tem, which leads to a reduction in the 
money supply. That is, if the Fed wants 
to contract the money supply, it will 
raise the discount rate, making it more 
costly for banks to borrow reserves.

If the Fed is promoting an expan-
sion of money and credit, it will lower 
the discount rate, making it cheaper for 
banks to borrow reserves. Thus, a lower 
discount rate will encourage banks to 
borrow from the Fed, increasing the quantity of reserves 
and the money supply.

The discount rate sometimes changes fairly fre-
quently, often several times a year. Sometimes the 
rate will be moved several times in the same direction 
within a single year, which has a substantial cumula-
tive effect.

The Significance of the Discount Rate
The discount rate is a relatively unimportant tool, 
mainly because member banks do not rely heavily 
on the Fed for borrowed funds and often the Fed 
would not lend them all they want to borrow. It is 
something most of them believe should be reserved 
for real emergencies. In October of 1987, when the 
stock market crashed, Fed chair Alan Greenspan used 
discount lending to help financial institutions that 
were in trouble. Many Wall Street brokerage firms 
needed temporary funds to finance the high volume of 
stock trades. The Fed was there to help. Also, in the 
financial crisis of 2008, the collapse of the housing 
market coupled with mortgage defaults meant that 
many financial institutions were in trouble. The Fed 
provided loans to many of these financial institutions 
that were in trouble.

When banks have short-term needs for cash to 
meet reserve requirements, they are more likely to take 
a short-term (often overnight) loan from another bank 
in the federal funds market. For that reason, many 
people pay a lot of attention to the interest rate on 
federal funds.

In recent years, the Federal Reserve has increased 
its focus on the federal funds rate as the primary 
indicator of its stance on monetary policy. The Fed 
announces a federal funds rate target at each FOMC 
meeting. This rate is watched closely, because it affects 
all the interest rates throughout the economy—auto 
loans, mortgages, and so on.

Since January 2003, the discount rate has been set 
between 0.5 and 1.0 percentage points above the fed-
eral funds rate target. Setting the discount rate above 

the fund rate is designed to keep banks 
from turning to this source. Thus, most 
of discount lending is small.

The Fed could use the discount 
rate by altering the discount rate rela-
tive to the federal funds rate. However, 
the discount rate’s main significance is 
that changes in the rate are commonly 
viewed as a signal of the Fed’s inten-
tions with respect to monetary policy. 
Discount rate changes are widely pub-
licized, unlike open market operations, 
which are carried out in private and 

announced several weeks later in the minutes of the 
FOMC.

How the Fed Reduces 
the Money Supply

The Fed can do three things to reduce the money 
supply or reduce the rate of growth in the money 

supply: (1) sell bonds, (2) raise reserve requirements, 
or (3) raise the discount rate. Of course, the Fed could 
also opt to use some combination of these three tools 
in its approach.

These moves tend to decrease aggregate demand, 
reducing nominal GDP—ideally, through a decrease in 
P rather than Q. These actions are the monetary policy 
equivalent of a fiscal policy of raising taxes, lower-
ing transfer payments, and/or reducing government 
purchases.

How the Fed Increases 
the Money Supply

If the Fed is concerned about underutilizing resources 
(e.g., unemployment), it can engage in precisely the 

opposite policies: (1) buy bonds, (2) lower reserve require-
ments, or (3) lower the discount rate. The Fed can also 
use some combination of these three approaches.

These moves tend to increase aggregate demand, 
increasing nominal GDP—ideally, through an increase 
in Q (in the context of the equation of exchange) rather 
than P. Equivalent expansionary fiscal policy actions 
include reducing taxes, increasing transfer payments, 
and/or increasing government purchases.

discount rate 
interest rate that the Fed 
charges commercial banks 
for the loans it extends to 
them

federal funds market 
market in which banks 
provide short-term loans 
to other banks that need 
cash to meet reserve 
requirements
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Difficulties in Controlling 
the Money Supply

In a fractional reserve banking system, the Fed cannot 
precisely control the money supply because of two 

problems: people and banks.
The Fed cannot precisely control the amount of 

money that people want to hold as currency in circula-
tion versus as deposits in their financial institutions. 
The more cash people put in the bank, the more excess 
reserves the bank has for lending purposes and the more 
money created. Alternatively, if people are concerned 
about the health of the financial system and choose to 
take money out of the bank in order to hold more cur-
rency, it would reduce banks’ excess reserves, reducing 
lending and the stock of money. Either change can alter 
the money supply without any action from the Fed.

Banks can also choose to not lend out all of their 
excess reserves. When banks keep more excess reserves, 
the Fed has less control over the money supply because 
banks rather than Fed policy dictates how much will be 
lent out. If banks make money by making loans, why 
would they keep excess reserves? Banks may choose 
to become more cautious because of the current eco-
nomic climate; to avoid risk they may choose to hold 
on to more excess reserves. Consequently, the banking 
system would create less money with a given level of 
reserves than it normally would and the money supply 
would fall.

This may not be a huge problem because the 
Fed keeps massive amounts of data on the behavior 
of banks and their depositors. As a result, changes 
in currency circulation or excess reserve holdings by 
banks can be remedied with offsetting policies the Fed 
can control.

S E C T I O N    C H E C K

1. The three major tools of the Fed are open market operations, changing reserve requirements, and changing 
the discount rate.

2. If the Fed wants to stimulate the economy (increase aggregate demand), it will increase the money supply by 
buying government bonds, lowering the reserve ratio, and/or lowering the discount rate.

3. If the Fed wants to restrain the economy (decrease aggregate demand), it will lower the money supply by 
selling government bonds, increasing the reserve ratio, and/or raising the discount rate.

1. What three main tactics could the Fed use in pursuing a contractionary monetary policy?

2. What three main tactics could the Fed use in pursuing an expansionary monetary policy?

3. Would the money supply rise or fall if the Fed made an open market purchase of government bonds, 
ceteris paribus?

4. If the Fed raised the discount rate from 12 to 15 percent, what effect would this have on the money supply?

n What causes the demand for money to 
change?

n How do changes in income change the 
money market equilibrium?

n How does the Fed’s buying and selling 
bonds affect RGDP in the short run?

n What is the relationship between bond 
prices and the interest rate?

n Why does the Fed target the interest 
rate rather than the money supply?

n How are the real and nominal interest 
rates connected in the short run?

Money, Interest Rates, 
and Aggregate Demand

The Money Market

The Federal Reserve’s policies with respect to the 
money supply have a direct effect on short-run nom-

inal interest rates and, accordingly, on the components 

of aggregate demand. The money market is the market 
where money demand and money supply determine the 
equilibrium nominal interest rate. When the Fed acts to 
change the money supply by changing one of its policy 
variables, it alters the money market equilibrium.
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Money has several functions, but why would 
people hold money instead of other financial assets? 
That is, what is responsible for the demand for money? 
Transaction purposes, precautionary reasons, and asset 
purposes are at least some of the determinants of the 
demand for money.

Transactions Demand for Money
First, the primary reason that money is demanded is for 
transaction purposes—to facilitate exchange. Workers 
are generally paid by the week or month. However, 
most people want to hold on to money so they can buy 
goods and services on a continual basis, 
not just on payday. They want to keep 
money for everyday predictable expenses. 
For example, nobody would want to 
buy pizza with stocks and bonds. How 
costly would it be to convert less liquid 
assets like stocks or bonds into goods 
and services? Those costs would include 
the loss of interest and possible withdrawal penalties. 
In addition, the higher a person’s income, the more 
transactions that person is likely to make (because  
consumption is income related); the greater will be 
GDP; and the greater will be the demand for money 
from transaction purposes, other things being equal.

Precautionary Demand for Money
Second, people like to have money on hand for precau-
tionary reasons—so called “mattress money.” If unex-
pected medical or other expenses require an unusual 
outlay of cash, people want to be prepared. The extent 
to which an individual holds cash for precautionary 
reasons depends partly on that person’s income and 
partly on the opportunity cost of holding money, 
which is determined by market rates of interest. The 
higher the market interest rates, the higher the oppor-
tunity cost of holding money; and so people will hold 
less of their financial wealth as money.

Asset Demand for Money
Third, money has a trait—liquidity—that makes it a 
desirable asset. Other things being equal, people prefer 
assets that are more liquid to those that are less liquid. 
That is, people want to be able to easily convert some 
of their money into goods and services. For this reason, 
most people wish to have some of their portfolio in the 
form of money. At higher interest rates on other assets, 
the amount of money desired for this purpose will be 
smaller, because the opportunity cost of holding money 
will have risen.

The Demand for Money  
and the Nominal Interest Rate

The quantity of money demanded varies inversely 
with the nominal interest rate. When interest rates 

are higher, the opportunity cost—in terms of the inter-
est income on alternative assets—of holding monetary 
assets is higher, and persons will want to hold less 
money. At the same time, the demand for money, par-
ticularly for transaction purposes, is highly dependent 
on income levels, because the transaction volume varies 
directly with income. Finally, the demand for money 

depends on the price level. If the price 
level increases, buyers will need more 
money to purchase their goods and ser-
vices. If the price level falls, buyers will 
need less money to purchase their goods 
and services.

The demand curve for money is 
presented in Exhibit 1. At lower inter-

est rates, the quantity of money demanded is greater, 
illustrated by a movement from A to B. That is, the 
lower the interest rate the lower the opportunity cost 
of holding money. An increase in income will lead to 
an increase in the demand for money, depicted by a 
rightward shift in the money demand (MD) curve, a 
movement from A to C.

money market 
market in which money 
demand and money supply 
determine the equilibrium 
interest rate

Money Demand, Interest  
Rates, and Income
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An increase in the level of income will increase 
the amount of money that people want to hold for 
transaction purposes for any given interest rate; the 
demand for money therefore shifts to the right, from 
MD1 to MD2. The money demand curve is downward 
sloping, because at the lower nominal interest rate, 
the opportunity cost of holding money is lower.
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Why Is the Supply of Money 
Relatively Inelastic?

The supply of money is largely governed by the 
regulatory policies of the central bank. Whether 

interest rates are 4 percent or 14 percent, banks seek-
ing to maximize profits will increase lending as long 
as they have reserves above their desired level. Even 
a 4 percent return on loans provides more profit than 
maintaining those assets in non-interest-bearing cash 
or reserve accounts at the Fed, which currently earn 
very low interest rate from the Fed. Given this fact, the 
money supply is effectively almost perfectly inelastic 
with respect to interest rates over their plausible range. 
Therefore, we draw the money supply (MS) curve as 
vertical, other things being equal, in Exhibit 2, with 
changes in Federal Reserve policies acting to shift the 
money supply curve.

The Money Market

Equilibrium in the money market is found by 
combining the money demand and money supply 

curves in Exhibit 2. Money market equilibrium occurs 
at that nominal interest rate where the quantity of 
money demanded equals the quantity of money sup-
plied. Initially, the money market is in equilibrium at 
i* in Exhibit 2.

Money Market Equilibrium
In Exhibit 2, we see that equilibrium occurs at point E, 
where the quantity of money demanded by the public 
is equal to the quantity of the money supplied by the 
banking system, given the policies adopted by the Fed. 
At i2, below the equilibrium interest rate, the quantity 
of money that people want to hold is greater than the 
quantity that is available from the banking system—
there is a shortage at i2. Consequently, people will try 
to increase their holdings of money by reducing their 
holdings of bonds or other interest-bearing assets. 
Because many people are trying to rid themselves of 
bonds, bond sellers realize they must increase interest 
on bonds to attract buyers. Thus, the interest rate rises 
to the equilibrium level, i*.

At i1, the interest rate is above the equilibrium level, 
the quantity of money people want to hold is less than 
the quantity that is available from the banking system; 
there is a surplus of money at i1. Those that are holding 
the surplus of money (cash and checkable deposits) will 
try to exchange money for other assets such as bonds. 

As the demand for bonds rises, bond sellers can pay less 
interest but still attract enough buyers. As the interest 
rate falls, people become more willing to hold money, 
until the interest rate reaches equilibrium at i*, where 
people are content holding the money the banking sys-
tem has supplied.

The Money Market and  
the Aggregate Demand Curve
Recall the interest rate effect that moved us along the 
aggregate demand curve when the price level changed. 
We now look at that relationship in more detail. 
Specifically, when the price level rises from PL1 to 
PL2 in Exhibit 3, people demand more money and the 
money demand curve shifts from MD1 to MD2. That 
is, at the new higher price level, PL2, many goods and 
services will have higher prices, so people will want to 
hold more money, MD2 rather than MD1.

How does an increase in the demand for money 
affect the money market? The increase in the demand 
for money, coupled with a fixed money supply (con-
trolled by the Fed), will cause the interest rate to 

Money Market Equilibrium
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At equilibrium E, the quantity of money demanded is 
equal to the quantity of money supplied by the bank-
ing system. The equilibrium interest rate is i* and the 
equilibrium quantity of money is Q*. At i1, there is a 
surplus. At i2 there is a shortage.
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increase from i1 to i2. At the higher interest rate, the 
cost of borrowing and the return to saving are higher. 
In short, fewer households will be borrowing for 
houses and cars, and fewer firms will be investing in 
new factories and equipment. Thus, the quantity at 
RGDP demanded falls from RGDP1 to RGDP2.

Of course, the reverse is true as well. A lower price 
level leads to a decrease in the demand for money 
because, on average, goods and services have lower 
price tags. The reduction in the demand for money 
causes a reduction in the interest rate, which encour-
ages consumption and investment that reduces RGDP 
demanded. Hence, this leads to the downward sloping 
aggregate demand curve—a higher price level leads to 
reduction in RGDP demanded.

How Do Income Changes 
Affect the Equilibrium Position?

Rising national income increases the demand for 
money, shifting the money demand curve to the 

right from MD1 to MD2, and leading to a new higher 
equilibrium interest rate.

How Would an Increase in 
the Money Supply Affect 
Equilibrium Interest Rates  
and Aggregate Demand?

A Federal Reserve policy change that increased the 
money supply would be depicted by a shift in the 

money supply curve to the right. As a result of this shift, 
the equilibrium quantity of money demanded increases 
as equilibrium interest rates fall. The immediate impact 
of expansionary monetary policy is to decrease the 
interest rate. Because the money demand curve has 
not changed, the interest rate falls to the new equilib-
rium at E2. The interest rate falls to induce people to 
hold the additional money supplied by the banking 
system, MS2. The lower interest rate, or the fall in the 
cost of borrowing money, then leads to an increase in 
aggregate demand for goods and services at the current 
price level. The lower interest rate will increase home 
sales, car sales, business investments, and so on. That 
is, an increase in the money supply will lead to lower 
interest rates and an increase in aggregate demand, as 
seen in Exhibit 4. Thus, when the Fed changes policy 

The Money Market and the Aggregate Demand Curve

When the price level increases from PL1 to PL2, people desire to hold more money—an increase in the demand for 
money from MD1 to MD2. The increase in the demand for money causes the interest rate to rise from i1 to i2. The 
increase in interest leads to a reduction in RGDP demanded from RGDP1 to RGDP2.
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to increase the money supply, the interest rate falls. 
This increases RGDP demanded at each and every price 
level. If the Fed changes policy to reduce the money 
supply, the interest rate would rise, which would lower 
RGDP demanded at each and every price level.

Does the Fed Target the Money 
Supply or Interest Rates?

Some economists believe that the Fed should try 
to control the money supply. Other economists 

believe that the Fed should try to control interest rates. 
Unfortunately, the Fed cannot do both—it must pick 
one or the other.

The economy is initially at point A in Exhibit 5, 
where the interest rate is i1 and the quantity of money 
is at Q1. Now, suppose the demand for money were to 
increase because of an increase in national income, an 
increase in the price level, or because people desire to 
hold more money. As a result, the demand curve for 
money shifts to the right, from MD1 to MD2. If the Fed 
decides it does not want the money supply to increase, 
it can pursue a policy of no monetary growth, which 
leads to an increase in the interest rate to i2 at point C. 
The Fed could also try to keep the interest rate stable at 
i1, but it can only do so by increasing the growth in the 
money supply through expansionary monetary policy. 

The Impact of an Increase in the Supply of Money

The increase in the money supply causes the interest rate to fall in the short run, as seen in Exhibit 4(a). At lower inter-
est rates, households and businesses invest more and buy more goods and services, shifting the aggregate demand 
curve to the right, as shown in Exhibit 4(b).

a. Impact on the Money Market b. Impact on Aggregate Demand
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When the demand curve for money shifts outward, 
the Fed must settle for either a higher interest rate, 
a greater money supply, or some combination of 
both. The Fed cannot completely control both the 
growth in the money supply and the interest rate. If 
it attempts to keep the interest rate steady, it must 
increase the growth in the money supply. If it tries to 
keep the growth of the money supply in check, the 
interest rate will rise.
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The Fed cannot simultaneously pursue policies of no 
monetary growth and monetary expansion; it must 
choose—a higher interest rate, a greater money supply, 
or some combination of both. The Fed cannot com-
pletely control both the growth in the money supply and 
the interest rate. If it attempts to keep the interest rate 
steady in the face of increased money demand, it must 
increase the growth in the money supply. If it tries to 
keep the growth of the money supply in check in the face 
of increased money demand, the interest rate will rise.

In short, monetary policy can be applied in terms of 
the money supply or the interest rate (the federal funds 
rate). When FOMC sets a federal funds rate target, the 
Fed’s bond traders are told to do whatever is necessary 
to get the equilibrium interest rate to the target level. To 
lower the federal funds rate, Fed bond traders buy govern-
ment bonds. This increases the money supply and lowers 
the interest rate. If FOMC raises the target for the federal 
funds rate, its bond traders sell government bonds. This 
decreases the money supply and raises the interest rate.

The Problem
The problem with targeting the money supply is that 
the demand for money fluctuates considerably in the 
short run. Focusing on the growth in the money supply 
when the demand for money is changing unpredictably 
leads to large fluctuations in interest rates, as occurred 

in the U.S. economy during the late 1970s and early 
1980s. These erratic changes in interest rates could 
seriously disrupt the investment climate.

Keeping interest rates in check also creates prob-
lems. For example, when the economy grows, the 
demand for money also grows, so the Fed has to increase 
the money supply to keep interest rates from rising. If 
the economy is in a recession, the demand for money 
falls, and the Fed has to contract the money supply to 
keep interest rates from falling. This approach leads to 
the wrong policy prescription—expanding the money 
supply during a boom eventually leads to inflation, and 
contracting the money supply during a recession makes 
the recession even worse.

Which Interest Rate Does  
the Fed Target?

T he Fed targets the federal funds rate. Remember 
the federal funds rate is the interest rate that banks 

charge each other for short-term loans. A bank that may 
be short of reserves might borrow from another bank 
that has excess reserves. The Fed has been targeting 
the federal funds rate since about 1965. At the close of 
the meetings of the FOMC, the Fed usually announces 
whether the federal funds rate target will be increased, 
decreased, or left alone as shown in Exhibit 6.

Federal Funds Rate

The Federal Reserve sets its policies according to the federal funds rate. Notice in the shaded areas (recession) that the 
federal funds rate has fallen considerably.

SOURCE: Board of Governors of the Federal Reserve System.
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Summary of Fed Tools for Monetary Policy

Macroeconomic Problem Monetary Policy Prescription Fed Policy Tools

Unemployment (Slow or negative RGDP 
growth rate—below RGDPNR)

Expansionary monetary policy to 
increase aggregate demand

Buy bonds
Lower discount rate
Lower reserve requirement

Inflation (Rapid RGDP growth rate—
beyond RGDPNR)

Contractionary monetary policy to 
decrease aggregate demand

Sell bonds
Raise discount rate
Raise reserve requirement

Monetary policy decisions may be enacted either 
through the money supply or through the interest rate. 
That is, if the Fed wants to pursue a contractionary 
monetary policy (a reduction in aggregate demand), 
this policy can take the form of a reduction in the 
money supply or a higher interest rate. If the Fed wants 
to pursue an expansionary monetary policy (an increase 
in aggregate demand), this policy can take the form of 
an increase in the money supply or a lower interest rate. 
So why is the interest rate used? First, many economists 
believe that the primary effects of monetary policy 
are felt through the interest rate. Second, the money 
supply is difficult to measure accurately. Third, as we 
mentioned earlier, changes in the demand for money 
may complicate money supply targets. Last, people are 
more familiar with changes in the interest rate than 
with changes in the money supply.

Does the Fed Influence the Real 
Interest Rate in the Short Run?

Most economists believe that in the short run the 
Fed can control the nominal interest rate and the 

real interest rate. Recall that the real interest rate is equal 
to the nominal interest rate minus the expected infla-
tion rate. Therefore, a change in the nominal interest 
rate tends to change the real interest rate by the same 
amount, because the expected inflation rate is slow to 
change in the short run. That is, if the expected infla-
tion rate does not change, the relationship between the 
nominal and real interest rates is a direct relationship: 
A 1 percent reduction in the nominal interest rate will 
generally lead to a 1 percent reduction in the real interest 
rate in the short run. However, for the long run—several 
years after the inflation rate has adjusted—the equilib-
rium real interest rate will be given by the intersection of 
the demand and supply of loanable funds curves.

Exhibit 7 summarizes the preceding discussion of the 
tools available to the Fed for enacting monetary policy.

— B Y  R O B E R T  E .  L U C A S  J R .

The Federal Reserve’s lowering of interest 
rates last Tuesday was welcome, but it was 
also received with skepticism. Once the 

federal-funds rate is reduced to zero, or near zero, 
doesn’t this mean that monetary policy has gone as 
far as it can go? This widely held view was appealed 
to in the 1930s to rationalize the Fed’s passive role 
as the U.S. economy slid into deep depression.

It was used again by the Bank of Japan to ratio-
nalize its unwillingness to counteract the defla-
tion and recession of the 1990s. In both cases, 
 constructive monetary policies were in fact available 
but remained unused. Fed Chairman Ben Bernanke’s 
statement last Tuesday made it clear that he does 
not share this view and intends to continue to take 
actions to stimulate spending.

There should be no mystery about what he has 
in mind. Over the past four months the Fed has put 

Bernanke Is the Best stImulus  
rIght now

(continued)
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more than $600 billion of new reserves into the pri-
vate sector, using them to discount—lend against—a 
wide variety of securities held by a variety of financial 
institutions. (The addition is to be weighed against 
September 2007’s total outstanding level of reserves 
of about $50 billion.)

This action has been the boldest exercise of the 
Fed’s lender-of-last-resort function in the history of 
the Federal Reserve System. Mr. Bernanke said that 
he is prepared to continue or expand this discount-
ing activity as long as the situation dictates.

Why do I describe this as an action to stimulate 
spending? Financial markets are in the grip of a 
“flight to quality” that is very much analogous to 
the “flight to currency” that crippled the economy in 
the 1930s. Everyone wants to get into government-
issued and government-insured assets, for reasons 
of both liquidity and safety. Individuals have tried 
to do this by selling other securities, but without an 
increase in the supply of “quality” securities these 
attempts do nothing but drive down the prices 
of other assets. The only other action people can 
take as individuals is to build up their stock of cash 
and government-issued claims to cash by reducing 
spending. This reduction is a main factor in induc-
ing or worsening the recession. Adding directly to 
reserves—the ultimate liquid, safe asset—adds to 
supply of “quality” and relieves the perceived need 
to reduce spending.

When the Fed wants to stimulate spending in 
normal times, it uses reserves to buy Treasury bills 
in the federal-funds market, reducing the funds’ rate. 
But as the rate nears zero, Treasury bills become 
equivalent to cash, and such open-market opera-
tions have no more effect than trading a $20 bill for 
two $10s. There is no effect on the total supply of 
“quality” assets.

A dead end? Not at all. The Fed can satisfy the 
demand for quality by using reserves—or “printing 
money”—to buy securities other than Treasury bills. 
This is the way the $600 billion got out into the pri-
vate sector.

This expansion of Fed lending has not violated 
the constraint that “the” interest rate cannot be less 

than zero, nor will it do so in the future. There are 
thousands of different interest rates out there and 
the yield differences among them have grown dra-
matically in recent months. The yield on short-term 
governments is now about the same as the yield on 
cash: zero. But the spreads between governments 
and privately-issued bonds are large at all maturities. 
The flight to quality means exactly that many are 
eager to trade private paper for non-interest bearing 
(or low-interest bearing) reserves and with the Fed’s 
help they are doing so every day.

Could the $600 billion in new reserves be called a 
bailout? In a sense, yes: The Fed is lending on terms 
that private banks are not willing to offer. They are 
not searching for underpriced “bargains” on behalf of 
the public, nor is it their mission to do so. Their mis-
sion is to provide liquidity to the system by acting as 
lender-of-last-resort. We don’t care about the quality 
of the assets the Fed acquires in doing this. We care 
about the quantity of its liabilities.

There are many ways to stimulate spending, and 
many of these methods are now under serious con-
sideration. How could it be otherwise? But monetary 
policy as Mr. Bernanke implements it has been the 
most helpful counter-recession action taken to date, 
in my opinion, and it will continue to have many 
advantages in future months. It is fast and flexible. 
There is no other way that so much cash could have 
been put into the system as fast as this $600 bil-
lion was, and if necessary it can be taken out just 
as quickly. The cash comes in the form of loans. It 
entails no new government enterprises, no govern-
ment equity positions in private enterprises, no price 
fixing or other controls on the operation of individual 
businesses, and no government role in the allocation 
of capital across different activities. These seem to 
me important virtues.

Mr. Lucas, a professor of economics at the University 
of Chicago, received the Nobel Prize in Economic 
Sciences in 1995.

From Robert E. Lucas, Jr., “Bernanke is the Best Stimulus Right Now”, ‘The Wall 

Street Journal’, December 12, 2008, p. A13. Reprinted by permission of The Wall 

Street Journal, copyright © 2008 Dow Jones & Company, Inc. All Rights Reserved 

Worldwide.

BERNANKE IS THE BEST STIMULUS 
RIGHT NOW (cont .)
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S E C T I O N    C H E C K

 1. The money market is the market where money demand and money supply determine the equilibrium 
 interest rate.

 2. The three primary reasons for the demand for money are transaction purposes, precautionary reasons, and 
asset purposes.

 3. The quantity of money demanded varies inversely with interest rates (a movement along the money demand 
curve) and directly with income (a shift of the money demand curve). Monetary policies that increase the 
supply of money will lower interest rates in the short run, other things being equal.

 4. Rising incomes increase the demand for money and lead to a new, higher equilibrium interest rate, other 
things being equal.

 5. The supply of money is effectively almost perfectly inelastic with respect to interest rates over their 
 plausible range, as controlled by Federal Reserve policies.

 6. Money market equilibrium occurs at the intersection of the money demand and money supply curves. At the 
equilibrium nominal interest rate, the quantity of money demanded equals the quantity of money supplied.

 7. When the Fed sells bonds to the private sector, bond purchasers take the money out of their checking 
accounts to pay for the bonds, and those banks’ reserves are reduced by the size of the check. This reduc-
tion in bank reserves leads to a reduction in the money supply, which in turn leads to a higher interest rate 
and a reduction in aggregate demand, at least in the short run.

 8. When the Fed buys bonds, bond sellers will likely deposit their check from the Fed in their banks and 
the money supply will increase. The increase in the money supply will lead to lower interest rates and an 
increase in aggregate demand.

 9. An inverse relationship between the interest rate and the price of bonds means that when the price of 
bonds rises (falls), the interest rate falls (rises).

10. A change in the nominal interest rate tends to change the real interest rate by the same amount in the 
short run.

11. The Fed signals its intended monetary policy through the federal funds rate target it sets.

 1. What are the determinants of the demand for money?

 2. If the earnings available on other financial assets rose, would you want to hold more or less money? Why?

 3. For the economy as a whole, why would individuals want to hold more money as GDP rises?

 4. Why might people who expect a major market “correction” (a fall in the value of stock holdings) wish to 
increase their holdings of money?

 5. How is the money market equilibrium established?

 6. Who controls the supply of money in the money market?

 7. How does an increase in income or a decrease in the interest rate affect the demand for money?

 8. What Federal Reserve policies would shift the money supply curve to the left?

 9. Will an increase in the money supply increase or decrease the short-run equilibrium real interest rate, other 
things being equal?

10. Will an increase in national income increase or decrease the short-run equilibrium real interest rate, other 
things being equal?

11. What is the relationship between interest rates and aggregate demand in monetary policy?

12. When the Fed sells bonds, what happens to the price of bonds and the interest rate?

13. When the Fed buys bonds, what happens to the price of bonds and the interest rate?

14. Why is the relationship between bond prices and interest rates an inverse one?
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Expansionary Monetary Policy 
in a Recessionary Gap

If the Fed engages in expansionary monetary policy to 
combat a recessionary gap, the increase in the money 

supply will lower the interest rate. The lower interest 
rate reduces the cost of borrowing and the return to 
saving. Therefore, firms invest in new plant and equip-
ment, while households increase their investment in 
housing at the lower interest rate. In short, when the 
Fed increases the money supply, interest rates fall and 
the quantity demanded of goods and services increases 
at each and every price level. The aggregate demand 
curve shifts from AD1 to AD2, as seen in Exhibit 1. 
The result is greater RGDP growth at a higher price 

level at E2. In this case, the Fed has eliminated the 
recession, and RGDP is equal to the potential level 
of output at RGDPNR. During the recession of 2001, 
the Fed aggressively lowered the federal funds rate to 
stimulate aggregate demand when it was faced with a 
recessionary gap.

For example, in the first half of 2001, the Fed 
slashed interest rates to their lowest levels since August 
1994. Between January 2001 and August 2001, the 
Fed cut the federal funds rate target by 3 percentage 
points, clearly demonstrating that it was concerned 
that the economy was dangerously close to falling into 
a recession. Then came the events of September 11 
and the corporate scandals. By the end of the year, the 
federal funds rate, which began at 6.5 percent, was at 
1.75 percent, the lowest rate since 1961. With the slow 
recovery, the Fed pushed the rate down further, to 1.25 
percent in November 2002. The Fed’s actions were 
aimed at increasing consumer confidence, restoring 
stock market wealth, and stimulating investment. That 
is, the Fed’s move was designed to increase aggregate 
demand in an effort to increase output and employ-
ment to long-run equilibrium at E2.

Contractionary Monetary 
Policy in an Inflationary Gap

The Fed may engage in contractionary monetary 
policy if the economy faces an inflationary gap. 

Suppose the economy is at initial short-run equilib-
rium, E1, in Exhibit 2. In order to combat inflation, 
suppose the Fed engages in an open market sale of 
bonds. This would lead to a decrease in the money 
supply, causing the interest rate to rise. The higher 
interest rate means that borrowing is more expensive 
and the return to saving is higher. Consequently, firms 
find it more costly to invest in plant and equipment 
and households find it more costly to finance new 
homes. In short, when the Fed decreases the money 

n What is expansionary monetary policy?

n What is contractionary monetary policy?

n How does monetary policy work in the 
open economy?

n How does monetary policy impact real 
GDP and the price level?

Expansionary and Contractionary 
Monetary Policy

Expansionary Monetary Policy  
in a Recessionary Gap
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If the Fed is combatting a recessionary gap, it can 
increase the money supply, which leads to a change 
in aggregate demand from AD1 to AD2. The result is 
greater RGDP of a higher price level. The expansion-
ary monetary policy has moved the economy to the 
natural rate (where RGDP 5 potential GDP).
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Business News
The devastating events of September 11 further 

set back an already fragile economy. Heightened 
uncertainty and badly shaken confidence caused 

a widespread pullback from economic activity and 
from risk taking in financial markets, where equity 
prices fell sharply for several weeks and credit 
risk spreads widened appreciably. The most press-
ing concern of the Federal Reserve in the first few 
days following the attacks was to help shore up the 
infrastructure of financial markets and to provide 
massive quantities of liquidity to limit potential dis-
ruptions to the functioning of those markets. The 
economic fallout of the events of September 11 led 
the Federal Open Market Committee (FOMC) to cut 
the target federal funds rate after a conference call 
early the following week and again at each meeting 
through the end of the year.

Displaying the same swift response to economic 
developments that appears to have characterized 
much business behavior in the current cyclical epi-
sode, firms moved quickly to reduce payrolls and 
cut production after mid-September. Although these 
adjustments occurred across a broad swath of the 
economy, manufacturing and industries related to 
travel, hospitality, and entertainment bore the brunt 
of the downturn. Measures of consumer confidence 
fell sharply in the first few weeks after the attacks, 
but the deterioration was not especially large by 
cyclical standards, and improvement in some of 
these indexes was evident in October. Similarly, 
equity prices started to rebound in late September, 
and risk spreads began to narrow somewhat by 
early November, when it became apparent that the 
economic effects of the attacks were proving less 
severe than many had feared.

in the news The U.S. Economy in the Wake of September 11

Consumer spending remained surprisingly solid 
over the final three months of the year in the face 
of enormous economic uncertainty, widespread job 
losses, and further deterioration of household bal-
ance sheets from the sharp drop in equity prices 
immediately following September 11. Several fac-
tors were at work in support of household spending 
during this period. Low and declining interest rates 
provided a lift to outlays for durable goods and 
to activity in housing markets. Nowhere was the 
boost from low interest rates more apparent than 
in the sales of new motor vehicles, which soared 
in response to the financing incentives offered by 
manufacturers. Low mortgage interest rates not 
only sustained high levels of new home construc-
tion but also allowed households to refinance mort-
gages and extract equity from homes to pay down 
other debts or to increase spending. Fiscal policy 
provided additional support to consumer spend-
ing. The cuts in taxes enacted [in 2001], including 
the rebates paid out over the summer, cushioned 
the loss of income from the deterioration in labor 
markets. And the purchasing power of household 
income was further enhanced by the sharp drop in 
energy prices during the autumn. With businesses 
having positioned themselves to absorb a falloff 
of demand, the surprising strength in household 
spending late in the year resulted in a dramatic 
liquidation of inventories. In the end, real gross 
domestic product posted a much better perfor-
mance than had been anticipated in the immediate 
aftermath of the attacks.

SOURCE: Federal Reserve Board of Governors, “Monetary Policy and the Economic 

Outlook,” 88th Annual Report, 2001, pp. 3–5.
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supply it raises the interest rate and decreases the 
quantity of goods and services demanded at every 
price level. That is, the aggregate demand curve shifts 
leftward from AD1 to AD2 in Exhibit 2. The result 
is a lower RGDP and a lower price level, at E2. The 
economy is now at RGDPNR where RGDP equals the 
potential level of output.

Monetary Policy in  
the Open Economy

For simplicity, we have assumed that the global 
economy does not affect domestic monetary policy. 

This assumption is incorrect. Suppose the Fed decides 
to pursue an expansionary policy by buying bonds on 
the open market. As we have seen, when the Fed buys 
bonds on the open market, the immediate effect is that 
the money supply increases and interest rates fall. With 
lower domestic interest rates, some domestic investors 
will invest funds in foreign markets, exchanging dol-
lars for foreign currency, which leads to a depreciation  

Contractionary Monetary Policy 
in an Inflationary Gap
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If the Fed is combatting an inflationary gap at E1, it 
can decrease the money supply, which would lead 
to a change from AD1 to AD2. The result is a lower 
RGDP and a lower price level at E2, and the economy 
moves to the natural rate (where RGDP 5 potential 
GDP).

QDuring the Great Depression in the United 
States, the price level fell, the money wage rate fell, 
real GDP fell, and unemployment reached 25 per-
cent. Investment fell, and as banks failed, the money 
supply fell dramatically. Can you show the effect of 
these changes from a vibrant 1929 economy to a 
battered 1932 economy using the AD/AS model?

AThe 1929 economy was at PL1929 and RGDPNR in 
Exhibit 3. The lack of consumer confidence coupled 
with the large reduction in the money supply, wealth 
lost in the stock market crash, and falling invest-
ment sent the aggregate demand curve reeling. As a 
result, the aggregate demand curve fell from AD1929 
to AD1932, real GDP fell to RGDP1932, and the price level 
fell to PL1932.

Money and the ad/aS Model
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Business News
Are there rules for designing and implementing 

good monetary policy that all economists agree 
on? Or is policymaking inherently a subjective 

task, one that depends critically on combining both 
good economics and insightful judgment?

Is Monetary Policy a Science?
Currently, many economists are in agreement with 
three basic principles that form the core of the “sci-
entific” approach to monetary policy. Each of these 
principles is designed to guide central bankers.

Principle 1: Focus on the output gap. A huge 
literature in the 1980s and 1990s showed how 
excessive inflation can result if a central bank aims 
for output objectives that are too ambitious. If, for 
example, the central bank engages in expansionary 
policies in an attempt to keep output above poten-
tial, the net result will only be a higher average rate 
of inflation.

Many solutions to this problem have been 
suggested. The simplest is to have the central 
bank adopt a realistic output objective. Specifically, 
the central bank should strive to stabilize output 
around potential output, sometimes also called full-
 employment or natural rate output.

Principle 2: Follow the Taylor Principle. The 
second principle in the “scientific” approach to 
monetary policy is to follow the Taylor Principle. 
This principle states that the central bank’s policy 
interest rate should be increased more than one 
for one with increases in the inflation rate. Named 
after Stanford University economist John Taylor, the 
Taylor Principle ensures that an increase in the infla-
tion rate produces a policy reaction that increases 
the real rate of interest—the interest rate corrected 
for inflation. The rise in the real interest rate reduces 
private spending, slows the economy down, and 
brings inflation back to the central bank’s inflation 
target. Conversely, if inflation falls below the central 

in the news The Science (and Art) of Monetary Policy
bank’s target, the Taylor Principle calls for a more 
than one for one cut in the central bank’s policy 
interest rate. This reduces the real rate of interest, 
stimulates private spending, and pushes inflation 
back to its target level. . . .

One way to implement the Taylor Principle is to 
follow a Taylor rule, also named after John Taylor, 
which specifies exactly how much to change the 
federal funds rate in response to changes in inflation 
and the output gap.

Principle 3: Be forward looking. Monetary policy 
actions affect the economy with a lag. An interest 
rate cut may not have its maximum impact on real 
output for 12 or even 18 months, and the effects 
on inflation may take longer still. Central banks 
cannot wait to act until inflation has increased or 
the economy has gone into a recession. These lags 
mean that central banks must be forward looking. 
For example, when the Fed raised interest rates in 
2000, inflation was still quite low, once the volatile 
food and energy components were removed. The 
Fed acted because it was concerned that inflation 
would otherwise begin to rise.

One policy framework that satisfies these three 
principles is inflation forecast targeting. Under an 
inflation forecast targeting procedure, the central 
bank is concerned with stabilizing inflation at low 
levels and with stabilizing the output gap. Because 
of the lags in policy, the emphasis is on responding 
to the central bank’s forecast of future inflation. If 
the forecast says inflation will rise, the central bank 
should act to slow the economy down—it doesn’t 
wait until inflation actually has increased. Because 
inflation forecast targeting is based on the three pol-
icy principles, it has gained many adherents among 
academic and central bank economists.

Is there more to achieving good monetary poli-
cies than simply following the economist’s scientific 
principles?

(continued)
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Business News
Is Monetary Policy an Art?
Perhaps the public believes that Alan Greenspan’s 
[former chair of the Fed] leadership matters because 
it perceives monetary policy to be, in part, an art. 
It requires the fine touch of a master policymaker, 
one whose feel for the correct moment to change 
interest rates cannot be reduced to a few scientific 
principles. But if making policy isn’t a science, what 
exactly is nonscientific about it? The best way to 
understand the “art” of policymaking is to revisit our 
three policy principles.

How can we focus on the output gap when we 
don’t know what it is? It’s all very well to tell central 
banks to focus on the output gap, but how are they 
supposed to know what the gap is? When major 
shifts in productivity growth occur—as happened 
in the 1970s with the productivity slowdown and 
again in the 1990s with the productivity speedup—
measuring the output gap can be difficult. The out-
put gap is the difference between something we 
can measure (real GDP) and something we can’t (the 
economy’s potential output level).

Implementing the Taylor Principle. The Taylor 
Principle calls for adjusting the policy interest rate 
more than one for one with changes in inflation. But 
how much more? If inflation rises by 1 percentage 

in the news The Science (and Art) of Monetary Policy (cont.)

point, should the federal funds rate be increased by 
1.5 percentage points? 2 percentage points? Or 1.01 
percentage points? The Taylor Principle alone does 
not offer guidance.

The art of forecasting. Implementing inflation 
forecast targeting means the central bank has to be 
able to forecast future economic conditions. This is 
not an easy task. Last summer, economic forecasts 
did not foresee the growth slowdown that began 
during the third quarter. The Fed had to respond 
quickly in early 2001 as signs of an economic slow-
down developed.

Good forecasts are based on good data, good 
economic models, and good judgment. Mechanical 
forecasts based on a few key indicators inevitably 
ignore information that might be relevant. While 
statistical models provide a baseline for develop-
ing economic forecasts, good forecasters always 
supplement the models’ predictions with judgmen-
tal adjustment.

SOURCE: Reprinted from Carl E. Walsh, “The Science (and Art) of Monetary Policy,” 

Federal Reserve Bank of San Francisco. Economic Letter 2001–13 (May 4, 2001). The 

opinions expressed in this article do not necessarily reflect the views of the manage-

ment of the Federal Reserve Bank of San Francisco, or of the Board of Governors of the 

Federal Reserve System.
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Milton Friedman was born in New York 
City in 1912. He was an undergraduate at 
Rutgers and a graduate student at Columbia 

University. Prior to his death in November 2006, he 
was a senior research fellow at the Hoover Institute 
at Stanford University. He was also Paul Snowden 
Russell Distinguished Service Professor Emeritus of 
Economics at the University of Chicago, where he 
taught from 1946 to 1976, and was a member of the 
research staff of the National Bureau of Economic 
Research from 1937 to 1981.

He is probably best known as the leader of 
the Chicago School of Monetary Economics, which 
stressed the importance of the quantity of money as 
an instrument of government policy and as a deter-
minant of business cycles and inflation.

During the 1950s and 1960s, researching the 
relationship between the money supply and the 
economy was considered a waste of time. But in 
the 1970s Friedman convinced many of his col-
leagues, even his most ardent critics, that money 
matters in the economy. Friedman knew that money 
mattered, but he also knew that it is not easy to 
successfully manipulate monetary policy to stabi-
lize the economy when the lags between imple-
mentation and impact can be long and unpredict-
able. Friedman thought that continued aggregate 
demand stimulation would not increase output, but 
would cause inflation. He believed that most reces-

sions were caused by monetary misuse. Friedman 
also developed the permanent income hypothesis: 
People’s spending decisions depend on expecta-
tions of future income not just current income.

In addition to his work on monetary econom-
ics, Friedman wrote extensively on public policy, 
always with a primary emphasis on the preservation 
and extension of individual freedom. In fact, many 
of Friedman’s economic ideas have been tested: 
flexible exchange rates, educational vouchers, an 
all-volunteer army, and the privatization and deregu-
lation of many industries.

MILTON FRIEDMAN (1912–2006)
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S E C T I O N    C H E C K

1. An expansionary monetary policy at less than full employment can cause an increase in real GDP and
price level.

2. An expansionary monetary policy at full employment can temporarily increase real GDP, but in the long run, 
only the price level will rise.

1. How will an expansionary monetary policy affect RGDP and the price level at less than full employment?

2. How will a contractionary monetary policy affect RGDP and the price level at a point beyond full employment?

n What is the equation of exchange?

n What is the velocity of money?

n What is the quantity theory of money 
and prices?

Money and Inflation

For many centuries, scholars have known that 
there is a positive relationship between the money 

supply, the price level, the growth in the money sup-
ply, and the inflation rate. In the 1500s, there was a 
huge influx of gold and silver that flowed into Europe 
 following the Spanish conquest in the New World. 
The influx of precious metals almost tripled the money 
supply of Europe. Too many coins were chasing what 
goods were available and prices rose steadily in the 
sixteenth century.

The Inflation Rate and the 
Growth in the Money Supply

One of the major reasons that the control of the 
money supply is so important is that, in the long 

run, the amount of money in circulation and the over-
all price level are closely linked. It is virtually impos-
sible for a country to have sustained inflation without 
a rapid growth in the money supply. The inflation 

of the dollar (a decrease in the value of the dollar). 
The depreciation of the dollar makes the U.S. market 
more attractive to foreign buyers and foreign markets 
relatively less attractive to domestic buyers. That is, this 
shift means an increase in net exports—fewer imports 
and greater exports—and an increase in RGDP in the 
short run.

Similarly, the Fed may pursue a contractionary 
monetary policy by selling bonds on the open mar-
ket. When the Fed sells bonds on the open market, 

the immediate effect is it reduces the money supply 
and causes interest rates to rise; foreign investors will 
convert their currencies to dollars to take advantage 
of the relatively higher interest rates. These purchases 
will lead to an appreciation of the dollar (an increase 
in the value of a currency), which will make U.S. goods 
and services relatively more expensive—foreigners will 
import less and domestic consumers will buy more 
exports. The result is a decrease in net exports and a 
reduction in RGDP in the short run.
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rate tends to be greater in periods of rapid monetary 
expansion than in periods of slower growth in the 
money supply. In Exhibit 1, we see that international 
data supports the relationship between higher money 
growth and a higher inflation rate.

The Equation 
of Exchange

In the early twentieth century, Yale 
economist Irving Fisher formalized the 

relationship between money and the price level with 
the equation of exchange. The equation of exchange 
(or quantity equation) can be written as:

M 3 V 5 P 3 Q

where M is the money supply, however defined (usually 
M1 or M2), V is the velocity of money, P is the price 
level, and Q is real output (RGDP).

The velocity of money refers to its “turnover” rate, 
or the intensity with which money is used. Specifically, V 
represents the average number of times that each dollar 

is used in purchasing final goods or ser-
vices in a one-year period. For example, 
a $20 bill may travel from you to the 
delicatessen owner, who passes it on to 
a doctor for the co-payment on medical 
services, who passes it on to a car dealer-
ship as part of a down payment for a new 

car. The faster money circulates, the higher the velocity. 
Velocity is defined as the nominal or current dollar value 
of output divided by the money supply, or:

V 5 Nominal GDP/ M

Money Supply Growth and Inflation Rates in Selected Countries, 1980–2002

*Logarithmic Scale

We often see a strong positive correlation between a country’s average annual inflation rate and its annual growth in 
money supply.
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velocity of money  
a measure of how frequently 
money is turned over
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Suppose we have a simple economy that only produces 
frozen yogurt. The economy produces 200 quarts of 
frozen yogurt per year. The frozen yogurt sells for 
$5 a quart and the quantity of money in the economy 
is $100. Plugging the numbers into our equation, 
we get:

V � Nominal GDP/ M
 � P � Q/M
 � ($5 � 200)/$100 � 10

That is, the people in the economy spend $1,000 per 
year on frozen yogurt. If there is only $100 of money in 
the economy, each dollar must change hands on average 
10 times per year. Thus, the velocity is 10.

The Quantity Theory 
of Money and Prices
If we make certain assumptions about the variables 
in the equation of exchange we can clearly see the 
relationship between the money supply and the price 
level. This relationship is called the 
quantity theory of money and prices. 
If velocity (V) and real GDP (Q) both 
remain constant, then a 10 percent 
increase in the money supply will lead 
to a 10 percent increase in the price 
level—that is, the money supply and the 
price level change by the same propor-
tion. We can then extend this equation 
to link the growth rates of these four 
variables. Using the growth version of the quantity
equation, we can transform M � V � P � Q into:

Growth rate of the money supply 
� Growth rate of velocity �

Growth rate of the price level (inflation rate) 
� Growth rate of real output

This makes it easier to see the effects of the money 
supply on the inflation rate. Suppose money growth is 
5 percent per year, the growth of real output is 3 per-
cent per year, and velocity has not changed at all—its 
growth rate is 0 percent. What is the inflation rate? The 
growth rate of M (5 percent) � the growth rate of V 
(0 percent) � the growth rate of prices ____ � the growth 
rate of Q (3 percent). In this situation, the growth rate 
of prices (the inflation rate) is equal to 2 percent. We 

can also extend the analysis to predict the inflation rate 
when real GDP and velocity also vary. For example, if 
velocity grew at 1 percent annually rather than zero 
in our example, the inflation rate would be 3 percent 
rather than 2 percent.

If velocity remains constant, then the growth rate 
of velocity (the percentage change from one year to the 
next) will be zero. Then we can simplify our equation 
once more:

Inflation rate  � Growth rate of the money supply 
� Growth rate of real GDP

If this is the case, there are three possible scenarios:

1. If money supply grows at a faster rate than real 
GDP, then there will be inflation.

2. If money supply grows at a slower rate than real 
GDP, then there will be deflation.

3. If money supply grows at the same rate as real 
GDP, the price level will be stable.

Economists once expected they could treat the 
velocity of money as a given, because the determi-

nants of velocity they focused on would 
change only very slowly. We now know 
that velocity is not constant, but often 
moves in a fairly predictable pattern. 
Historically, the velocity of money has 
been quite stable over a long period of 
time, particularly when using the M2 
 definition of money. Thus, the con-
nection between money supply and the 

price level is still fairly predictable, especially during 
periods of high inflation.

If an increase in the money supply leads to infla-
tion in the long run, why do countries allow the growth 
rate of their money supply to increase so rapidly? There 
are several possible reasons. For instance, due to war 
or political instability, countries’ spending may exceed 
what they can raise through borrowing from the public 
or taxation, so they create more money to pay their 
bills. The more money they create, the larger amount 
of inflation they will experience.

Hyperinflation
The relationship between the growth rate of the money 
supply and the inflation rate is particularly strong 
when there is very rapid inflation, called hyperinflation. 

quantity theory of 
money and prices 
a theory of the connection 
between the money supply 
and the price level when the 
velocity of money is constant
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S E C T I O N    C H E C K

1. The equation of exchange is expressed as M � V � P � Q, where M is the money supply, V is the velocity of 
money, P is the average level of prices of final goods and services, and Q is real GDP in a given year.

2. The velocity of money (V) represents the average number of times that a dollar is used in purchasing final 
goods or services in a one-year period.

3. The equation of exchange is a particularly useful tool when analyzing the effects of a change in the money 
supply on the price level or inflation rate in the aggregate economy.

1. If M1 is $10 billion and velocity is 4, what is the product of the price level and real output (nominal GDP)? If 
the price level is 2, what does the dollar value of output (nominal GDP) equal?

2. If nominal GDP is $200 billion and the money supply is $50 billion, what must velocity be?

3. If the money supply increases and velocity does not change, what will happen to nominal GDP?

4. If velocity is unstable, does stabilizing the money supply help stabilize the economy? Why or why not?

n What problems exist in implementing 
monetary policy?

n What problems exist in coordinating 
monetary and fiscal policies?

Problems in Implementing 
Monetary and Fiscal Policy

Problems in Conducting 
Monetary Policy

The lag problem inherent in adopting fiscal policy 
changes is less acute for monetary policy, largely 

because the decisions are not slowed by the same 
 budgetary process. That is, the implementation lag 
is longer for fiscal policy. The FOMC of the Federal 

Reserve, for example, can act quickly (in emergencies 
almost instantly, by conference call) and even secretly 
to buy or sell government bonds, the key day-to-day 
operating tool of monetary policy. However, the length 
and variability of the lag before its effects on output 
and employment are felt are still significant, and the 
time before the full price-level effects are felt is even 
longer and more variable. According to the Federal 
Reserve Bank of San Francisco, the major effects of a 

One of the most famous cases of hyperinflation was in 
Germany in the 1920s—inflation rose to roughly 300 
percent per month for over a year. The German govern-
ment had incurred large amounts of debt as a result of 
World War I and could not raise enough money to pay 
its expenses, so it printed huge amounts of money. The 

inflation rate became so rapid that store owners would 
change their prices in the middle of the day, firms had 
to pay workers several times a week, and many resorted 
to barter. Recently, Zimbabwe, Brazil, Argentina, and 
Russia have all experienced hyperinflation. The cause 
of hyperinflation is simply excessive money growth.
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change in policy on growth in the overall production of 
goods and services usually are felt within three months 
to two years; the effects on inflation tend to involve 
even longer lags, one to three years or more.

How Do Commercial 
Banks Implement the Fed’s 
Monetary Policies?

One limitation of monetary policy is that it 
ultimately must be carried out through the 

commercial banking system. The central bank (the 
Federal Reserve System in the United States) can 
change the environment in which banks act, but 
the banks themselves must take the steps necessary 
to increase or decrease the money supply. Usually, 
when the Fed is trying to constrain monetary expan-
sion, it has no difficulty in getting banks to make 
appropriate responses. Banks must meet their reserve 
requirements; and if the Fed raises bank reserve 
requirements, sells bonds, and/or raises the discount 
rate, banks must obtain the necessary cash or reserve 
deposits at the Fed to meet their reserve require-
ments. In response, banks will call in loans that are 
due for collection, sell secondary reserves, and so 
on in order to obtain the necessary reserves. In the 
process of collecting loans, the banks decrease the 
money supply.

When the Federal Reserve wants to induce mon-
etary expansion, however, it can provide banks with 
excess reserves (e.g., by lowering reserve require-
ments or buying government bonds), but it cannot 
force the banks to make loans, thereby creating new 
money. Ordinarily, of course, banks want to convert 
their excess reserves to interest-earning income by 
making loans. But in a deep recession or depression, 
banks might be hesitant to make enough loans to 
put all those reserves to work, fearing that they will 
not be repaid. Their pessimism might lead them to 
perceive that the risks of making loans to many nor-
mally creditworthy borrowers outweigh any potential 
interest earnings (particularly at the low real interest 
rates that are characteristic of depressed times). Some 
have argued that banks maintaining excess reserves 
rather than loaning them out was, in fact, one of the 
monetary policy problems that arose in the Great 
Depression.

Banks That Are Not Part of 
the Federal Reserve System 
and Policy Implementation

A second problem with monetary policy relates to 
the fact that the Fed can control deposit expan-

sion at member banks, but it has no control over 
global and nonbank institutions that also issue credit 
(loan money) but are not subject to reserve require-
ment limitations; examples are pension funds and 
insurance companies. Therefore, while the Fed may be 
able to predict the impact of its monetary policies on 
loans issued by member banks, global and nonbanking 
institutions can alter the impact of monetary policies 
adopted by the Fed. Hence, the real question is how 
precisely the Fed can control the short-run real inter-
est rates and the money supply through its monetary 
policy instruments.

Fiscal and Monetary 
Coordination Problems

Another problem that may arise out of existing 
institutional policymaking arrangements is the 

coordination of fiscal and monetary policy. Congress 
and the president make fiscal policy decisions, while 
monetary policymaking is in the hands of the Federal 
Reserve System. A macroeconomic problem arises if 
the federal government’s fiscal decision makers differ 
with the Fed’s monetary decision makers on policy 
objectives or targets. For example, the Fed may be 
more concerned about keeping inflation low, while fis-
cal policymakers may be more concerned about keep-
ing unemployment low.

Alleviating Coordination 
Problems

In recognition of potential macroeconomic policy 
coordination problems, the chairman of the Federal 

Reserve Board has participated for several years in 
meetings with top economic advisers of the presi-
dent. An attempt is made in these meetings to reach 
a consensus on the appropriate policy responses, both 
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Initially, the macroeconomy is at equilibrium at point E1. 
With high unemployment (at RGDP1), the government 
decides to increase government purchases and cut 
taxes to stimulate the economy, or the Fed could have 
increased the money supply. Aggregate demand shifts 
from AD1 to AD2 over time, perhaps 12 to 16 months. In 
the meantime, if consumer confidence increases, the 
aggregate demand curve might shift to AD3, leading to 
much higher prices (PL4) in the long run, rather than at 
the target level, point E2, at price level PL2.

monetary and fiscal. Still, they sometimes disagree, 
and the Fed occasionally works to partly offset or even 
neutralize the effects of fiscal policies that it views as 
inappropriate. Some people believe that monetary pol-
icy should be more directly controlled by the president 
and Congress, so that all macroeconomic policy will be 
determined more directly by the political process. Also, 
it is argued that such a move would enhance coordina-
tion considerably. Others, however, argue that it is 
dangerous to turn over control of the nation’s money 
supply to politicians, rather than allowing decisions to 
be made by technically competent administrators who 
are more focused on price stability and more insulated 
from political pressures applied by the public and 
special interest groups.

Timing is Critical
The timing of fiscal policy and monetary policy is 
crucial. Because of the significant lags before the fis-
cal and monetary policy has its impact, the increase 
in aggregate demand may occur at the wrong time. 
For example, imagine that we are initially at AD1 in 
Exhibit 1. The economy is currently suffering from low 
levels of output and high rates of unemployment. In 
response, policymakers decide to increase government 
purchases and implement a tax cut, or alternatively 
they could have increased the money supply. But from 
the time when the policymakers recognize the problem 
to the time when the policies have a chance to work 
themselves through the economy, business and con-
sumer confidence both increase, shifting the aggregate 
demand curve rightward from AD1 to AD2—increasing 
RGDP and employment. When the fiscal policy takes 
hold, the policies will have the undesired effect of  
causing inflation, with little permanent effect on output 
and employment. This effect may be seen in Exhibit 1, 
as the aggregate demand curve shifts from AD2 to AD3. 
At E3, input owners will require higher input prices, 
shifting the SRAS leftward from SRAS1 to SRAS2 and 
to the new long-run equilibrium at E4.

Imperfect Information

In addition, the problem of imperfect information 
enters the picture. For example, in order to know 

how much to stimulate the economy, policymakers 
must know the size of the multiplier and by how 

much RGDP should increase. But some econo-
mists disagree on the natural rate of real output 
(RGDPNR), and it may be difficult to know where 
RGDP is at any given moment in time; government 
estimates are approximations and are often corrected 
at a later period. The government must also know 
the exact MPC. If the estimate is too low, the multi-
plier will be less than expected and the stimulus will 
be too small. If the estimate of MPC is too high, the 
multiplier will be more than expected and the stimu-
lus will be too large.

Overall Problems with 
Monetary and Fiscal Policy

Much of macroeconomic policy in this country is 
driven by the idea that the federal government 

can counteract economic fluctuations: stimulating the 
economy (with increased government spending, tax 
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cuts, and easy money) when it is weak and restraining 
it when it is overheating. However, policymakers must 
adopt the right policies in the right amounts at the right 
time for such “stabilization” to do more good than 
harm; and to do this, government policymakers need 
far more accurate and timely information than experts 
can give them.

First, economists must know not only which way 
the economy is heading but also how rapidly it is 
changing. Even the most current data on key variables 
such as employment, growth, productivity, and so 
on, reflect conditions in the past, not the present. The 
unvarnished truth is that in our incredibly complicated 
world, no one knows exactly what the economy will 
do, no matter how sophisticated the econometric mod-
els used; our models are only approximations. It has 
often been said, and not completely in jest, that the 
purpose of economic forecasting is to make astrology 
look respectable.

But let’s assume that economists can outperform 
astrologers at forecasting. Indeed, let’s be completely 
unrealistic and assume that economists can provide 
completely accurate economic forecasts of what will 
happen if macroeconomic policies are unchanged. Even 
then, they cannot be certain of how best to promote 
stable economic growth.

If economists knew, for example, that the economy 
was going to dip into another recession in six months, 
they would then need to know exactly how much each 
possible policy would spur activity to keep the econ-
omy stable. But such precision is unattainable, given 
the complexity of economic forecasting. Furthermore, 
despite assurances to the contrary, economists aren’t 
always certain what effect a policy will have on the 
economy. Will an increase in government purchases 
quicken economic growth? It is widely assumed so; 
but how much? Moreover, increasing government pur-
chases increases the budget deficit, which could send 
a frightening signal to the bond markets. The result 
might be to drive up interest rates and choke off eco-
nomic activity. Thus, even when policymakers know 
in which direction to nudge the economy, they cannot 
be sure which policy levers to pull, or how hard to 
pull them, in order to fine-tune the economy to stable 
economic growth.

But let’s further assume that policymakers know 
when the economy will need a boost and which policy 
will provide the right boost. A third crucial consider-
ation is how long it will take a policy before it has its 
effect on the economy. The trouble is that, even when 
increased government purchases or an expansionary 
monetary policy does give the economy a boost, no 
one knows precisely how long it will take to do so. 
The boost may come quickly or it may come many 
months (even years) in the future, when it may add 
inflationary pressures to an economy already over-
heating rather than help the economy to recover from 
a recession.

Macroeconomic policymaking is rather like driv-
ing down a twisting road in a car with an unpredictable 
lag and degree of response in the steering mechanism. 
If you turn the wheel to the right; the car will eventu-
ally veer to the right, but you don’t know exactly when 
or how much. In short, severe practical difficulties 
are inherent in trying to fine-tune the economy. Even 
the best forecasting models and methods are far from 
perfect. Economists are not exactly sure where the 
economy is or where or how fast it is going, making 
it difficult to prescribe an effective policy. Even if we 
do know where the economy is headed, we cannot be 
sure how large a policy’s effect will be or when it will 
take effect.

Some economists believe that fine-tuning the 
economy is like driving a car with an unpredictable 
steering lag on a winding road, or driving while 
looking only through the rearview mirror.
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S E C T I O N    C H E C K

1. Monetary policy faces somewhat different implementation problems from those faced by fiscal policy. Both 
face difficult forecasting and lag problems; however, the Fed can take action much more quickly. But its effec-
tiveness depends largely on the reaction of the private banking system to its policy changes, and its intended 
effects can be offset by global and nonbank financial institutions, over which the Fed lacks jurisdiction.

2. In the United States, monetary and fiscal policy are carried out by different decision makers, thus requiring 
cooperation and coordination for effective policy implementation.

3. An aggregate demand shift in the flat portion of the SRAS curve will result in a large change in RGDP and a 
small change in the price level.

4. An aggregate demand shift in the steep portion of the SRAS curve will result in a small change in RGDP and a 
large change in the price level.

1. Why is the lag time for adopting policy changes shorter for monetary policy than for fiscal policy?

2. Why would a banking system that wanted to keep some excess reserves rather than lending out all of them 
hinder the Fed’s ability to increase the money supply?

3. How can the activities of global and nonbank institutions weaken the Fed’s influence on the money market?

4. If fiscal policy was expansionary, but the Fed wanted to counteract the fiscal policy effect on aggregate 
demand, what could it do?

5. What are the arguments for and against having monetary policy more directly controlled by the political 
process?

6. How is fine-tuning the economy like driving a car with an unpredictable steering lag on a winding road?

Fill in the blanks:

 1. In most countries, the job of manipulating the supply of 
money belongs to the _____________.

 2. Effective control of major monetary policy decisions 
rests with the _____________ and the _____________ of 
the Federal Reserve System.

 3. The Federal Reserve was created in 1913 because the 
U.S. banking system had little _____________ and no 
_____________ direction.

 4. The _____________ consists of the seven members of 
the Board of Governors, the president of the New York 
Federal Reserve Bank, and four other presidents of 
Federal Reserve banks, who serve on the committee on 
a rotating basis.

 5. Perhaps the most important function of the Federal 
Reserve is its ability to regulate the _____________.

 6. The Fed has three major methods that it can use 
to control the supply of money: It can engage in 
_____________ operations, change _____________ 
requirements, or change its _____________ rate.

 7. _____________ are by far the most important device 
used by the Fed to influence the money supply.

 8. Open market operations involve the purchase or sale of 
_____________ by _____________.

 9. When the Fed buys government bonds in an open 
market operation, it _____________ the money supply.

 10. The most a bank can lend out at a given time is equal to 
its _____________.

 11. If the reserve requirement is 10 percent, a total of up 
to _____________ in new money is potentially created 
by the purchase of $100,000 of government bonds by 
the Fed.
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 12. When the Fed sells a bond, the reserves of the bank 
where the bond buyer keeps his bank account will 
_____________.

 13. If the Fed _____________ reserve requirements, other 
things being equal, it will create excess reserves in the 
banking system.

 14. An increase in the required reserve ratio would result in 
a _____________ in the money supply.

 15. Small reserve requirement changes have a 
_____________ impact on the potential supply of 
money.

 16. Banks having trouble meeting their reserve requirement 
can borrow reserves directly from the Fed at an interest 
rate called the _____________ rate.

 17. If the Fed raises the discount rate, it makes it 
_____________ costly for banks to borrow funds from 
it to meet their reserve requirements, which will result 
in __________ new loans being made and __________ 
money created.

 18. If the Fed wants to expand the money supply, it will 
_____________ the discount rate.

 19. When banks have short-term needs for cash to meet 
reserve requirements, they are more likely to take a 
short-term (often overnight) loan from other banks 
in the _____________ market than to borrow reserves 
directly from the Fed.

 20. The current extent of discount lending is ____________.

 21. In recent years, the Federal Reserve has _____________ 
its focus on the federal funds rate as the primary 
indicator of its stance on monetary policy.

 22. The Fed can do three things if it wants to reduce the 
money supply: _____________ government bonds, 
_____________ reserve requirements, or _____________ 
the discount rate.

 23. An increase in the money supply would tend to 
_____________ nominal GDP.

 24. People have three basic motives for holding money 
instead of other assets: for _____________ purposes, 
_____________ reasons, and _____________ purposes.

 25. The quantity of money demanded varies _____________ 
with the rate of interest.

 26. If the price level falls, buyers will need _____________ 
money to purchase their goods and services.

 27. We draw the money supply curve as _____________, 
other things being equal, with changes in _____________ 
policies acting to shift the money supply curve.

 28. Money market equilibrium occurs at that ____________ 
interest rate where the quantity of money demanded 
equals the quantity of money supplied.

 29. Rising national income will shift the demand for money 
to the _____________, leading to a new _____________ 
equilibrium nominal interest rate.

 30. An increase in the money supply will lead to 
_____________ interest rates and a(n) _____________ 
in aggregate demand.

 31. When the Fed sells bonds, it _____________ the price of 
bonds, _____________ interest rates, and _____________ 
aggregate demand in the short run.

 32. If the demand for money increases, but the Fed doesn’t
allow the money supply to increase, interest rates will
___________, and aggregate demand will ____________.

 33. When the economy grows, the Fed would have to 
_____________ the money supply to keep interest rates 
from rising.

 34. The _____________ is the interest rate the Fed targets.

 35. A contractionary policy can be thought of as a(n) 
___________ in the money supply or a(n) __________ in 
the interest rate.

 36. The real interest rate is equal to _____________ minus 
_____________.

 37. Countercyclical monetary policy would _____________ 
the supply of money to combat a potential inflationary 
boom.

 38. The Fed selling bonds will lead to a(n) _____________ in 
the money supply, a(n) _____________ in interest rates, 
a(n) _____________ of the dollar, a(n) _____________ 
in net exports, and a(n) _____________ in RGDP in the 
short run.

 39. The quantity equation of money can be presented as: 
_____________ � _____________.

 40. _____________ represents the average number of 
times that a dollar is used in purchasing final goods or 
services in a one-year period.

 41. If M increases and V remains constant, then P must 
_____________, Q must _____________, or P and Q 
must each _____________.
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Answers: 1. central bank 2. Board of Governors; Federal Open Market Committee 3. stability; central 4. Federal Open Market Committee 
5. money supply 6. open market; reserve; discount 7. Open market operations 8. government securities; the Federal Reserve System 
9. increases 10. excess reserves 11. $1,000,000 12. fall 13. lowers 14. decrease 15. big 16. discount 17. more; fewer; less 18. lower 
19. federal funds 20. small 21. increased 22. sell; raise; raise 23. raise 24. transaction; precautionary; asset 25. inversely 26. less 27. vertical; 
Federal Reserve 28. nominal 29. right; holder 30. lower; increase 31. lowers; raises; reduces 32. rise; fall 33. increase 34. federal funds rate 
35. decrease; increase 36. the nominal interest rate; the expected inflation rate 37. reduce 38. decrease; increase; appreciation; decrease; 
decrease 39. M � V; P � Q 40. Velocity 41. rise; rise; rise 42. increasing; reducing 43. monetarists 44. less 45. less; increases 46. increase 
47. more 48. less 49. three; two; one; three 50. reduce 51. loans 52. member; issue credit 53. Congress; the president; the Federal Reserve 
System 54. more; improve 55. right; right; right 56. no one

Key Terms and Concepts

 42. Expanding the money supply, other things being equal, 
will have a similar impact on aggregate demand as 
_____________ government spending or _____________ 
taxes.

 43. Some economists, often called _____________, believe 
that monetary policy is the most powerful determinant 
of macroeconomic results.

 44. Velocity is _____________ stable when measured using 
the M1 definition and over shorter periods of time.

 45. An increase in the interest rates will cause people to 
hold _____________ money, which, in turn, means that 
the velocity of money _____________.

 46. Higher rates of anticipated inflation would tend to 
_____________ velocity.

 47. The inflation rate tends to rise _____________ in periods 
of rapid monetary expansion.

 48. The lag problem inherent in adopting fiscal policy 
changes is much _____________ acute for monetary 
policy.

 49. According to the Federal Reserve Bank of San 
Francisco, the major effects of a change in policy on 
growth in the overall production of goods and services 
usually are felt within _____________ months to 
_____________ years, and the effects on inflation tend 
to involve even longer lags, perhaps _____________ to 
_____________ years or more.

 50. In the process of calling in loans to obtain necessary 
banking reserves, banks _____________ the supply of 
money.

 51. Ordinarily, banks want to convert excess reserves into 
interest-earning _____________, but in a deep recession 
or a depression, banks might be hesitant to make 
enough loans to put all those reserves to work.

 52. The Fed can control deposit expansion at 
_____________ banks, but it has no control over global 
and nonbank institutions that also ___________.

 53. Decision making with respect to fiscal policy is made
by _____________ and _____________, while monetary-
policy decision making is in the hands of ____________.

 54. Some people believe that monetary policy should be 
more directly controlled by the president and Congress, 
so that all macroeconomic policy will be determined 
_____________ directly by the political process, which 
will ____________ policy coordination.

 55. Policymakers must adopt the _____________ policies 
in the _____________ amounts at the _____________ 
time for such “stabilization” to do more good than 
harm.

 56. When increased government purchases or expansionary 
monetary policy does give the economy a boost, 
_____________ knows precisely how long it will take to 
do so.
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Sect ion Check Answers

 The Federal Reserve System
 1. What are the six primary functions of a central 

bank?
A central bank (1) is a “banker’s bank,” where 
commercial banks maintain their own deposits; 
(2) provides services, such as transferring funds and 
checks, for commercial banks; (3) serves as the primary 
bank for the federal government; (4) buys and sells 
foreign currencies and assists in transactions with 
other countries; (5) serves as a “lender of last resort” 
for banking institutions in financial distress; and 
(6) regulates the size of the money supply.

 2. What is the FOMC, and what does it do?
The Federal Open Market Committee is a committee 
of the Federal Reserve System, made up of the seven 
members of the Board of Governors, the president of 
the New York Federal Reserve Bank and four other 
presidents of Federal Reserve banks. It makes most of 
the key decisions influencing the direction and size of 
changes in the money stock.

 3. How is the Fed tied to the executive branch? 
How is it insulated from executive branch 
pressure to influence monetary policy?
The president selects the seven members of the Board of 
Governors, subject to Senate approval, one every two 
years, for 14-year terms. He also selects the chair of 
the Board of Governors for a four-year term. However, 
since the president can only select one member every 
two years, he cannot appoint a majority of the Board 
of Governors during his term in office. Also, the 
president cannot use reappointment of his nominees 
or threats of firing members to pressure the Fed on 
monetary policy.

 How Does the Federal Reserve 
Change the Money Supply?
 1. What three main tactics could the Fed use in 

pursuing a contractionary monetary policy?
The Fed could conduct an open market sale of 
government securities (bonds), mandate an increase in 
reserve requirements, and/or mandate an increase in the 
discount rate if it wanted to pursue a contractionary 
monetary policy.

 2. What three main tactics could the Fed use in 
pursuing an expansionary monetary policy?
The Fed could conduct an open market purchase of 
government securities (bonds), mandate a decrease in 
reserve requirements, and/or mandate a decrease in the 
discount rate if it wanted to pursue an expansionary 
monetary policy.

 3. Would the money supply rise or fall if the Fed 
made an open market purchase of government 
bonds, ceteris paribus?
An open market purchase of government bonds by the 
Fed would increase banking reserves, thereby increasing 
the money stock, ceteris paribus.

 4. If the Fed raised the discount rate from 12 to 
15 percent, what effect would this have on the 
money supply?
Raising the discount rate makes it more costly for 
banks to borrow reserves directly from the Fed. To the 
extent that banks borrow fewer reserves directly from 
the Fed, this reduces total banking reserves, thereby 
decreasing the money stock, ceteris paribus.

 Money, Interest Rates, 
and Aggregate Demand
 1. What are the determinants of the demand 

for money?
There are three motives for the demand for money: 
transaction purposes (to facilitate exchange), 
precautionary purposes (just in case), and asset purposes 
(to keep some assets in the liquid form of money). The 
demand for money increases (shifts to the right) if either 
real incomes or the price level is higher, because that 
will increase the nominal amount of transactions. A 
decrease in the interest rate will decrease the opportunity 
cost of holding money, increasing the quantity of money 
people wish to hold (moving down along the demand 
for money curve), but not increasing the demand for 
money (shifting the demand for money curve).

 2. If the earnings available on other financial assets 
rose, would you want to hold more or less 
money? Why?
Since holding wealth in the form of other financial 
assets is the alternative to holding it in the form of 
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money, nonmoney financial assets are substitutes 
for holding money. When the earnings (interest) 
available on alternative financial assets rise, the 
opportunity cost of holding money instead also rises; 
so you would want to hold less money, other things 
being equal.

 3. For the economy as a whole, why would 
individuals want to hold more money 
as GDP rises?
Individuals conduct a larger volume of transactions as 
GDP rises. Therefore, they would want to hold more 
money as GDP rises in order to keep the costs of those 
increasing transactions down.

 4. Why might people who expect a major market 
“correction” (a fall in the value of stock holdings) 
wish to increase their holdings of money?
When the value of alternative financial assets is 
expected to fall, holding money, which will not 
similarly fall in value, becomes more attractive. 
Therefore, in the case of an expected fall in the value 
of stocks, bonds, or other financial assets, people 
would want to increase their holdings of money as a 
precaution.

 5. How is the money market equilibrium 
established?
In the money market, money demand and money 
supply determine the equilibrium nominal interest rate.

 6. Who controls the supply of money in the 
money market?
The banking system, through the loan expansion 
process, directly determines the supply of money in the 
money market. However, the Fed, through the policy 
variables it controls (primarily open market operations, 
reserve requirements, and the discount rate), indirectly 
controls the supply of money by controlling the level of 
reserves and the money multiplier.

 7. How does an increase in income or a decrease in 
the interest rate affect the demand for money?
An increase in income increases (shifts right) the 
demand for money, as people want to hold down 
the transactions costs on the increasing volume of 
transactions taking place. A decrease in interest 
rates, on the other hand, increases the quantity of 
money demanded (moving down along the money 
demand curve) but does not change the demand 
for money.

 8. What Federal Reserve policies would shift the 
money supply curve to the left?
An open market sale of government securities (bonds), 
an increase in reserve requirements, and/or an increase 
in the discount rate would shift the money supply curve 
to the left.

 9. Will an increase in the money supply increase or 
decrease the short-run equilibrium real interest 
rate, other things being equal?
An increase in the money supply would decrease the 
short-run equilibrium real interest rate, other things 
being equal, as the rightward shift of the money supply 
curve pushes the money market equilibrium down 
along the money demand curve.

 10. Will an increase in national income increase or 
decrease the short-run equilibrium real interest 
rate, other things being equal?
An increase in national income will shift the money 
demand curve to the right, which would increase the 
short-run equilibrium real interest rate, other things 
being equal.

 11. What is the relationship between interest rates 
and aggregate demand in monetary policy?
Lower interest rates will tend to stimulate aggregate 
demand for goods and services, other things being equal.

 12. When the Fed sells bonds, what happens to the 
price of bonds and the interest rate?
When the Fed sells bonds, it increases the supply of 
bonds, decreasing bond prices. The process results in 
reserves being removed from the banking system when 
the buyer’s payment to the Fed is subtracted from his 
or her bank’s reserve account, leading to a decrease in 
the money supply and an increase in the interest rate.

 13. When the Fed buys bonds, what happens to the 
price of bonds and the interest rate?
When the Fed buys bonds, it increases the demand 
for bonds, increasing bond prices. The process results 
in reserves being added to the banking system when 
the Fed’s payment is deposited back into the banking 
system, leading to an increase in the money supply and 
a decrease in the interest rate.

 14. Why is the relationship between bond prices and 
interest rates an inverse one?
There is an inverse relationship between bond prices 
and interest rates because the process that creates more 
money, lowering interest rates, is triggered by the 
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Fed’s buying bonds, bidding up bond prices. Similarly, 
the process that reduces the money supply, lowering 
interest rates, is triggered by the Fed’s selling bonds, 
bidding down bond prices.

 Expansionary and 
Contractionary Monetary Policy
 1. How will an expansionary monetary policy 

affect RGDP and the price level at less than full 
employment?
An expansionary monetary policy shifts aggregate 
demand to the right. Starting from less than full 
employment, the result will be an increase in the price 
level, an increase in real output, and a decrease in 
unemployment as the economy moves up along the 
short-run aggregate supply curve. This increased output 
will be sustainable if it does not exceed the natural level 
of real output.

 2. How will a contractionary monetary policy affect 
RGDP and the price level at a point beyond full 
employment?
A contractionary monetary policy, starting from a 
point beyond full employment, will reduce aggregate 
demand and will move the economy from the short-
run equilibrium position beyond full employment 
toward the new long-run equilibrium position at full 
employment, preventing an inflationary boom. There is, 
then, a reduction in both RGDP and the price level.

 Money and Inflation
 1. If M1 is $10 billion and velocity is 4, what is 

the product of the price level and real output 
(nominal GDP)? If the price level is 2, what does 
the dollar value of output (nominal GDP) equal?
If the money supply is $10 billion and velocity is 4 (so 
that M � V � $40 billion), the product of the price 
level and real output (P � Q, or nominal output), must 
also be $40 billion. If the price level is 2, real output 
would equal the $40 billion nominal output divided by 
the price level of 2, or $20 billion.

 2. If nominal GDP is $200 billion and the money 
supply is $50 billion, what must velocity be?
Since M � V � P � Q, V � P � Q/M. V � $200 
billion/$50 billion, or 4, in this case.

 3. If the money supply increases and velocity does 
not change, what will happen to nominal GDP?
If M increases and V does not change, M � V must 
increase. Since M � V � P � Q, and P � Q equals 
nominal GDP, nominal GDP must also increase as a 
result.

 4. If velocity is unstable, does stabilizing the 
money supply help stabilize the economy? Why 
or why not?
If V is unstable, stabilizing M does not stabilize M � V. 
Since M � V will not be stabilized, P � Q, or nominal 
GDP, will not be stabilized either.

 Problems in Implementing 
Monetary and Fiscal Policy
 1. Why is the lag time for adopting policy changes 

shorter for monetary policy than for fiscal 
policy?
The lag time for adopting monetary policy changes is 
shorter than for fiscal policy changes because decisions 
regarding monetary policy are not slowed by the 
budgetary process that fiscal tax and expenditure policy 
changes must go through.

 2. Why would a banking system that wanted to 
keep some excess reserves rather than lending 
out all of them hinder the Fed’s ability to 
increase the money supply?
A desire on the part of the banking system to keep 
some excess reserves would reduce the money supply, 
other things being equal. Such a change would thus at 
least partly offset the effects of the Fed’s expansionary 
policy changes, which would hinder the Fed’s ability 
to successfully use expansionary monetary policy to 
increase the money supply.

 3. How can the activities of global and nonbank 
institutions weaken the Fed’s influence on the 
money market?
The Fed has no control over global and nonbank 
institutions that issue credit (loan money), as do U.S. 
commercial banks, but are not subject to reserve 
requirement limitations. The Fed cannot control 
their behavior and the resulting effects on economic 
activity through its policy variables, as it can with U.S. 
commercial banks.

 4. If fiscal policy was expansionary, but the Fed 
wanted to counteract the fiscal policy effect on 
aggregate demand, what could it do?
Expansionary fiscal policy would increase aggregate 
demand. To counteract that fiscal policy effect on 
aggregate demand, the Fed would want to adopt 
contractionary monetary policy (through an open 
market sale of government securities, an increase in 
reserve requirements, and/or an increase in the discount 
rate), which would tend to reduce aggregate demand, 
other things being equal.

PART 6  Macroeconomic Policy562

18.4

18.5

18.6

52270_28_ch28_p832-876.indd   86652270_28_ch28_p832-876.indd   866 12/2/09   11:33:50 AM12/2/09   11:33:50 AM



 5. What are the arguments for and against having 
monetary policy more directly controlled by the 
political process?
The argument for having monetary policy more directly 
controlled by the political process is basically that 
since fiscal policy is already determined by the politi-
cal process, and since monetary policy (which is not 
determined by the same political process) can offset 
or even neutralize the macroeconomic effects of fiscal 
policy, it would be better for all macroeconomic policy 
to be directly controlled by the political process. The 
argument against having monetary policy more directly 
controlled by the political process is that it would be 
dangerous to turn over control of the nation’s money 
supply to politicians rather than having monetary 
policy decisions be made by technically competent 

administrators who are focused more on price stability 
and are more insulated from political pressures coming 
from the public and special interest groups.

 6. How is fine-tuning the economy like driving a car 
with an unpredictable steering lag on a winding 
road?
Fine-tuning the economy is like driving a car with an 
unpredictable steering lag on a winding road because 
to steer the economy successfully requires that policy-
makers have an accurate map of both which way and 
how rapidly the economy is headed; that they know 
exactly how much each possible policy would affect the 
economy, so that they “turn the policy wheels” just the 
right amount; and that they know how long it will take 
each possible policy to “turn” the economy.
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True or False:

1. A central bank has only one function—controlling the supply of money in a country.

2. The central bank typically serves as the major bank for the central government.

3. The central bank implements monetary and fiscal policy for the government.

4. The 12 member banks of the Federal Reserve System act largely in unison on major monetary policy issues.

5. Banks are not all required to belong to the Fed; but there is currently virtually no difference in the requirements for mem-
ber and nonmember banks.

6. Historically, the Fed has had limited independence from the executive and legislative branches of government.

7. No member of the Federal Reserve Board will face reappointment by the president who initially made the appointment.

8. The Federal Open Market Committee makes most of the key decisions influencing the direction and size of changes in the 
money supply.

9. The Fed controls the supply of money, even though privately owned commercial banks actually create and destroy money 
by making loans.

10. Open market purchases or sales of bonds by the Fed have an ultimate impact on the money supply that is several times 
the amount of the purchase or sale.

11. If the Fed buys bonds in an open market operation, and the seller deposits the payment in her bank account, the money 
supply will increase and lead to an increase in the bank’s reserves.

12. With a 10 percent required reserve ratio, a $10,000 cash deposit in a bank would result in an increase in the bank’s 
excess reserves of $1,000.

13. With a 10 percent required reserve ratio, a $1,000 bond purchase by the Fed directly creates $1,000 in money in the form 
of bank deposits, and indirectly permits up to $9,000 in additional money to be created through the multiple expansion in 
bank deposits.

14. The Fed selling government bonds will tend to cause a multiple expansion of bank deposits.

15. Generally, in a growing economy, where the real value of goods and services is increasing over time, an increase in the 
supply of money is needed to maintain stable prices.

16. Changes in required reserve ratios are such a potent monetary policy tool that they are frequently used.

17. If the Fed raises the discount rate, the money supply will tend to increase.

18. The discount rate is a relatively unimportant monetary policy tool, mainly because member banks do not rely heavily on 
the Fed for borrowed funds.

19. The discount rate’s main significance is that changes in the rate signal the Fed’s intentions with respect to  
monetary policy.

20. Currently, the Fed sets the discount rate below the federal funds target.

21. The Fed funds rate target tends to affect interest rates throughout the economy.

22. Setting the discount rate above the Fed funds target tends to discourage borrowing from the Fed’s discount window.

23. If the Fed wanted to increase the money supply, it would buy bonds, lower reserve requirements, or lower the discount 
rate.

24. When interest rates are lower, the opportunity cost of holding monetary assets is higher.

Study Guide

564

Chapter 18Chapter 18

52270_28_ch28_p832-876.indd   868 12/7/09   4:02:44 PM



 25. The demand for money, particularly for transactions purposes, is highly dependent on income levels because the transac-
tion volume varies directly with income.

 26. At lower interest rates, the quantity of money demanded, but not the demand for money, is greater.

 27. An increase in the money supply raises the equilibrium nominal interest rate.

 28. The Fed buying bonds on the open market is an example of an expansionary monetary policy.

 29. When the price of bonds rises, the interest rate rises.

 30. The Fed cannot control both the money supply and the interest rate at the same time.

 31. If the demand for money increases, and the Fed wants to keep the interest rate stable, it will have to increase the money 
supply.

 32. Focusing on growth in the money supply when the demand for money is changing unpredictably will lead to large fluctua-
tions in the interest rate.

 33. An expansionary policy can be thought of as an increase in the money supply or an increase in the interest rate.

 34. A change in the nominal interest rate tends to change the real interest rate by the same amount in the short run because 
the expected inflation rate is slow to change in the short run.

 35. An increase in AD brought about through monetary policy can lead to only a temporary, short-run increase in real GDP 
if the economy is initially operating at or above full employment, with no long-run effect on output or employment.

 36. If the Fed pursues a contractionary monetary policy when the economy is at full employment, the Fed could cause a 
recession.

 37. The Fed buying bonds on the open market will lead to an appreciation of the dollar, an increase in net exports, and an 
increase in RGDP in the short run.

 38. The money supply times velocity equals the price level times real GDP.

 39. If individuals are writing lots of checks on their checking accounts and spending currency as fast as they receive it, veloc-
ity will tend to be low.

 40. Velocity equals nominal GDP divided by the money supply.

 41. The magnitude of velocity does not depend on the definition of money that is used.

 42. If the money supply increases and the velocity of money does not change, the result will be higher prices (inflation), great-
er real output of goods and services, or a combination of both.

 43. Expanding the money supply, unless counteracted by increased hoarding of currency (leading to a decline in V), will have 
the same type of impact on aggregate demand as an expansionary fiscal policy.

 44. Reducing the money supply, other things being equal, will have a contractionary impact on aggregate demand.

 45. The velocity of money is a constant.

 46. If velocity changes but moves in a fairly predictable pattern, the connection between money supply and GDP is still fairly 
predictable.

 47. The cause of hyperinflation is excessive money growth.

 48. The FOMC of the Federal Reserve is unable to act quickly in emergencies.

 49. The length and variability of the impact lag before the effects of monetary policy on output and employment are felt 
longer and are more variable than for fiscal policy.
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 50. The Fed can change the environment in which banks act, but the banks themselves must take the steps necessary to 
increase or decrease the supply of money.

 51. If the Fed raises bank reserve requirements, sells bonds, and/or raises the discount rate, banks will call in loans that are 
due for collection, sell secondary reserves, and so on, to obtain the necessary reserves; and in the process of contracting 
loans, they decrease the supply of money.

 52. When the Fed is trying to constrain monetary expansion, it often has difficulty in getting banks to make appropriate 
responses.

 53. When the Federal Reserve wants to induce monetary expansion, it can provide banks with excess reserves; but it cannot 
force the banks to make loans, thereby creating new money.

 54. Banks maintaining excess reserves hinder attempts by the Fed to induce monetary expansion.

 55. The Fed may be able to predict the impact of its monetary policies on loans by member banks, but the actions of global 
and nonbanking institutions can serve to offset, at least in part, the impact of monetary policies adopted by the Fed on 
the money and loanable funds markets.

 56. The Fed can precisely control the short-run real interest rates through its monetary policy instruments.

 57. A macroeconomic problem arises if the federal government’s fiscal decision makers differ with the Fed’s monetary deci-
sion makers on policy objectives or targets.

 58. The Fed occasionally works to partly offset or even neutralize the effects of fiscal policies that it views as inappropriate.

 59. For government policymakers to be sure of doing more good than harm, they need far more accurate and timely informa-
tion than experts can give them.

 60. Economic advisers, using sophisticated econometric models, can forecast what the economy will do in the future with rea-
sonable accuracy.

 61. Even if economists could provide completely accurate economic forecasts of what will happen if macroeconomic policies 
are unchanged, they could not be certain of how to best promote stable economic growth.

 62. Given the difficulties of timing stabilization policy, an expansionary monetary policy intended to reduce the severity of a 
recession may instead add inflationary pressures to an economy that is already overheating.

 63. Most of the effects of a given monetary policy will be on prices rather than RGDP in the short run, if the SRAS is rela-
tively steep over the relevant range.

 64. If the “new” economy increases productivity, the Fed, in trying to allow for greater economic growth without creating 
inflationary pressures, must estimate how much faster productivity is increasing and whether those increases are tempo-
rary or permanent.

Multiple Choice:

 1. The most important role of the Federal Reserve System is
 a. raising or lowering taxes.
 b. regulating the supply of money.
 c. increasing or reducing government spending.
 d. none of the above.

 2. Which of the following is not a function of the Federal Reserve System?
 a. being a lender of last resort
 b. being concerned with the stability of the banking system
 c. serving as a major bank for the central government
 d. setting currency exchange rates
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 3. The Fed is institutionally independent. A major advantage of this is that
 a. monetary policy is subject to regular ratification by congressional votes.
 b. monetary policy is not subject to control by politicians.
 c. monetary policy cannot be changed once it has been determined.
 d. monetary policy will always be coordinated with fiscal policy.
 e. monetary policy will always offset fiscal policy.

 4. In order to increase the rate of growth of the money supply, the Fed can
 a. raise the discount rate.
 b. raise the reserve requirement.
 c. buy government bonds on the open market.
 d. sell government bonds on the open market.

 5. The monetary policies generated by the Federal Reserve System
 a. must be consistent with fiscal policies that are formatted in Congress.
 b. are sometimes inconsistent with fiscal policies.
 c. must be ratified by Congress.
 d. must be approved by the president.

 6. If the Fed buys a bond from an individual instead of a bank, what is the effect on the money supply?
 a. There will be no effect at all.
 b. The money supply will shrink.
 c. The money supply will grow by smaller amounts than if the Fed bought from a bank.
 d. The money supply will grow by larger amounts than if the Fed bought from a bank.
 e. The effect will be the same as if the Fed had bought the bond from a bank.

 7. When the Fed purchases government bonds from a commercial bank, the bank
 a. automatically becomes poorer.
 b. loses equity in the Fed.
 c. receives reserves that can be used to make additional loans.
 d. loses its ability to make loans.

 8. If the Fed wishes to expand the money supply, it
 a. buys stocks.
 b. sells stocks.
 c. buys government bonds.
 d. sells government bonds.

 9. If the Fed sells a U.S. government bond from a member of the public,
 a. the banking system has more reserves, and the money supply tends to grow.
 b. the banking system has fewer reserves, and the money supply tends to grow.
 c. the banking system has more reserves, and the money supply tends to fall.
 d. the banking system has fewer reserves, and the money supply tends to fall.

 10. An open market purchase of government bonds by the Fed would tend to cause
 a. the money supply to fall and bond prices to go up.
 b. the money supply to rise and bond prices to go up.
 c. the money supply to rise and bond prices to go down.
 d. the money supply to fall and bond prices to go down.

 11. If the Fed lowers the discount rate, what will be the effect on the money supply?
 a. The money supply will tend to increase.
 b. The money supply will tend to decrease.
 c. The money supply will not change nor influence an expansion or contraction process.
 d. Not enough data are given to answer.

567

52270_28_ch28_p832-876.indd   87152270_28_ch28_p832-876.indd   871 12/2/09   11:33:51 AM12/2/09   11:33:51 AM



 12. When the Fed sells a U.S. government bond,
 a. the volume of loans issued by the banking system increases, and investment will tend to increase.
 b. the volume of loans issued by the banking system increases, and investment will tend to decrease.
 c. the volume of loans issued by the banking system decreases, and investment will tend to increase.
 d. the volume of loans issued by the banking system decreases, and investment will tend to decrease.

 13. Reducing reserve requirements, other things being equal, would tend to
 a. increase the dollar volume of loans made by the banking system.
 b. increase the money supply.
 c. increase aggregate demand.
 d. do all of the above.
 e. do a and b, but not c.

 14. The combination of a decrease in the required reserve ratio and a decrease in the discount rate would
 a. increase the money supply.
 b. decrease the money supply.
 c. leave the money supply unchanged.
 d. have an indeterminate effect on the money supply.

 15. When the money supply increases, other things being equal,
 a. real interest rates fall, and investment spending rises.
 b. real interest rates fall, and investment spending falls.
 c. real interest rates rise, and investment spending falls.
 d. real interest rates rise, and investment spending rises.

 16. The money demand curve shows
 a. the various amounts of money that individuals will hold at different price levels.
 b. the various amounts of money that individuals will spend at different levels of GDP.
 c. the various amounts of money that individuals will hold at different interest rates.
 d. the quantity of bonds that the Fed will buy at different price levels.

 17. What will happen to the demand for money if real GDP rises?
 a. It will decrease.
 b. It will be unchanged.
 c. It will increase.
 d. It depends on what happens to interest rates.

 18. Contractionary monetary policy will tend to have what effect?
 a. increase the money supply and lower interest rates
 b. increase the money supply and increase interest rates
 c. decrease the money supply and lower interest rates
 d. decrease the money supply and increase interest rates

 19. The combination of an increase in the discount rate and an open market sale of government bonds by the Fed will tend to 
result in

 a. a higher loan volume issued by the commercial banking system.
 b. higher bond prices.
 c. a lower price level.
 d. a decrease in unemployment rates.

 20. When money demand increases, the Fed can choose between
 a. increasing interest rates or increasing the supply of money.
 b. increasing interest rates or decreasing the supply of money.
 c. decreasing interest rates or increasing the supply of money.
 d. decreasing interest rates or decreasing the supply of money.

568

52270_28_ch28_p832-876.indd   87252270_28_ch28_p832-876.indd   872 12/2/09   11:33:51 AM12/2/09   11:33:51 AM



 21. When the economy is initially at full employment,
 a. expansionary monetary policy can potentially result in increased real output, but only in the short run.
 b. expansionary monetary policy can potentially result in increased real output in both the short run and long run.
 c. contractionary monetary policy can potentially result in increased real output, but only in the short run.
 d. contractionary monetary policy can potentially result in increased real output in both the short run and long run.

 22. If a reduction in the money supply were desired in order to slow inflation, the Federal Reserve might
 a. decrease reserve requirements.
 b. buy U.S. bonds on the open market.
 c. raise the discount rate.
 d. do either b or c.

 23. Suppose the Fed purchases $100 million of U.S. bonds from the public. If the reserve requirement is 20 percent and all 
banks keep zero excess reserves, the total impact of this action on the money supply will be a

 a. $100 million decrease in the money supply.
 b. $100 million increase in the money supply.
 c. $200 million increase in the money supply.
 d. $500 million increase in the money supply.

 24. Which of the following Federal Reserve actions would most likely help counteract an oncoming recession?
 a. an increase in reserve requirements and an increase in the discount rate
 b. the sale of government bonds and an increase in the discount rate
 c. the sale of foreign currencies and an increase in reserve requirements
 d. the purchase of government bonds and a reduction in the discount rate

 25. In a recession, appropriate monetary policy would tend to be for the Fed to _______________ bonds to _______________ 
AD.

 a. buy; increase
 b. buy; decrease
 c. sell; increase
 d. sell; decrease

 26. To offset an inflationary boom, appropriate Fed policy could be to _______________ reserve requirements to 
_______________ AD.

 a. increase; increase
 b. increase; decrease
 c. decrease; increase
 d. decrease; decrease

 27. The quantity of money that households and businesses will demand
 a. increases if income rises but decreases if interest rates rise.
 b. increases if income rises and increases if interest rates rise.
 c. decreases if income rises but increases if interest rates rise.
 d. decreases if income rises and decreases if interest rates rise.
 e. None of the above is true.

 28. Starting from an initial long-run equilibrium, an unanticipated shift to more expansionary monetary policy would tend to 
increase

 a. prices and unemployment in the long run.
 b. real output in the short run, but not in the long run.
 c. real output in the long run, but not the short run.
 d. real output in both the long run and short run.
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 29. The Fed unexpectedly increasing the money supply will cause an increase in aggregate demand because
 a. real interest rates will fall, stimulating business investment and consumer purchases.
 b. the dollar will depreciate on the foreign exchange market, leading to an increase in net exports.
 c. lower interest rates will tend to increase asset prices, which increases wealth and thereby stimulates current 

consumption.
 d. of all the above reasons.

 30. Which one of the following would be the most appropriate stabilization policy if the economy is operating beyond its 
long-run potential capacity?

 a. an increase in the discount rate
 b. an increase in government purchases, holding taxes constant
 c. a reduction in reserve requirements
 d. a reduction in taxes, holding government purchases constant

 31. In the long run, a sustained increase in growth of the money supply relative to the growth rate of potential real output 
will most likely

 a. cause the nominal interest rate to fall.
 b. cause the real interest rate to fall.
 c. reduce the natural rate of unemployment.
 d. increase real output growth.
 e. do none of the above.

 32. Which of the following is true?
 a. An unanticipated shift to a more expansionary monetary policy will temporarily stimulate real output and employment.
 b. Once decision makers come to anticipate the inflationary side effects, expansionary monetary policy will fail to stim-

ulate either real output or employment.
 c. The primary long-run effect of persistent growth of the money supply at a rapid rate will be inflation.
 d. All of the above are true.

 33. Which of the following would cause the U.S. money supply to expand?
 a. a commercial bank calling in a loan to build up more excess reserves
 b. a commercial bank purchasing U.S. bonds from the Fed as an investment
 c. a decrease in reserve requirements
 d. an increase in the discount rate

 34. Which of the following would tend to reduce the price level?
 a. a commercial bank using excess reserves to extend a loan to a customer
 b. a commercial bank purchasing U.S. bonds from an individual as an investment
 c. an increase in reserve requirements
 d. an increase in the discount rate
 e. a purchase of U.S. government bonds by the Fed

 35. The P in the equation of exchange represents the
 a. profit earned in the economy.
 b. average level of prices of final goods and services in the economy.
 c. marginal level of prices.
 d. marginal propensity to spend.

 36. The equation of exchange can be written as
 a. M � P � V � Q.
 b. M � V � P � Q.
 c. M � Q � P � V.
 d. Q � M � P � V.
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 37. If an economist divides the level of nominal GDP by the number of dollars in the money supply, she has computed
 a. the velocity of money.
 b. the price level.
 c. the level of real GDP.
 d. the economic growth rate.

 38. If nominal GDP is $3,200 billion and M1 is $800 billion, then velocity is
 a. 0.5.
 b. 2.
 c. 4.
 d. 8.
 e. 400.

 39. According to the simple quantity theory of money, a change in the money supply of 6.5 percent would, holding velocity 
constant, lead to

 a. a 6.5 percent change in real GDP.
 b. a 6.5 percent change in nominal GDP.
 c. a 6.5 percent change in velocity.
 d. a 6.5 percent change in aggregate supply.

 40. If people expect increasing inflation, what would be the expected reaction of velocity in the equation of exchange?
 a. Velocity would be expected to remain the same.
 b. Velocity would be expected to decrease.
 c. Velocity would be expected to increase.
 d. none of the above

 41. If M increases and V increases,
 a. nominal GDP increases.
 b. nominal GDP decreases.
 c. nominal GDP stays the same.
 d. the effect on nominal GDP is indeterminate.

 42. If the velocity of money (V) and real output (Q) were increasing at approximately the same rate, then
 a. it would be impossible for monetary authorities to control inflation.
 b. monetary acceleration would not lead to inflation.
 c. inflation would be closely related to the long-run rate of monetary expansion.
 d. both a and b would be true.

 43. Compared to fiscal policy, which of the following is an advantage of using monetary policy to attain macroeconomic 
goals?

 a. It takes a long time for fiscal policy to have an effect on the economy, but the effects of monetary policy 
are immediate.

 b. The effects of monetary policy are certain and predictable, while the effects of fiscal policy are not.
 c. The implementation of monetary policy is not slowed down by the same budgetary process as fiscal policy.
 d. The economists who help conduct monetary policy are smarter than those who help with fiscal policy.

 44. An important limitation of monetary policy is that
 a. it is conducted by people in Congress who are under pressure to get reelected every two years.
 b. when the Fed tries to buy bonds, it is often unable to find a seller.
 c. when the Fed tries to sell bonds, it is often unable to find a buyer.
 d. it must be conducted through the commercial banking system, and the Fed cannot always make banks do what it 

wants them to do.
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Problems:

 1. Why is the private ownership of the Federal Reserve System essentially meaningless?

 2. How is central bank independence related to average inflation rates across countries? How is the Fed insulated from 
executive branch pressures?

 3. Why does the fact that the Fed finances its operations out of interest earned on its portfolio, with the excess returned to 
the U.S. Treasury, make it more independent of congressional pressure?

 4. How does an open market purchase by the Fed increase bank reserves? How does it increase the money supply?

 5. Why would the Fed seldom do an open market purchase of government securities at the same time that it raises the 
discount rate or the required reserve ratio?

 6. Why is a reduction in the required reserve ratio such a powerful monetary policy tool? Why is it so seldom used?

 7. Why would a reduction in the required reserve ratio not be a powerful tool when banks choose to hold substantial 
quantities of excess reserves?

 8. In which direction would the money supply change if
 a. the Fed raised the reserve requirement?
 b. the Fed conducted an open market sale of government bonds?
 c. the Fed raised the discount rate?
 d. the Fed conducted an open market sale of government bonds and raised the discount rate?
 e. the Fed conducted an open market purchase of government bonds and raised reserve requirements?

 9. Why would the transactions motive and the precautionary motive for holding money both tend to vary directly with the 
price level? Why would the quantity of money people desire to hold for both motives tend to vary inversely with interest 
rates?

 10. In the move from a below equilibrium interest rate to the equilibrium interest rate, what happens in the bond market and 
the loan market? In the move from an above equilibrium interest rate to the equilibrium interest rate, what happens in the 
bond market and the loan market?

 11. How does a higher price level affect the money market? How does it affect aggregate demand?

 12. Why can’t the Fed target both the money supply and the interest rate at the same time?

 13. Answer questions a–e.
 a. What is the equation of exchange?
 b. In the equation of exchange, if V doubled, what would happen to nominal GDP as a result?
 c. In the equation of exchange, if V doubled and Q remained unchanged, what would happen to the price level as a 

result?
 d. In the equation of exchange, if M doubled and V remained unchanged, what would happen to nominal GDP as a 

result?
 e. In the equation of exchange, if M doubled and V fell by half, what would happen to nominal GDP as a result?

 14. Why have ATMs and online banking made savings accounts more liquid than they used to be?

 15. Given that the Fed currently imposes reserve requirements on checking deposits, but not on savings deposits, why would 
banks prefer to hold deposits as savings accounts rather than checking accounts, other things equal?
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If the economy is faced with a recessionary or 
an inflationary gap, how quickly will it recover 
to its long-run equilibrium position? And what 
is the best way to stabilize the economy? Should 
policymakers use expansionary and contraction-
ary monetary and fiscal policies? Or should 
policymakers allow the economy to self-correct? 
Macroeconomists do not completely agree on 
this question, a topic we will discuss throughout 
this chapter.

After 10 years of unprecedented economic 
growth, the economy started to slip into a reces-
sion in early 2001, although it was one of the 
mildest recessions on record. This recession was 
set off by a serious drop in investment spending. 
The technology sector led to higher productiv-
ity during the 1990s, but the bursting of the 
dot-com bubble resulted in considerable loss in 
stock market wealth. The slowdown in the tech 
sector started to affect other segments of the 
economy. This situation, coupled with the 9/11 

terrorist attacks, created a negative shock that 
rippled through the economy, especially in the 
travel sector. Hotels and airlines were hit par-
ticularly hard. The corporate accounting scan-
dals of Enron and WorldCom also influenced 
investment attitudes. Uncertainty and fading 
optimism reduced both investment and consump-
tion spending and reduced aggregate demand. 
To combat, or weaken, the recession, the gov-
ernment stimulated aggregate demand with 
increases in government expenditures for security 
and defense, the tax cut of 2001, and aggres-
sive reductions in the federal funds rate by the 
Federal Reserve. The Fed started to cut its fed-
eral funds rate by 0.5 percentage point (it usually 
only changes the rate by 0.25 percent) in January 
of 2001. In the week following the attacks on 
the World Trade Center (September 2001), it 
temporarily set the federal funds rate as low as 
1.25 percent. By November 2001, the recession 
was officially over but the federal funds rate had 

We begin this chapter by asking whether policymakers face a 
 trade-off between inflation and unemployment. If a trade-off is 
inevitable, does it exist in the short run and the long run?
If the economy is faced with a r
an inflationary gap, how qui
o its long-run equilibrium

the best way to stab
policymakers use 
ary monetar
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573

52270_29_ch29_p877-912.indd   87752270_29_ch29_p877-912.indd   877 12/2/09   7:00:09 PM12/2/09   7:00:09 PM



Unemployment and Inflation

Despite legislation committing the federal govern-
ment to the goal of full employment and the 

development of macroeconomic theory arguing that 
full employment can be achieved by manipulating 
aggregate demand, periods of high unemployment still 
occur.

We usually think of inflation as an evil—higher 
prices mean lower real incomes for people on fixed 
incomes, while those with the power to raise the prices 
charged for goods or services they provide may actu-
ally benefit. Nevertheless, some economists believe that 
inflation could actually help eliminate unemployment. 
For example, if output prices rise but money wages 
do not go up as quickly or as much, real wages fall. 
At the lower real wage, unemployment is less because 
the lower wage makes it profitable to hire more, now 
cheaper, employees than before. The result is real 
wages that are closer to the full-employment equilib-
rium wage that clears the labor market. Hence, with 
increased inflation, one might expect lower unemploy-
ment in the short run.

The Phillips Curve

In fact, an inverse relationship between the rate of 
unemployment and the changing level of prices has 

been observed in many periods and places in history. 
Credit for identifying this relationship generally goes 
to British economist A. H. Phillips, who in the late 
1950s published a paper setting forth what has since 
been called the Phillips curve. Phillips and many  others 

n What is the Phillips curve? n How does the Phillips curve relate to the 
aggregate supply and demand model?

The Phillips Curve

fallen from 6.5 percent to 2 percent—4.5 percent 
lower than the previous year. The Fed looked 
like it had done its job.

However, the Fed may have set the Federal 
Funds rate too low for too long. This Fed policy 
may have been at least partially responsible for 
causing a housing bubble that was reminiscent 
of the stock market bubble of the 1990s. The 

2007–08 period also witnessed risky lending 
that was similar to the lending practices that 
occurred during the saving and loans crisis of the 
1980s. There were also bank runs as a crisis of 
confidence in our financial institutions ensued, 
not unlike the Great Depression (but certainly 
smaller in scope).

Was it the best way to stabilize an economy? ■

since suggested that at higher rates of inflation, the 
rate of unemployment is lower, while during periods 
of relatively stable or falling prices, unemployment is 
substantial. In short, the cost of lower unemployment 
appears to be greater inflation, and the cost of greater 
price stability appears to be higher unemployment.

Exhibit 1 shows the actual inflation- unemployment 
relationship for the United States for the 1960s. The 
points in this graph represent the combination of the 
inflation rate and the rate of unemployment in each 
of the 10 years of the decade. The curved line—the 
Phillips curve—is the smooth line that best “fits” the 
data points.

The Slope of the Phillips Curve

In examining Exhibit 1, it is evident that the slope 
of the Phillips curve is not the same throughout its 

length. The curve is steeper at higher rates of inflation 
and lower levels of unemployment. This relationship 
suggests that once the economy has relatively low 
unemployment rates, further reductions in the unem-
ployment rate can occur only if the economy can accept 
larger increases in the inflation rate. Once the unem-
ployment rate is low, it takes larger and larger doses 
of inflation to eliminate a given quantity of unemploy-
ment. Presumably, at lower unemployment rates, an 
increased part of the economy is already operating 
at or near full capacity. Further fiscal or monetary 
stimulus primarily triggers inflationary pressures in sec-
tors already at capacity, while eliminating decreasing 
amounts of unemployment in those sectors where some 
excess capacity and unemployment still exist.

PART 6  Macroeconomic Policy574

S E C T I O N
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The Phillips Curve and 
Aggregate Supply and Demand

In Exhibit 2, we see the relationship between aggre-
gate supply and demand analysis and the Phillips 

curve. Suppose the economy moved from a 2 percent 
annual inflation rate to a 4 percent inflation rate, 
and the unemployment rate simultaneously fell from  
5 percent to 4 percent. In the Phillips curve, we see this 
shift as a move up the curve from point A to point B 
in Exhibit 2(a). We can see a similar relationship in the 

The Phillips Curve Relationship, United States, 1960s

The Phillips curve illustrates an inverse relationship between the rate of unemployment and the rate of inflation. The slope 
of the Phillips curve becomes more steep as the unemployment rate drops, indicating that at low unemployment rates, 
further decreases in unemployment can occur only if the economy can accept much larger increases in inflation rates.
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The Phillips Curve and the AD/AS Curves

As shown in (b), if the aggregate supply curve is positively sloped, an increase in aggregate demand will cause higher  prices 
and higher output (lower unemployment); a decrease in aggregate demand will cause lower prices and lower output (higher 
unemployment). This same trade-off is illustrated in the Phillips curve in (a), in the shift from point A to point B.
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The Phillips Curve—The 1960s

It became widely accepted in the 1960s that to pur-
sue the appropriate economic policies, policymakers 

merely had to decide on the combination of unemploy-
ment and inflation they wanted from the Phillips curve. 
To be sure, a reduction in the rate of unemployment 
came at a cost (more inflation), as did a reduction 
in the amount of inflation (more unemployment). 
Nonetheless, policymakers believed they could influ-
ence economic activity so that some goals could be 
met, though with a trade-off in terms of other mac-
roeconomic goals. The empirical evidence on prices 
and unemployment seemed to fit the 
Phillips curve approach so beautifully at 
first that it is not surprising that it was 
embraced so rapidly and completely. 
Economists such as Milton Friedman 
and Edmund Phelps, who questioned 

the long-term validity of the Phillips curve, were largely 
ignored in the 1960s. These economists believed there 
might be a short-term trade-off between unemployment 
and inflation but not a permanent trade-off. That is, a 
trade-off happens in the short run but not in the long 
run. According to Friedman, the short-run trade-off 
comes from unanticipated inflation.

The Short-Run Phillips 
Curve Versus the Long-Run 
Phillips Curve

The natural rate hypothesis states 
that the economy will self-correct 

to the natural rate of unemployment. 
Let us examine the reason behind the 
natural rate hypothesis. Suppose the 

AD/AS model in Exhibit 2(b). Imagine that an increase 
in aggregate demand occurs. Consequently, the price 
level increases from PL1 to PL2 (the inflation rate rises) 
and output increases from RGDP1 to RGDP2 (the 

unemployment rate falls). To increase output, firms 
employ more workers, so employment increases and 
unemployment falls—the movement from point A to 
point B in Exhibit 2(b).

S E C T I O N    C H E C K

1. The inverse relationship between the rate of unemployment and the rate of inflation is called the Phillips curve.

2. The Phillips curve relationship can also be seen indirectly from the AD/AS model.

1. How does the rate of inflation affect real wage rates if nominal wages rise less or more slowly than output 
prices?

2. How does the change in real wage rates (relative to output prices) as inflation increases affect the 
unemployment rate?

3. What is the argument for why the Phillips curve is relatively steeper at lower rates of unemployment and 
higher rates of inflation?

4. For a given upward-sloping short-run aggregate supply curve, how does an increase in aggregate demand 
correspond to a movement up and to the left along a Phillips curve?

n How reliable is the Phillips curve?

n Is the Phillips curve stable over time?

n What is the difference between the long-
run and short-run Phillips curves?

The Phillips Curve over Time

natural rate hypothesis 
states that the economy will 
self-correct to the natural 
rate of employment

PART 6  Macroeconomic Policy576

S E C T I O N

19.2

52270_29_ch29_p877-912.indd   88052270_29_ch29_p877-912.indd   880 12/2/09   7:00:11 PM12/2/09   7:00:11 PM



# 102882   Cust: Cengage Learning   Au: Sexton  Pg. No. 881 
Title:  Exploring Economics: Pathways to Problem Solving      Server: _____

C/M/Y/K
Short / Normal / Long

DESIGN SERVICES OF

S4-CARLISLE
Publishing Services

economy is at point A in Exhibit 1(a). At that point, 
the inflation rate is 3 percent and the unemployment 
rate is at the natural rate, 5 percent. Now suppose 
the growth rate of the money supply increases. The 
increase in the growth rate of the money supply 
stimulates aggregate demand. In the short run, the 
increase in aggregate demand increases output and 
decreases unemployment. As the economy moves 
up along the short-run Phillips curve, from point A 
to point B, the actual inflation rate increases from  
3 percent to 6 percent, and the unemployment rate falls 
below the natural rate to 3 percent.

Because the increase in inflation was unantici-
pated, real wages fall. Firms are now receiving higher 
prices relative to their input costs, so they expand 
output. Consequently, unemployment rates fall, seen 
in Exhibit 1(a) as a movement along the short-run 
Phillips curve from A to B. Eventually, workers (and 
other input owners) realize that their real wages have 
fallen because of the increase in the inflation rate 
that was not initially anticipated—in short, they were 
fooled in the short run. Workers now vigorously nego-
tiate for higher wages. These demands increase costs 
to producers, and as a result, they reduce output and 

unemployment rises—causing a rightward shift in the 
short-run Phillips curve in Exhibit 1(a).

In short, the higher-than-expected inflation rate 
shifts the short-run Phillips curve to the right. If the 
6 percent inflation rate continues, the adjustment of 
expectations will move the economy from point B to 
point C, where the expected and actual inflation rates 
are equal at the natural level of output and the natural 
rate of unemployment.

In the long run, the economy moves from A to C 
as inflation increases from 3 percent to 6 percent. This 
graph reveals that no trade-off occurs between the 
inflation rate and the unemployment rate in the long 
run. The policy implication is that the use of fiscal or 
monetary policy to alter real output from the natural 
level of real output or unemployment from the natural 
rate of unemployment is ineffective in the long run.

Alternatively, suppose the rate of growth in the 
money supply decreases as a result of the Federal 
Reserve System’s inflationary concerns. The decrease 
in the rate of growth in the money supply reduces 
aggregate demand. In the short run, the decrease in 
aggregate demand moves the economy down along 
the short-run Phillips curve from point D to point E, 

The Short-Run and Long-Run Phillips Curve

The economy initially moves along the short-run Phillips curve (SRPC) as actual inflation deviates from expected inflation. 
When expected inflation rates then adapt to actual inflation rates, the SRPC shifts to intersect the long-run Phillips curve 
(LRPC) at the new inflation rate—point C in (a) and point F in (b). If the actual inflation rate remains at the new level, then 
output returns to the natural level of real output, and unemployment returns to the natural rate of unemployment at that 
inflation rate on the LRPC.
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where the actual inflation rate has decreased from  
6 percent to 3 percent and the unemployment rate has 
risen above the natural rate to 7 percent. The decrease 
in aggregate demand leads to lower production and a 
higher unemployment rate.

Initially, the reduction in the inflation rate is unan-
ticipated, and real wages rise; firms are now receiving 
lower prices relative to their input costs, so they reduce 
their output. This leads to a higher unemployment rate, 
as seen in the movement from point D to point E in 
Exhibit 1(b). If this new inflation rate remains steady 
at 3 percent, the actual and expected inflation rates 
will eventually become the same. The 
growth in wages will slow, lowering the 
cost of production, increasing output, 
and lowering the unemployment rate as 
the short-run Phillips curve shifts left-
ward in Exhibit 1(b).

If the 3 percent inflation rate con-
tinues, the adjustment of expectations 
will move the economy from point E to point F in 
Exhibit 1(b), where the expected and actual inflation 
rates are equal at the natural level of output and the 
natural rate of unemployment. In this scenario, a lower 
inflation rate comes at the expense of higher unemploy-
ment in the short run, until people adapt their expecta-
tions to the new lower inflation rate in the long run. 

These expectations are called adaptive expectations—
individuals believe that the best indicator of the future 
is recent information on inflation and unemployment.

In Exhibit 2 (a), we see that the negative relation-
ship between the inflation rate and the unemployment 
rate breaks down in the early 1970s. Notice that the 
inflation rate was in the 5–6% range in the early 
1970s; and consumers and firms, expected it to remain 
high. However, the unemployment rate rose back to the 
rates of the early 1960s. The movement from point A to 
point B in Exhibit 2 (a) resembles the movement along 
the short run Phillips Curve and the movement from 

point B to point C resembles the curve 
shifting back towards the natural rate of 
unemployment.

In Exhibit 2(b), we see inflation 
and unemployment data for the period 
1979 to 1985. The late 1970s and early 
1980s was a period of very high infla-
tion and the the Chair of the Federal 

Reserve, Paul Volker decided to reduce the growth rate 
of the money supply to slow the rate of inflation. The 
contractionary monetary policy moved the economy 
down along the short run Phillips curve from point D 
to point E. When workers and firms lowered their infla-
tionary expectations, the short run Phillips curve shifted 
inward from point E to point F.

adaptive expectations  
an individual’s belief that the 
best indicator of the future 
is recent information on 
inflation and unemployment

Data for the Short and Long-Run Phillips Curve

In Exhibit 2 is annual data for 1961-74 and 1979-85. Notice that this data in Exhibit 2(a) and (b) closely correspond to point 
label a, b, c, d, e, and f in Exhibit 1(a) and (b).
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Supply Shocks

Earlier in this chapter, we assumed that the inverse 
relationship in the short-run Phillips curve was 

created by changes in aggregate demand. Further, as 
we have just seen, a change in the expected inflation 
rate can cause a shift in the short-run Phillips curve. 
However, another explanation applies to a change in 
the short-run Phillips curve—supply shocks.

Many economists believe that the higher energy 
prices in the early and late 1970s created an adverse 
supply shock. Higher oil prices had important implica-
tions for the macroeconomy because they meant higher 
production costs for many goods and services. Higher 
production costs caused a leftward shift in the SRAS 
curve from SRAS1 to SRAS2, as seen in Exhibit 3(a). 
Because the leftward shift in SRAS was greater than the 
rightward shift in AD, the price level increased from 
PL1 to PL2 and RGDP fell from RGDP1 to RGDP2 in 
Exhibit 3(a). The adverse supply shock led to a higher 
price level and less output—stagflation. A stagnant 
economy means fewer jobs and a higher unemploy-
ment rate. A higher price level leads to a higher infla-
tion rate (the percentage change in the price level from 

the previous year) and a higher rate of unemployment. 
The short-run Phillips curve shifts to the right from 
SRPC1 to SRPC2, in Exhibit 3(b). Point B indicates a 
higher rate of inflation and a higher rate of unemploy-
ment than at point A.

A favorable supply shock (large technological 
improvements, bountiful harvest, or lower energy 
prices) lowers the inflation rate and lowers the rate of 
unemployment. Specifically, a favorable supply shock 
lowers the costs of production and causes a rightward 
shift in the SRAS curve from SRAS1 to SRAS2, as seen 
in Exhibit 4(a). Because the rightward shift in SRAS is 
greater than the rightward shift in AD, the price level 
falls from PL1 to PL2, and RGDP rises from RGDP1 
to RGDP2 in Exhibit 4(a). The favorable supply-side 
shock leads to a lower price level and greater output. 
A growing economy means more jobs and a lower 
unemployment rate. With a lower price level, a lower 
inflation rate and a lower rate of unemployment occur; 
the short-run Phillips curve shifts to the left, from 
SRPC1 to SRPC2 in Exhibit 4(b). That is, at point B, 
both the rate of inflation and the rate of unemploy-
ment are lower than at point A. For example, in the late 
1990s, a number of economists believed we witnessed 

Adverse Supply Shock

The higher energy prices in the early and late 1970s created an adverse supply shock. In (a), the higher production costs 
causes a leftward shift in the SRAS curve from SRAS1 to SRAS2, an increase in the price level from PL1 to PL2, and a decrease 
in RGDP from RGDP1 to RGDP2. With a higher price level comes a higher inflation rate, and with less output comes a higher 
rate of unemployment. The short-run Phillips curve shifts to the right from SRPC1 to SRPC2 in (b). At point B, both the  
inflation rate and the unemployment rate are higher than at point A.
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a favorable supply shock because of rapidly changing 
new technology, favorable exchange rates, and lower 
oil prices, all of which led to lower production costs. 
These factors caused the aggregate supply curve to shift 
to the right—a higher level of RGDP and a lower price 
level—and the Phillips curve shifted to the left to a 
lower inflation rate and a lower unemployment rate.

It is important to note that the impact of an 
adverse or favorable shock depends on expectations. If 
people expect the change to be permanent, the Phillips 
curve will stay in the new position until something 
else changes. As we are finding out, expectations can 
have widespread implications in the macroeconomy. 
However, if the shock is expected to be temporary, the 
Phillips curve will soon shift back to its original posi-
tion. For example, people viewed the supply shocks of 
the 1970s as permanent and the Phillips curve shifted 
to the right—a new position with a higher rate of infla-
tion and a higher rate of unemployment.

Why did the United States not experience a nega-
tive supply shock in 2005 when oil prices jumped to 
more than $70 a barrel? The answer is based on several 
possible reasons. One, although the nominal price of 

oil reached $70, oil prices would have had to reach 
$90 before hitting record high levels in terms of infla-
tion adjusted prices. Two, industry has become less oil 
dependent: Machinery is more energy efficient, and 
the higher number of service-oriented jobs requires 
less energy. Three, households are more fuel efficient: 
cars typically get better gas mileage, and appliances 
are much more energy efficient than in the 1970s. The 
amount of oil used to produce a unit of output has fallen 
an estimated 35 percent since the OPEC oil shocks of 
the 1970s. Lastly, through the leadership of the last two 
Federal Reserve chairs, Volcker and Greenspan, the Fed 
established credibility as an inflation fighter by being 
careful to make sure that temporary spikes in oil prices 
do not lead to sustained inflation.

In sum, if people expect economic fluctuations 
to be permanent and caused primarily by supply-side 
shifts, then the result is likely to be a positive relation-
ship between the inflation rate and the unemployment 
rate—a shifting Phillips curve. Higher rates of inflation 
will be coupled with higher rates of unemployment, 
and lower rates of inflation will be coupled with lower 
rates of unemployment.

Favorable Supply Shock

In (a), lower costs of production caused by the favorable supply shock cause a rightward shift in the SRAS curve from 
SRAS1 to SRAS2, the price level falls from PL1 to PL2, and RGDP rises from RGDP1 to RGDP2. The favorable supply-side shock 
leads to a lower price level and greater output. With a lower price level comes a lower inflation rate and a lower rate of 
unemployment. The short-run Phillips curve shifts to the left, from SRPC1 to SRPC2 in (b). At point B, both the inflation rate 
and the unemployment rate are lower than at point A.
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Can Human Behavior 
Counteract Government Policy?

Is it possible that people can anticipate the plans of 
policymakers and alter their behavior quickly to 

neutralize the intended impact of government action? 
For example, if workers see that the government is 
allowing the money supply to expand rapidly, they 
may quickly demand higher money wages to offset the 
anticipated inflation. In the extreme form, if people 
could instantly recognize and respond to govern-
ment policy changes, it might be impossible to alter 
real output or unemployment levels through policy 
actions, because government policymakers could no 
longer surprise households and firms. An increasing 

number of economists believe that there is at least 
some truth to this point of view. At a minimum, most 
economists accept the notion that real output and the 
unemployment rate cannot be altered with the ease 
that was earlier believed; some believe that the unem-
ployment rate can seldom be influenced by fiscal and 
monetary policies.

The Rational Expectations 
Theory

The relatively new extension of economic theory 
that leads to this rather pessimistic conclusion 

regarding macroeconomic policy’s ability to achieve 

S E C T I O N    C H E C K

1. The Phillips curve depicting the period of high inflation and unemployment in the 1970s no longer suggests 
the strong inverse relationship between the two variables that was evident in the 1960s.

2. The short-run Phillips curve relationship is seen as unstable and not a permanent relationship between unem-
ployment and inflation rates.

3. The long-run Phillips curve shows the relationship between the inflation rate and the unemployment rate 
when the actual and expected inflation rates are the same.

4. Along the long-run Phillips curve, the natural rate of unemployment can occur at any rate of inflation.

5. If economic fluctuations are expected to be permanent and caused primarily by supply-side shifts, then a 
positive relationship may occur between the inflation rate and the unemployment rate—a shifting short-run 
Phillips curve. Higher rates of inflation will be coupled with higher rates of unemployment and lower rates of 
inflation will be coupled with lower rates of unemployment.

1. Is the Phillips curve stable over time?

2. Why would you expect no relationship between inflation and unemployment in the long run?

3. Why is the economy being on the long-run Phillips curve equivalent to its being on the long-run aggregate 
supply curve?

4. Why would inflation have to accelerate over time to keep unemployment below its natural rate (and real out-
put above its natural level) for a sustained period?

5. What does the long-run Phillips curve say about the relationship between macroeconomic policy stimulus and 
unemployment in the long run?

n What is the rational expectations theory?

n What do critics say about the rational 
expectations theory?

n What is the real business cycle theory?

n What do the critics say about the real 
business cycle theory?

Rational Expectations and Real 
Business Cycles

581Chapter 19  Issues in Macroeconomic Theory and Policy
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our economic goals is called the theory 
of rational expectations. The notion that 
expectations or anticipations of future 
events are relevant to economic theory 
is not new; for decades, economists have 
incorporated expectations into models 
analyzing many forms of economic behav-
ior. Only in the recent past, however, has 
a theory evolved that tries to incorporate 
expectations as a central factor in the 
analysis of the entire economy.

The interest in rational expectations has grown 
rapidly in the last decade. Acknowledged pioneers in 
the development of the theory include Professor Robert 
Lucas of the University of Chicago and Professor 
Thomas Sargent of the University of Minnesota. In 
1995, Professor Lucas won the Nobel Prize for his 
work in rational expectations.

Rational expectations economists believe that 
wages and prices are flexible and that households and 
firms incorporate the likely consequences of govern-
ment policy changes quickly into their expectations. In 
addition, rational expectations economists believe that 
the economy is inherently stable after macroeconomic 
shocks and that tinkering with fiscal and monetary 
policy cannot have the desired effect unless households 
and firms are caught “off guard” (and catching them 
off guard gets harder the more you try to do it).

Rational Expectations and the 
Consequences of Government 
Macroeconomic Policies

Rational expectations theory, then, suggests that 
government economic policies designed to alter 

aggregate demand to meet macroeconomic goals are 
of limited effectiveness. When policy targets become 
public, it is argued, people will alter their own behavior 
from what it would otherwise have been to maximize 
their own utility, and in so doing, they largely negate 
the intended impact of policy changes. If government 
policy seems tilted toward permitting more inflation 
to try to reduce unemployment, people start spending 
their money faster than before, become more adamant 
in their demands for wages and other input prices, and 
so on. In the process of quickly altering their behavior 
to reflect the likely consequences of policy changes, they 
make it more difficult (costly) for government authori-
ties to meet their macroeconomic objectives. Rather 
than fooling people into changing real wages, and there-
fore unemployment, with inflation “surprises,” changes 
in inflation are quickly reflected into expectations with 

little or no effect on unemployment 
or real output even in the short run. 
As a consequence, policies intended to 
reduce unemployment through stimu-
lating aggregate demand will often fail 
to have the intended effect. Fiscal and 
monetary policy, according to this view, 
will work only if the people are caught 
off guard or are fooled by policies and 
thus do not modify their behavior in a 
way that reduces policy effectiveness.

Anticipation of an 
Expansionary Monetary Policy

Consider the case in which an increase in aggregate 
demand is a result of an expansionary monetary 

policy. This increase is reflected in Exhibit 1 in the shift 
from AD1 to AD2. Because of the predictable inflation-
ary consequences of that expansionary policy, prices 
immediately adjust to a new level at PL2. Consumers, 
producers, workers, and lenders who anticipated the 

theory of rational 
expectations  
belief that workers and 
consumers incorporate 
the likely consequences of 
government policy changes 
into their expectations by 
quickly adjusting wages and 
prices

Rational Expectations  
and the AD/AS Model
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Expansionary monetary policy (or fiscal policy) will 
not affect RGDP if wages and prices are completely 
flexible, as in the rational expectations model. This 
means that the SRAS curve will shift leftward from 
SRAS1 to SRAS2 at the same time as the AD curve. 
Therefore, an expansionary policy, an increase 
in aggregate demand from AD1 to AD2, will lead 
to a higher price level but no change in RGDP or 
 unemployment.
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effects of the expansionary policy simply build the 
higher inflation rates into their product prices, wages, 
and interest rates. That is, households and firms 
realize that expansionary monetary policy can cause 
inflation if the economy is working close to capacity. 
Consequently, in an effort to protect themselves from 
the higher anticipated inflation, workers ask for higher 
wages, suppliers increase input prices, and producers 
raise their product prices. Because wages, prices, and 
interest rates are assumed to be flexible, the adjust-
ments take place immediately. This increase in input 
costs for wages, interest, and raw materials causes the 
aggregate supply curve to shift up or leftward, shown 
as the movement from SRAS1 to SRAS2 in Exhibit 1. 
So the desired policy effect of greater real output and 
reduced unemployment from a shift in the aggregate 
demand curve is offset by an upward or leftward shift 
in the aggregate supply curve caused by an increase in 
input costs.

Unanticipated  
Expansionary Policy

Again, consider the case of an increase in aggregate 
demand that results from an expansionary mone-

tary policy. However, this time it is unanticipated. The 
increase in the money supply is reflected in Exhibit 2 in 
the shift from AD1 to AD2. This unanticipated change 
in monetary policy stimulates output and employment 
in the short run, as the equilibrium moves from point 
A to point B. At the new short-run equilibrium, the 
output is at RGDP2 and the price level is at PL2. This 
output is beyond RGDPNR, so it is not sustainable in 
the long run. Because it is unanticipated, workers and 
other input owners are expecting the price level to 
remain at PL1, rather than PL2. However, when input 
owners eventually realize that the actual price level has 
changed, they will require higher input prices, shifting 
the SRAS from SRAS1 to SRAS2. At point C, we see 
that output has returned to RGDPNR but at a higher 
price level, PL3.

Therefore, when the expansionary policy is unan-
ticipated, it leads to a short-run expansion in output 
and employment. But in the long run, the only impact 
of the change in monetary policy is a higher price 
level—inflation. In short, when the change is correctly 
anticipated, expansionary monetary (or fiscal) policy 
does not result in a change in real output. However, if 
the expansionary monetary (fiscal) policy is unantici-
pated, the result is a short-run increase in RGDP and 
employment, but in the long run, it just means a higher 
price level.

In fact, the only way that monetary or fiscal policy 
can change output in the rational expectations model 
is with a surprise—an unanticipated change. For 
example, on April 18, 2001, between regularly sched-
uled meetings of the Federal Open Market Committee, 
the Fed surprised financial markets with an aggressive 
half-point cut in the interest rate. The Fed was try-
ing to boost consumer confidence and impact falling 
stock market wealth. The surprise reduction in the 
interest rate sent the stock market soaring as the Dow 
posted one of its largest single-day point gains, and 
the NASDAQ had its fourth largest percentage gain. 
Former Fed Chairman Greenspan hoped that this move 
would shift the AD curve rightward, leading to higher 
levels of output.

An Expansionary Policy That  
Is Unanticipated

P
ri

ce
 L

ev
el

Real GDP

0

C

B

A

LRAS

RGDPNR RGDP2

PL2

PL3

PL1

SRAS1

AD1

SRAS2

AD2

(Unanticipated)

An unanticipated change in monetary policy stimulates 
output and employment in the short run, as the equilib-
rium moves from point A to point B. At the new short-
run equilibrium, the output is at RGDP2 and the price 
level is at PL2. Because the expansionary policy is unan-
ticipated, workers and other input owners are expecting 
the price level to remain at PL1, rather than PL2.  
When input owners eventually realize that the actual 
price level has changed, they will require higher input 
prices, shifting the SRAS curve from SRAS1 to SRAS2. At 
point C, we see that output has returned to RGDPNR but 
at a higher price level, PL3. If the expansionary policy 
is unanticipated, it leads to a short-run expansion in 
output and employment. In the long run, however, the 
impact of the change in the expansionary policy is a 
higher price level.
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When an Anticipated 
Expansionary Policy Change  
Is Less Than the Actual  
Policy Change

In the context of the rational expectations model 
(wages and prices are flexible), suppose people are 

expecting a large increase in the money supply as a 
result of expansionary monetary policy. Then, the 
anticipated price level increases from PL1 to PL3 when 
the anticipated aggregate demand increases from AD1

to AD3, as seen in Exhibit 3. If people anticipate the 
new price level PL3, wages and other input prices 
adjust quickly, and the SRAS shifts leftward from 
SRAS1 to SRAS2. But what if the increase in the money 
supply ends up being less than people anticipated? Say 
the actual increase in the money supply only shifts AD 
from AD1 to AD2? The economy moves from point A 
to point B rather than to point C as many had expected, 
which leads to a higher price level but a lower level of 
RGDP—a recession.

That is, a policy designed to increase output may 
actually reduce output if prices and wages are flexible and 
the expansionary effect is less than people anticipated.

Critics of Rational  
Expectations Theory

Of course, rational expectations theory does have its 
critics. Critics want to know whether households 

and firms are completely informed about the impact 
that, say, an increase in money supply will have on the 
economy. In general, all citizens will not be completely 
informed, but key players such as corporations, financial 
institutions, and labor organizations may well be informed 
about the impact of these policy changes. But other prob-
lems arise. For example, are wages and other input prices 
really that flexible? That is, even if decision makers could 
anticipate the eventual effect of policy changes on prices, 
those prices may still be slow to adapt (e.g., what if you 
had just signed a three-year labor or supply contract when 
the new policy was implemented?).

An Actual Expansionary Policy That Is Less Than the Anticipated Policy

If people are expecting a large increase in the money supply as a result of expansionary monetary policy, the anticipated 
price level increases from PL1 to PL3 and the anticipated AD shifts from AD1 to AD3. Because wages and prices are completely 
flexible, the SRAS shifts leftward from SRAS1 to SRAS2 at the same time the AD curve shifts to the right. But if the actual 
increase in the money supply only shifts AD from AD1 to AD2, the economy moves from point A to point B rather than to 
point C, and the result is a higher price level but a lower level of RGDP—a recession, not the intended policy prescription.
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expectations model, where wages and prices are com-
pletely flexible, that means that SRAS will quickly 
move from SRAS1 to SRAS3 when AD1 moves to AD2, 
so RGDP does not change.

However, if some wages and other input supply 
prices are fixed, when aggregate demand shifts from 
AD1 to AD2, then the SRAS curve does not shift from 
SRAS1 to SRAS3. It may shift from SRAS1 to SRAS2

instead, leading to an increase in real aggregate output 
to RGDP2 in the short run.

What Is the Real Business  
Cycle Theory?

The real business cycle theory shares some of the 
same assumptions as the rational expectations 

theory: Households and firms form their expecta-
tions rationally, and wages and prices 
adjust quickly. However, instead of 
unexpected changes in the money 
supply causing fluctuations in real 
GDP, the real business cycle theorists 
believe that technological changes 
lead to changes in the growth rate of 
productivity. In short, they believe 
that positive and negative productiv-

ity shocks are the cause of the business cycle. That 
is, these economists believe real shocks such as new 
technology (new products or production methods), 
resource prices (like oil), changes in government 
regulation, unusually good or bad weather, inter-
national disturbances, or any other factor that can 
change productivity can cause fluctuations in the 
economy. In short, negative shocks cause recessions, 
and positive shocks cause expansion.

For example, real business cycle theorists believe 
that significant changes in technology can lead to 
stronger productivity growth and therefore greater eco-
nomic expansion. For example, productivity (output 
per worker) could fall as a result of large increases in 
oil prices, similar to what occurred in the 1970s.

With a negative productivity shock, the marginal 
productivity of labor falls leading to a fall in real wages 
and a subsequent reduction in the quantity of labor sup-
plied as people choose to work less. Lower profit expec-
tations cause firms to cut back on new capital purchases 
(new or remodeled plants and equipment) and lay off 
workers. In short, several quarters of below-average 
productivity output lead to declines in investment and 
average hours worked as well as an economy that finds 
itself in a recession. This event may have been the case 
in the 2001 recession.

Most economists reject the extreme rational expec-
tations model of complete wage and price flexibility. In 
fact, most economists still believe a short-run trade-off 
between inflation and unemployment results because 
some input prices are slow to adjust to changes in the 
price level. However, in the long run, the expected infla-
tion rate adjusts to changes in the actual inflation rate 
at the natural rate of unemployment, RGDPNR.

New Keynesians  
and Rational Expectations

Recall that in the Keynesian model, wages and 
prices are assumed to be inflexible. For example, 

workers who work under contracts that fix their wages 
for several years may be aware of price increases, but 
cannot renegotiate their labor contracts. The same may 
be true for other input suppliers. That 
is, firms may have negotiated fixed-price 
contracts with their suppliers for sub-
stantial periods of time.

Suppose that many people anticipate 
an increase in aggregate demand from 
AD1 to AD2 in Exhibit 4. In the rational 

real business cycle 
theory  
the belief that economic 
fluctuations are the result 
of external negative and 
positive productivity shocks 
to the economy

When an increase in aggregate demand from AD1 to 
AD2 is anticipated the SRAS curve shifts from SRAS1 
to SRAS3. However, because some wages and input 
prices are inflexible in the short run, in the Keynesian 
model SRAS may only shift from SRAS1 to SRAS2, or 
from point A to point B.
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Of course, the reverse could happen after large, 
and perhaps unexpected, productivity improvements. 
This scenario characterized the second half of the 1990s 
and resulted in an increase in the marginal productiv-
ity of labor, higher real wages, and people choosing 
to work more. In addition, firms with expectations of 
higher profits will invest in new capital and equipment. 
Together, these factors will lead to an increase in output 
consumption and investment—an economic expansion.

In the real business cycle theory, it is the  potential 
output that fluctuates (the LRAS); not the output 
 deviating from potential output—as is the case with 
recessionary or inflationary gaps. According to real 
business cycle theorists, prices and wages are suffi-
ciently flexible that they adjust quickly. Because the 

economy is always operating close to full employment, 
the Fed just needs to keep an eye on inflation and inter-
vention should be unnecessary.

The empirical evidence shows a strong correlation 
between declining productivity and the business cycle. 
However, some economists argue that the  causality 
could go in the opposite direction—the recession causes 
the declining productivity. Other critics argue that the 
model assumes that wages and prices are  completely 
flexible, a claim that is at odds with the facts. And 
others believe that technology shocks are incapable of 
explaining all of the swings in  productivity; they claim 
that some of the changes must come from aggregate 
demand. However, the real business cycle theorists do 
force economists to think more about the supply side.

S E C T I O N    C H E C K

 1. Rational expectations economists believe that wages and prices are flexible and thus should be left alone. 
They also believe that households and firms form rational expectations that essentially negate the desired 
effect of a policy change.

 2. Critics of rational expectations theory believe that most people are not truly informed about the effects of 
a policy change and therefore do not adjust their behavior. Additionally, they question whether prices and 
wages are really that flexible.

 3. Real business cycle theorists believe that technological change leads to changes in the growth of 
productivity. They believe that positive and negative productivity shocks are the cause of the business 
cycle.

 4. Empirical evidence shows a strong correlation between declining productivity and the business cycle. 
However, some economists argue that the causality could go in the opposite direction—the recession 
causes the declining productivity. The real business cycle theory also assumes, like the rational expecta-
tions model, that wages and prices are completely flexible, a claim that is at odds with the facts. Still 
 others believe that technology shocks are incapable of explaining all of the swings in productivity.

 1. What is the rational expectations theory?

 2. Why could an unexpected change in inflation change real wages and unemployment, while an expected 
change in inflation could not?

 3. Why can the results of rational expectations be described as generating the long-run results of a policy 
change in the short run?

 4. In a world of rational expectations, why is it harder to reduce unemployment below its natural rate but 
potentially easier to reduce inflation rates?

 5. Even if individuals could quickly anticipate the consequences of government policy changes, how could 
long-term contracts (e.g., three-year labor agreements and 30-year fixed rate mortgages) and the costs of 
changing price lists and catalogs result in unemployment still being affected by those policy changes?

 6. Why do expected rainstorms have different effects on people than unexpected rainstorms?

 7. What is the real business cycle theory?

 8. Give an example of a positive productivity shock.

 9. According to real business cycle theorists, what happens when a negative productivity shock occurs?

10. What does it mean when we say that real business cycle theorists have made us think more about the 
 supply side?
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Are Fiscal and Monetary 
Policies Effective?

Economies tend to fluctuate. Consumer or business 
pessimism leads to a reduction in aggregate demand. 

As aggregate demand falls, so does output and employ-
ment. The rising unemployment and the fall in income 
cause additional damage to the economy. The economy 
is now operating to the left of the LRAS (or inside its 
production possibilities curve); resources are not being 
used efficiently when actual output is less than potential 
output. Many economists believe that in the short run, 
policymakers have the ability to alter aggregate demand. 
If the aggregate demand is insufficient, policymakers can 
stimulate aggregate demand by increasing government 
spending, cutting taxes, and increasing the growth rate 
of the money supply. If aggregate demand is excessive, 
policymakers can reduce aggregate demand by decreas-
ing government spending, increasing taxes, and reducing 
the growth rate of the money supply.

These macroeconomists are called activists, and they 
believe that in the short run, discretionary monetary 
and fiscal policy can stimulate the economy that is in 
a recessionary gap or dampen the economy that is in 
an inflationary boom with aggregate demand manage-
ment. However, other economists believe that aggregate 
demand stimulus cannot keep the rate of unemployment 
below the natural rate. Most economists accept the basic 
notion of the natural rate hypothesis that suggests the 
unemployment rate will be close to the natural rate in the 
long run. Other economists, rational expectations theo-
rists, believe that government economic policies designed 
to alter aggregate demand are not all that effective 
because households and firms form expectations to eco-
nomic policy causing prices and wages to adjust quickly, 
leaving the output roughly the same but at a higher price 
level. To these economists, monetary and fiscal policy 
will only work if it comes as a surprise to the public.

The real business cycle theorists believe that eco-
nomic fluctuations are the result of external shocks to 
the economy. The shocks change productivity, which 
shifts the LRAS. The real business cycle theorist, like 

the new classical school (rational expectations), believes 
that prices and wages are flexible and that the market 
adjusts quickly and restores full employment at the 
new level of output. That is, fiscal or monetary policies 
are not needed except to keep inflation in check.

However, most economists do not accept the notion 
that households and firms have rational expectations 
and that wages and prices adjust quickly because of 
wage and other input contracts. Even if households and 
firms formed rational expectations, if prices and wages 
adjusted slowly, expansionary monetary policy could 
lead to a lower unemployment level.

Most macroeconomists believe both that monetary 
and fiscal policy can shift the aggregate demand and 
that the intervention can be counterproductive. Recall 
our discussion in the previous chapter about the lags 
associated with both fiscal and monetary policies. The 
long and uncertain lags may lead to policies that are 
counterproductive. In other words, the policies aimed 
at closing a recessionary gap may cause an inflationary 
gap if the stimulus occurs at the wrong time. Or poli-
cies aimed at closing an inflationary gap may overshoot 
the goal and cause a recessionary gap. The problem is 
that we do not operate with a clear crystal ball. For 
policymakers, timing and the exact size of the stimulus 
are essential for effective stabilization policies.

Other economists believe that the potency of 
expansionary fiscal policy will be diminished by the 
crowding-out effect. That is, expansionary fiscal policy 
increases the real interest rate when it borrows money 
to finance its deficit, which crowds out private invest-
ment. It is also possible that the economy is stimulated 
with fiscal or monetary policy in the short run for polit-
ical gains that will only be inflationary in the long run. 
Recall that expansionary monetary policy lowers the 
real interest rate and stimulates private investment.

Other questions the policymakers will have to 
answer are: What are the output effects of the fiscal 
or monetary policy? What is the marginal propensity 
to consume (MPC) of the tax cut? How much will the 
central bank have to change the real interest rate to 
get the desired change in residential and commercial 
spending?

n Are fiscal and monetary policies effective?

n Should monetary policy use a rule 
or discretion?

n Should central banks target inflation?

n Could indexing reduce the costs 
of inflation?

Controversies in 
Macroeconomic Policy
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For most economists, monetary policy is the pre-
ferred tool for stabilization because the inside lags (the 
time from when a policy is needed to the time it is 
implemented) are much shorter. Recall that the federal 
open market committee (FOMC) meets eight times a 
year. Fiscal policy requires Congress to convene and 
debate the tax cuts or expenditure increases. However, 
fiscal policy may be used in special circumstances when 
monetary policy alone cannot do the job. Automatic 
stabilizers (e.g., taxes that impact disposable income 
and unemployment compensation) are an important 
part of fiscal policy and have a much smaller lag 
because they are implemented automatically.

Policy Difficulties  
with Supply Shocks

Recall that a negative supply shock, like those the 
United States experienced in the 1970s and 2007–08, 

leads to an increase in the price level and a reduction in 
real aggregate output (RGDP), as seen in Exhibit 1.

After a negative demand shock (not shown but a 
leftward shift in the AD curve from say point A), policy 
makers can employ expansionary fiscal and/or monetary 
policy which can help shift the economy back to its origi-
nal position. However, this is not the case with a nega-
tive supply shock. For example, suppose policy  makers 
choose to use expansionary fiscal and/or monetary policy 
as a response to the recession caused by the supply shock; 
this increase in aggregate demand causes an increase in 
aggregate output (RGDP) but leads to even greater infla-
tion, as seen in Exhibit 2(a). Or if policy makers choose 
to use contractionary fiscal and/or monetary policy to 
control inflation this decrease in aggregate demand leads 
to a lower price level but causes an even lower level of 
aggregate output with higher rates of unemployment, as 
seen in Exhibit 2(b). In short, stagflation caused by a sup-
ply shock makes economic policy making very difficult.

What Should  
the Central Bank Do?

Most economists believe that monetary policy 
should take the lead in stabilization policy and 

that the central bank should be independent and 
insulated from political pressure to avoid political 
business cycles. Political business cycles may occur if 
central banks ally themselves with an incumbent party 
and pursue expansionary monetary policy prior to an 
election. Even though the short-run impact may be 
increased output, employment, and a victory for the 

incumbent party in the election, the long-run impact 
will be inflation. So, faced with these potential prob-
lems, how should the central bank set its monetary 
policy?

Some macroeconomists believe that the central 
bank should adopt rules, such as a constant growth 
rate in the money supply. According to the rule 
advocates, if the money supply were only allowed to 
increase by say 3–5 percent per year (enough to accom-
modate new economic growth), the result would be less 
uncertainty and greater economic stability. In other 
words, if the fixed rule is followed and the growth rate 
is 3 percent per year and the monetary growth rate is 
3 percent per year, the average rate of inflation is zero. 
This situation seldom occurs, but the point here is that 
it would add credibility to the Federal Reserve as being 
tough on inflation. It would make it clear that what 
the Fed says it’s going to do is consistent with what it 
actually does.

Inflation Targeting

Some macroeconomists believe that we can do bet-
ter than targeting the growth rate of monetary 

aggregates. These economists believe we should target 
the inflation rate. Targeting the inflation rate would 

A Negative Supply Shock

A negative supply shock (e.g., an increase in global oil 
prices) cause production costs to rise and lowers the 
amount producers are willing to supply at any given 
aggregate price level. The result is a lower aggregate 
output at RGDP1 and a higher price level at PL2
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require the central bank to attempt to stay in a certain 
band of inflation for a specified period of time—say 
2–3 percent. The key to targeting is that it enhances 
credibility and could help to “anchor” inflationary 
expectations and lead to greater price stability. After 
all, successful monetary policy hinges critically on the 
ability to manage expectations. Several countries have 
inflation targets in place: The Bank of England is at  
2 percent; the Bank of Canada is at 2 percent; Brazil is 
at 4.5 percent; and Chile is at the range between 2 per-
cent and 4 percent. Empirical studies show a tendency 
for inflation rates to fall in countries that use inflation 
targeting.

Critics of inflation targeting will argue that cen-
tral banks need flexibility. Good leaders, like Volker 
and Greenspan, proved that they can handle the job 
without set rules or targets. In other words, the United 
States has kept inflation low without rules or targeting, 
so those opposed to targets say, “If it ain’t broke, don’t 
fix it.” Others argue that it may cause banks to focus 
too much attention on inflation at the expense of other 
goals such as output and employment. For example, a 
recessionary gap will normally cause the central bank 
to lower the interest rate to stimulate spending, output, 
and employment rather than just focus on inflation. 
Some might ask: If the Fed is going to put a target band 

on inflation, why not put one on unemployment and 
long-term interest rates too?

Targeting Inflation at Zero
So, if central banks are targeting low inflation rates of 
2 percent, why not target inflation rates at 0 percent? 
After all, we have seen the costs to inflation: shoe 
leather costs, menu costs, changes in tax liabilities, 
changes in the distribution of income—and it leads to a 
distortion of the price system. However, these costs are 
probably small if inflation rates are low and expected 
to stay low. The other problem associated with a zero 
inflation rate is that it would be difficult to precisely 
hit the target all the time, and it could lead to deflation 
(the average price level of goods and services are fall-
ing) as it did in Japan in the 1990s. Also, some macro-
economists worry that if the inflation rate is targeted 
at zero the interest rate may fall to zero in a recession 
and render expansionary macroeconomic policy pow-
erless. Other problems are unanticipated shocks and 
unanticipated financial crises. Monetary authorities 
need the flexibility to respond to these shocks by tem-
porarily going outside the target range. In recent times, 
the Federal Reserve was there to respond to the stock 
market crash of October 19, 1987—when stock prices 

Policy Response to a Supply Shock

If policy makers increase aggregate demand at ESR, aggre-
gate output increase to RGDPNR and employment increases 
but the price level rise to PL3. The increase in AD helps 
aggregate output but causes even more inflation.

If policy makers decrease aggregate demand at ESR aggregate 
output falls further to RGDP2 but the price level returns to PL1. 
The decrease in AD curbs inflation but causes a reduction in 
aggregate output and a rise in unemployment.

b. Contractionary Monetary and/or Fiscal Policya. Expansionary Monetary and/or Fiscal Policy
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—By JoHN B. TAyLoR

The incoming obama administration and con-
gressional Democrats are now considering 
a second fiscal stimulus package, estimated 

at more than $500 billion, to follow the Economic 
Stimulus Act of 2008. As they do, much can be 
learned by examining the first.

The major part of the first stimulus package was 
the $115 billion temporary rebate payment program 
targeted to individuals and families that phased out as 
incomes rose. Most of the rebate checks were mailed 
or directly deposited during May, June, and July.

The argument in favor of these temporary rebate 
payments was that they would increase consump-
tion, stimulate aggregate demand, and thereby get 
the economy growing again. What were the results? 
The chart nearby reveals the answer.

The upper line shows disposable personal 
income through September. Disposable personal 
income is what households have left after paying 

taxes and receiving transfers from the government. 
The big blip is due to the rebate payments in May 
through July.

The lower line shows personal consumption 
expenditures by households. observe that consump-
tion shows no noticeable increase at the time of the 
rebate. Hence, by this simple measure, the rebate 
did little or nothing to stimulate consumption, overall 
aggregate demand, or the economy.

These results may seem surprising, but they are 
not. They correspond very closely to what basic eco-
nomic theory tells us. According to the permanent-
income theory of Milton Friedman, or the life-cycle 
theory of Franco Modigliani, temporary increases in 
income will not lead to significant increases in con-
sumption. However, if increases are longer-term, as 
in the case of a permanent tax cut, then consump-
tion is increased, and by a significant amount.

After years of study and debate, theories based on 
the permanent-income model led many economists 
to conclude that discretionary fiscal policy actions, 
such as temporary rebates, are not a good policy 
tool. Rather, fiscal policy should focus on the “auto-
matic stabilizers” (the tendency for tax revenues to 
decline in a recession and transfer payments such 
as unemployment compensation to increase in a 
recession), which are built into the tax-and-transfer 
system, and on more permanent fiscal changes that 
will positively affect the long-term growth of the 
economy.

Why did that consensus seem to break down 
during the public debates about the fiscal stimu-
lus early this year? one reason may have been 
the apparent success of the rebate payments in 
2001. However, those rebate payments were the 
first installment of more permanent, multiyear tax 
cuts passed that same year. Hence, they were not 
temporary.

What are the implications for a second stimulus 
early next year? The mantra often heard during de-
bates about the first stimulus was that it should be 
temporary, targeted and timely. Clearly, that mantra 
must be replaced. In testimony before the Senate 
Budget Committee on Nov. 19, I  recommended 

Why Permanent tax Cuts are  
the Best stimulus
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 alternative principles: permanent, pervasive and 
predictable.

Permanent. The most obvious lesson learned 
from the first stimulus is that temporary is not 
a principle to follow if you want to get the eco-
nomy moving again. Rather than one- or two-year 
packages, we should be looking for permanent 
fiscal changes that turn the economy around in a 
lasting way.

Pervasive. One argument in favor of “targeting” 
the first stimulus package was that, by focusing on 
people who might consume more, the impact would 
be larger. But the stimulus was ineffective with such 
targeting. Moreover, targeting implied that increased 
tax rates, as currently scheduled, will not be a drag 
on the economy as long as increased payments to 
the targeted groups are larger than the higher taxes 
paid by others. But increasing tax rates on business-
es or on investments in the current weak economy 
would increase unemployment and further weaken 
the economy. Better to seek an across-the-board 
approach where both employers and employees 
benefit.

Predictable. While timeliness is an admirable attri-
bute, it is only one property of good fiscal policy. 
More important is that policy should be clear and 
understandable—that is, predictable—so that indi-
viduals and firms know what to expect.

Many complain that government interventions in 
the current crisis have been too erratic. Economic 
policy—from monetary policy to regulatory policy, 
international policy and fiscal policy—works best if it 
is as predictable as possible.

Many good fiscal packages are consistent with 
these principles. But what can Congress and the 
incoming Obama administration do to give the econ-
omy a real boost on Jan. 20? Here are a few fairly 
bipartisan measures worth considering:

First, make a commitment, passed into law, 
to keep all income-tax rates where they are now, 

effectively making current tax rates permanent. This 
would be a significant stimulus to the economy, 
because tax-rate increases are now expected on 
a majority of small business income, capital gains 
income, and dividend income.

Second, enact a worker’s tax credit equal to 6.2% 
of wages up to $8,000 as Mr. Obama proposed dur-
ing the campaign—but make it permanent rather 
than a one-time check.

Third, recognize explicitly that the “automatic 
stabilizers” are likely to be as large as 2.5% of GDP 
this fiscal year, that they will help stabilize the 
economy, and that they should be viewed as part of 
the overall fiscal package even if they do not require 
legislation.

Fourth, construct a government spending plan 
that meets long-term objectives, puts the economy 
on a path to budget balance, and is expedited to 
the degree possible without causing waste and 
inefficiency.

Some who promoted the first stimulus package 
have reacted to its failure by saying that we must 
now switch to large increases in government spend-
ing to stimulate demand. But government spending 
does not address the causes of the weak economy, 
which has been pulled down by a housing slump, a 
financial crisis and a bout of high energy prices, and 
where expectations of future income and employ-
ment growth are low.

The theory that a short-run government spend-
ing stimulus will jump-start the economy is based 
on old-fashioned, largely static Keynesian theo-
ries. These approaches do not adequately account 
for the complex dynamics of a modern interna-
tional economy, or for expectations of the future 
that are now built into decisions in virtually every 
market.

SOURCE: Wall Street Journal NOVEMBER 25, 2008, p. A-15, John Taylor, Why 

Permanent Tax Cuts Are the Best Stimulus.

WHY PERMANENT TAX CUTS ARE 
THE BEST STIMULUS (cont .)
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fell by more than 20 percent in a single day (the big-
gest ever one-day decline)—and to the shock created by 
the terrorist attacks on September 11, 2001, when the 
Federal Reserve made massive discount loans to banks 
to avoid a financial crisis.

Critics of targeting a zero inflation rate believe 
that achieving zero inflation is almost impossible 
and the costs are too high. The costs of  disinflation 
(lowering the rate of inflation) can be high. Reducing 
the inflation rate by 1 percent may reduce output by 
as much as 5 percent. Disinflation is not painless.

The Taylor Rule
A variant of monetary rules and inflation targeting is 
the Taylor rule. It is a hybrid—part rule, part discre-
tion. Taylor’s formula uses a rule to decide when to 
use discretionary decisions. According to John Taylor, 
“The federal funds rate is increased or decreased 
according to what is happening to both real GDP and 
inflation. In particular, if real GDP rises 1 percent 
above potential GDP the federal funds rate should be 
raised, relative to the current inflation rate, by .5 per-
cent. And if inflation rises by 1 percent above its target 
of 2 percent, then the federal funds rate 
should be raised by .5 percent relative 
to the inflation rate. When real GDP is 
equal to potential GDP and inflation 
is equal to its target of 2 percent, then 
the federal funds rate should remain at 
about 4 percent, which would imply a 
real interest rate of 2 percent on average. The policy 
rule was purposely chosen to be simple. Clearly, the 
equal weights on inflation and the GDP gap are an 
approximation reflecting the finding that neither vari-
able should be given a negligible weight.” If the central 
bank used this rule, market participants could easily 
predict central bank behavior, creating greater stability 
and certainty.

Asset Price Inflation
Some economists believe that the Fed should be con-
cerned about asset pricing—especially housing and 
stock market prices. The period 1999–2004 saw infla-
tion at a low rate of about 2.5 percent per year, yet 
housing prices were rising 25 percent and higher in 
some markets. In some countries, Australia and Great 
Britain, the central banks are paying closer attention to 
the growth in asset prices even when consumer price 
inflation is low. Others believe that the central bank 
should not concern itself with the value that consumers 
place on stocks and housing. If the bubble bursts, the 
Fed can lower interest rates to bolster the economy.

Of course, as we found out during the financial 
crisis of 2007–2008, there are several questions that 
must be answered. One of the most important is: Can 
you identify housing or stock bubbles when they are 
appearing? The extent of monetary policy interven-
tion may depend on the bubble. In the recession of 
2007–2008, the housing bubble spread throughout 
the economy quickly and violently, before interest rate 
policy could be used to offset the damaging effects.

Indexing and Reducing 
the Costs of Inflation

Another approach to some of the problems posed 
by inflation is indexing. As you recall, inflation 

poses substantial equity and distributional problems 
only when it is unanticipated or unexpected. One 
means of protecting parties against unanticipated 
price increases is to write contracts that automati-
cally change the prices of goods or services whenever 
the overall price level changes, effectively rewriting 
agreements in terms of dollars of constant purchasing 
power. Wages, loans, and mortgage payments—ev-

erything possible—would be changed 
every month or so by an amount equal 
to the percentage change in some 
broad-based price index. Thus, if prices 
rose by 1.2 percent this month and 
your last month’s wage was $1,000, 

your wage this month would be $1,012 ($1,000 � 
1.012). By making as many contracts as possible pay-
able in dollars of constant purchasing power, those 
involved could protect themselves against unantici-
pated changes in inflation.

Why Isn’t Indexing More 
Extensively Used?
Indexing seems to eliminate most of the wealth transfers 
associated with unexpected inflation. Why then is it 
not more commonly used? One main argument against 
indexing is that it can worsen inflation. As prices go 
up, wages and certain other contractual obligations 
(e.g., rents) also automatically increase. This immediate 
and comprehensive reaction to price increases leads to 
greater inflationary pressures. One price increase leads 
to a second, which in turn leads to a third, and so on.

Other Problems Associated 
with Indexing
We might ask, so what? If prices rise rapidly, but 
wages, rents, and so forth, move up with prices, real 

indexing 
use of payment contracts 
that automatically adjust for 
changes in inflation
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wages and rents remain constant. However, if inflation 
gets bad enough, it could become almost impossible 
administratively to maintain the indexing scheme. The 
index, to be effective, might have to be changed every 
few days, but the information to make such frequent 
changes is not currently available. To get the necessary 
information quickly, then, might be quite expensive, 
involving a small army of price-checking bureaucrats 
and a massive electronic communications system. 
Other inefficiencies occur as well. During the German 
hyperinflation of the early 1920s, prices at one point 
rose so rapidly that workers demanded to be paid twice 
a day, at noon and at the end of the workday. During 
their lunch hour, workers would rush money to their 
wives, who would then run out and buy real goods 
before prices increased further.

Other big problems include the fact that index-
ing reduces the ability for relative price changes to 
allocate resources where they are more valuable. Not 
 everything can be indexed, so indexing would cause 
wealth redistribution. In addition, costs would neces-
sarily be incurred as a result of renegotiating cost-of-
living (COLA) clauses.

Excessive inflation, then, leads to great inefficiency, 
as well as to a loss of confidence in the issuer of 
 money—namely, the government. Furthermore, inflation 
influences world trade patterns. Limited indexing, in fact, 
has already been adopted, as some wage and pension 
payments are changed with changes in the cost-of-living 
index. Whether on balance those escalator clauses are 
“good” or “bad” is a debatable topic—a normative judg-
ment that we will leave to the reader to make.

S E C T I O N    C H E C K

1. Proponents of active monetary and fiscal policy view the economy as inherently unstable and believe that 
expansionary and contractionary fiscal and monetary policy can stabilize the economy. Critics believe that 
lags and uncertainty make it virtually impossible to stabilize the economy, and the stabilization policies are 
more likely to be counterproductive.

2. Proponents of the monetary rule believe that a constant growth rate in the money supply will lead to less 
uncertainty and greater credibility. Other macroeconomists believe it is better to target inflation than an 
aggregate monetary growth rate. Critics of rules and targeting argue that the central bank needs flexibility. 
They believe that competent, independent central bank leaders can be effective in controlling inflation. Other 
critics believe that the central bank should not just focus on inflation—they should be concerned about 
employment and growth, too.

3. Inflation targeting requires the central bank to stay in a certain band of inflation for a specified period of 
time. Targeting could enhance credibility and “anchor” inflationary expectations. Critics argue that the central 
banks need flexibility and competent leaders can do the job without rules or targeting.

4. Advocates of zero inflation believe that no inflation is better than some inflation and that it “anchors” expec-
tations. It is a sign that the central bank is completely committed to eliminating inflation even if the short-run 
costs include reduced employment and output. Critics believe that achieving zero inflation is almost impos-
sible and its costs too high. The costs of disinflation (lowering the rate of inflation) can be as high a ratio as 
5:1. That is, to reduce the inflation rate by 1 percent may reduce output by as much as 5 percent. Disinflation 
is not painless.

5. Indexing is a process of adjusting payment contracts to automatically reflect changes in inflation. Indexing 
reduces the impact of inflation on the distribution of income but may also intensify the inflationary effects of 
expansionary monetary policy by increasing inflationary pressures.

1. What impact do lags have on discretionary fiscal and monetary policy?

2. What is a political business cycle? What are the possibilities for conflict of interest to arise?

3. How does credibility impact inflation?

4. What are the arguments for and against inflation targeting?

5. What are the problems associated with targeting a zero rate on inflation?

6. If each possible good were indexed to changes in the general price level, would it be easy for relative price 
changes to signal changing relative scarcities? Why or why not?
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Fill in the blanks:

 1. The recession in early 2001 was set off by a serious 
drop in __________.

 2. The Phillips curve describes a short-run trade-off 
between __________ and __________.

 3. If output prices rise but money wages do not go up 
as quickly, real wages will __________, tending to 
__________ unemployment.

 4. The Phillips curve suggests that at lower rates of 
inflation, the rate of unemployment will be __________.

 5. The Phillips curve is __________ at higher rates of 
inflation and lower rates of unemployment.

 6. An increase in aggregate demand would cause the 
economy to move __________ along a Phillips curve, 
causing the inflation rate to __________ and the rate of 
unemployment to __________.

 7. When moving up along a Phillips curve, employment 
rates tend to __________.

 8. Economists who questioned the long-term validity of 
the Phillips curve were largely __________ in the 1960s.

 9. According to Milton Friedman, a trade-off occurs 
between inflation and unemployment in the __________ 
run but not in the __________ run; the trade-off comes 
from __________ inflation.

 10. The data from the 1970s indicated that the Phillips 
curve __________ remain in place.

 11. In the long run when the expected inflation rate falls, 
the short-run Phillips curve shifts __________.

 12. The __________ hypothesis states that the economy will 
self-correct to the natural rate of unemployment.

 13. An increase in the growth rate of the money supply 
__________ aggregate demand, __________ output, 
__________ inflation, and __________ unemployment.

 14. An unanticipated increase in inflation will __________ 
real wages, resulting in a __________ unemployment 
rate.

 15. In the long run, when expected inflation rises, workers 
adjust to the higher rate of inflation by shifting the 
short-run Phillips curve __________.

 16. When actual inflation equals expected inflation, real 
output equals its __________ level and unemployment 
equals the __________.

 17. In the long run, when inflation increases, there is 
__________ in unemployment.

 18. A decrease in inflation will __________ real wages 
at first, __________ real output and __________ 
unemployment.

 19. If inflation is steady, actual inflation __________ 
expected inflation.

 20. When people adapt their inflationary expectations 
after actual inflation changes, it is called __________ 
expectations.

 21. Higher production costs due to adverse supply shocks 
shift the short-run Phillips curve __________.

 22. An adverse supply shock __________ cause inflation 
to increase and unemployment to increase at the same 
time.

 23. A favorable supply shock can result in both 
unemployment and inflation __________ at the same time.

 24. If people expect supply shocks to be permanent, the 
result would be inflation and unemployment both 
__________ for adverse supply shocks and both 
__________ for favorable supply shocks.

 25. An increase in oil prices is considered a(n) __________ 
supply shock.

 26. If people could __________ to policy changes, it might 
not be possible to increase real output or employment 
through policy actions.

 27. The theory of rational expectations leads to a(n) 
__________ conclusion about macroeconomic policy’s 
ability to achieve our economic goals.

 28. Rational expectations economists believe that wages 
and prices are __________ and workers __________ 
incorporate the likely consequences of government 
policy changes into their expectations.

 29. Rational expectations economists think the economy 
tends to be inherently __________ and that government 
policy has the desired effects only when consumers and 
workers are caught __________.

 30. According to rational expectations, when policy targets 
become public, people will alter their behavior to largely 
__________ the intended effects.

 31. If changes in the inflation rate are quickly reflected 
in expectations, unemployment or real output from 
macroeconomic policy would experience __________ 
effect.

 32. An increase in aggregate demand that is correctly 
anticipated and responded to will __________ the 
price level, __________ real output and __________ the 
unemployment rate.
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 33. When expansionary macroeconomic policy is 
unanticipated, the short-run aggregate supply curve 
__________ in the short run, but when it is correctly 
anticipated, the short-run aggregate supply curve 
__________.

 34. Whether a macroeconomic policy change is anticipated 
or unanticipated it will not change real output or 
unemployment in the __________ run.

 35. In the short run, an increase in aggregate demand will 
__________ the price level, whether it is anticipated 
or not, but it will increase real output only if it is 
__________.

 36. If people expect a larger increase in aggregate demand 
than the actual increase in aggregate demand that 
occurs, the price level would __________ and real 
output would __________ in the short run.

 37. If input prices adjust __________, the rational 
expectations view that changes in government policy 
would have no effect on real output in the short run 
would be incorrect.

 38. Real business cycle theorists believe that __________ 
shocks due to __________ changes are the cause of 
business cycles.

 39. In real business cycle analysis, negative shocks cause 
__________ and positive shocks cause __________.

 40. A productivity boom would tend to __________ 
the marginal productivity of labor, __________ real 
wages, __________ average hours worked, __________ 
investment, leading to an economic __________.

 41. In real business cycle analysis, several quarters 
of below-average productivity would cause real 
output, investment, and average hours worked to 
__________, and the economy would tend toward 
__________.

 42. In real business cycle analysis, the key is that the long-
run aggregate supply curve __________, rather than 
short-run __________ deviating from the long-run 
aggregate supply curve.

 43. If aggregate demand is insufficient, policymakers can 
stimulate aggregate demand by __________ government 
spending, __________ taxes, or __________ the growth 
rate of the money supply.

 44. Activist macroeconomists believe that in the short run, 
discretionary macroeconomic policy can __________ 
economic fluctuations.

 45. Most economists accept the notion that unemployment 
will be close to the natural rate of unemployment in the 
__________ run.

 46. The rational expectations school, the form that 
assumes instant adjustment, believes that government 
__________ impact real output in the short run.

 47. With __________ expectations, but not __________ 
expectations, inflation could potentially be lowered by 
macroeconomic policy without causing a recession.

 48. Real business cycle theorists as well as rational 
expectations economists believe that wages and prices 
are __________ and that markets adjust __________.

 49. If the timing or the magnitude of a macroeconomic 
policy change is not what is intended, it could make the 
economy __________ stable.

 50. Monetary policy is often the preferred stabilization tool 
due to its __________ inside lags.

 51. Monetary policy rules and inflation targeting are 
intended to add __________ to the Federal Reserve’s 
determination to hold inflation down.

 52. Inflation targeting is intended to help __________ 
inflation expectations and lead to __________ price 
stability.

 53. Shoe leather costs and menu costs are probably small if 
inflation is __________ and expected to __________.

 54. One worry about inflation targeting is that it would 
reduce monetary authorities’ __________ to respond to 
__________ shocks and crises.

 55. To reduce the inflation rate by one percentage point may 
require reducing real output by __________ 1 percent.

 56. The Taylor approach uses a __________ to decide when 
to use __________ actions.

 57. The Taylor rule suggests changes in the __________ rate 
when real output or inflation rates deviate from their 
targets.

 58. Under a Taylor rule, when real GDP falls below 
potential GDP, the federal funds rate should 
__________, and when inflation falls above the target 
the federal funds rate should __________.

 59. Under a Taylor rule, for each one percentage point 
deviation from potential GDP or from the target 
inflation rate, the federal funds rate should change by 
__________ point.

 60. __________ is a way of protecting parties against 
unanticipated changes in inflation by using contracts 
that automatically adjust to changes in purchasing 
power.

 61. One main argument against indexing is that it can 
__________ inflation, by making one price increase lead 
to others.
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 62. If __________ becomes rapid, it could be almost 
impossible to administer an indexing scheme.

 63. Another problem with indexing is that it reduces the 
ability for __________ changes to efficiently allocate 
resources.

Answers: 1. investment 2. inflation; unemployment 3. fall; reduce 4. higher 5. steeper 6. up; rise; fall 7. rise 8. ignored 9. short; long; 
unanticipated 10. did not 11. leftward 12. natural rate 13. increases; increasing; increasing; decreasing 14. decrease; lower 15. rightward 
16. natural; natural rate of unemployment 17. no change 18. increase; lowering; raising 19. equals 20. adaptive 21. rightward 22. can 
23. falling 24. increasing; decreasing 25. negative or adverse 26. instantly recognize and respond 27. pessimistic 28. flexible; quickly 29. stable; 
off-guard 30. negate 31. little or no 32. increase; leave unchanged; leave unchanged 33. does not change; shifts upward 34. long 35. increase; 
unanticipated 36. increase; decrease 37. slowly 38. productivity; technological 39. recessions; expansions 40. increase; increase; increase; 
increase; expansion 41. fall; recession 42. shifts; real output 43. increasing; decreasing; increasing 44. reduce 45. long 46. cannot 47. rational; 
adaptive 48. flexible; quickly 49. less 50. shorter 51. credibility 52. anchor; greater 53. low; stay low 54. flexibility; unanticipated 55. more 
than 56. rule; discretionary 57. federal funds 58. fall; rise 59. 0.5 60. Indexing 61. worsen 62. inflation 63. relative price

Key Terms and Concepts

Sect ion Check Answers

 The Phillips Curve
 1. How does the rate of inflation affect real wage 

rates if nominal wages rise less or more slowly 
than output prices?
When nominal wages rise less or more slowly than 
output prices, real (adjusted for inflation) wages fall.

 2. How does the change in real wage rates (relative 
to output prices) as inflation increases affect the 
unemployment rate?
The fall in real wage rates (relative to output prices) 
as inflation increases reduces the unemployment rate, 
because the lower real wage rates make it profitable to 
hire more, now relatively cheaper, employees than before.

 3. What is the argument for why the Phillips 
curve is relatively steeper at lower rates of 
unemployment and higher rates of inflation?
The argument is that once capacity utilization is high 
and unemployment is low, an increased part of the 
economy is already operating at or near full capacity, 
and further fiscal or monetary policy stimulus primarily 
triggers inflationary pressures in sectors already at 
capacity, while eliminating decreasing amounts of 
unemployment in those fewer sectors where excess 
capacity and high unemployment still exist.

 4. For a given upward-sloping short-run aggregate 
supply curve, how does an increase in aggregate 
demand correspond to a movement up and to 
the left along a Phillips curve?
For a given upward-sloping short-run aggregate supply 
curve, an increase in aggregate demand moves the 

economy up along the short-run aggregate supply curve 
to an increased price level and increased real GDP. The 
increase in the price level is an increase in inflation 
and the increase in real GDP is accompanied by a 
decrease in unemployment, so the same effect is shown 
by a move up (higher inflation) and to the left (lower 
unemployment) along a Phillips curve.

 The Phillips Curve over Time
 1. Is the Phillips curve stable over time?

No. While the short-run Phillips curve was once 
considered to be stable, economists now recognize 
that it is unstable and does not represent a permanent 
relationship between unemployment and inflation rates.

 2. Why would you expect no relationship between 
inflation and unemployment in the long run?
This is the natural rate hypothesis. You would expect 
there to be no relationship between inflation and 
unemployment in the long run because the long run 
represents what happens once people have completely 
adjusted to changed conditions. Therefore, in the long 
run, actual and expected rates of inflation are the same, 
and changes in rates of inflation do not change people’s 
“real” behavior (reflected in unemployment and real 
GDP) because those changes are not unexpected.

 3. Why is the economy being on the long-run 
Phillips curve equivalent to its being on the long-
run aggregate supply curve?
Unemployment equals its natural rate along the long-
run Phillips curve. Real GDP is equal to its natural 
level along the long-run aggregate supply curve. But the 
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natural level of real GDP is the output level consistent 
with unemployment equal to its natural rate, so points 
on both curves illustrate the same results.

 4. Why would inflation have to accelerate over 
time to keep unemployment below its natural 
rate (and real output above its natural level) for 
a sustained period of time?
Inflation would have to accelerate over time to keep 
unemployment below its natural rate (and real output 
above its natural level) for a sustained period of time 
because over time, people would adapt to any given 
level of inflation. Therefore, at a given rate of inflation, 
unemployment would return to its natural rate over 
time. To keep people “fooled” into unemployment 
below its natural rate requires more inflation than 
people expected, and to maintain this requires 
accelerating inflation over time.

 5. What does the long-run Phillips curve say about 
the relationship between macroeconomic policy 
stimulus and unemployment in the long run?
The vertical long-run Phillips curve indicates that 
there is no relationship between macroeconomic 
policy stimulus and unemployment in the long run, 
once people have had time to completely adapt to it. 
Unemployment will equal its natural rate in the long 
run, and macroeconomic policy will therefore only 
change the inflation rate in the long run.

 Rational Expectations and 
Real Business Cycles
 1. What is the rational expectations theory?

The rational expectations theory incorporates 
expectations as a central factor in the analysis 
of the entire economy. It is essentially the idea that 
people will rationally anticipate the predictable 
future consequences of present decisions, and 
change their behavior today to reflect those future 
consequences. For example, this would mean that 
people can anticipate the inflationary long-run 
consequences of macroeconomic policies adopted 
today, and that anticipation leads them to change 
their current behavior in a way that can quickly 
neutralize the intended impact of a government 
action.

 2. Why could an unexpected change in inflation 
change real wages and unemployment, while an 
expected change in inflation could not?
An unexpected change in inflation could change real 
wages and unemployment precisely because it was 
unexpected, and people were “fooled” into changing 
their behavior (in the short run). An expected 
change in inflation would not change real wages and 
unemployment because no one is fooled, so people 
don’t change their real behavior as a result.

 3. Why can the results of rational expectations be 
described as generating the long-run results of a 
policy change in the short run?
The long run refers to the situation once people 
have had time to completely adjust their behavior to 
current circumstances. But under rational expectations, 
the long-run consequences will be anticipated and 
responded to today, so that people have completely 
adjusted their behavior to new policies in the short run. 
Therefore, the results of rational expectations can be 
described as generating the long-run results of a policy 
change in the short run.

 4. In a world of rational expectations, why is it 
harder to reduce unemployment below its 
natural rate but potentially easier to reduce 
inflation rates?
Reducing unemployment below its natural rate 
requires that inflation is greater than expected. But 
under rational expectations, people are not fooled by 
inflationary policies (unless they are surprised), so this 
is very hard to do. It is potentially easier to reduce 
inflation rates under rational expectations, though, 
because people will be more quickly convinced that 
inflation will fall when credible government policies are 
put in place, and it will not take an extended period 
of high unemployment before they adapt to the lower 
inflation rate that results.

 5. Even if individuals could quickly anticipate the 
consequences of government policy changes, 
how could long-term contracts (e.g., three-
year labor agreements and 30-year fixed rate 
mortgages) and the costs of changing price lists 
and catalogs result in unemployment still being 
affected by those policy changes?
Even if individuals could quickly anticipate the 
consequences of government policy changes, long-term 
contracts can’t be instantly adjusted, so the real prices 
and wages subject to such contracts will be at least 
temporarily changed by inflation “surprises,” at least 
until such contracts can be rewritten. Similarly, price 
lists and catalogs will not be changed instantly when 
new policies are adopted, because of the cost of doing 
so, and those prices will not instantly adapt to new 
inflationary expectations. Since these prices will be 
“wrong” for a period after new policies are adopted, 
real wages and prices, and therefore unemployment, 
can still be affected for a period of time by policy 
changes.

 6. Why do expected rainstorms have different 
effects on people than unexpected rainstorms?
Expected rainstorms don’t catch you by surprise, so 
you prepare for them in a way that minimizes their 
effects (umbrellas, jackets, etc.). Unexpected rainstorms 
catch you by surprise, and have much greater effects, 
because they haven’t been prepared for.
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 7. What is the real business cycle theory?
In short, real business cycle theory points to positive and 
negative supply shocks as the cause of the business cycle. 
Real shocks can include changes in technology, resource 
prices, government regulation, good or bad weather, 
and international disturbances. Negative shocks cause 
recessions and positive shocks cause expansion.

 8. Give an example of a positive productivity shock.
A technological advance, which leads to unexpected 
productivity improvements, would be a positive 
productivity shock. It would increase the marginal pro-
ductivity of labor, increase real wages, and increase the 
quantity of labor supplied. In addition, expectations of 
higher profits would increase investment in new capital 
and equipment. Together, these lead to an increase in 
output, consumption, and investment—an economic 
expansion.

 9. According to real business cycle theorists, what 
happens when a negative productivity shock 
occurs?
A negative supply shock is the opposite of a positive 
supply shock. It would decrease the marginal produ-
ctivity of labor, decrease real wages, and decrease the 
quantity of labor supplied. In addition, expectations of 
lower profits would decrease investment in new capital 
and equipment. Together, these lead to a decrease in 
output, consumption, and investment—an economic 
recession.

 10. What does it mean when we say that real 
business cycle theorists have made us think 
more about the supply side?
In real business cycle theory, potential output (the 
LRAS) fluctuates, so changes on the supply side drive 
business cycles, rather than booms and recessions 
being caused by output deviating from potential 
output.

 Controversies in 
Macroeconomic Policy
 1. What impact do lags have on discretionary fiscal 

and monetary policy?
Since for stabilization policy to be effective it requires 
that the policy be appropriate in direction, magnitude, 
and timing, lag problems can cause policy to be 
ineffective or even worsen problems. This means that 
policies aimed at closing a recessionary gap may cause 
an inflationary gap, or that policies aimed at closing an 
inflationary gap may cause a recessionary gap, if the 
policies have their effects at the wrong time. Further, 
this leads many economists to believe that monetary 
authorities should take the lead in stabilization policy, 
because of the much shorter inside lags for monetary 
policy. Shorter lags are also an advantage for automatic 
stabilizers over discretionary fiscal policy.

 2. What is a political business cycle? What are the 
possibilities for conflict of interest to arise?
Political business cycles can occur when economic 
policies are timed for political effect, as when a central 
bank pursues expansionary monetary policy prior to 
an election. The conflict of interest arises because while 
the short-run impact may be electoral success because 
of the increased output and employment, the long-run 
effect will be inflation and the costs entailed in dealing 
with it or overcoming it.

 3. How does credibility impact inflation?
Credibility is particularly important to make it clear 
that government authorities, such as the Federal 
Reserve, will actually do what they say they will do 
(e.g., when they say they will be tough on inflation, 
they actually will be). This dramatically reduces the risk 
that such government policy will fool you in substantial 
ways, so that you need not worry so much about 
protecting yourself against policy-induced mistakes, 
and social coordination is improved as a result.

 4. What are the arguments for and against inflation 
targeting?
The argument for inflation targeting is that rules 
are important in creating policy credibility and 
that inflation targeting works more effectively 
than other rules, such as targeting the growth of 
monetary aggregates. Targeting inflation is said to 
enhance credibility and to help “anchor” inflationary 
expectations and lead to greater price stability. Critics 
argue that inflation targeting removes the flexibility 
that central banks need to respond to changing 
situations and may focus too much attention on 
inflation and not enough on employment and output.

 5. What are the problems associated with targeting 
a zero rate on inflation?
While there are costs of low rates of inflation (e.g., shoe 
leather and menu costs), those costs are small when infla-
tion is low and expected to remain low. A zero inflation 
rate, however, would be difficult to precisely hit, and 
could even lead to deflation, which also causes economic 
problems. Some economists also worry that targeting 
zero inflation could sometimes result in a zero interest 
rate, which would render expansionary monetary policy 
powerless to stimulate the economy. Further, when there 
are unanticipated shocks and crises, it would eliminate 
the flexibility that central banks need to respond.

 6. If each possible good were indexed to changes 
in the general price level, would it be easy for 
relative price changes to signal changing relative 
scarcities? Why or why not?
When all prices tend to change together (e.g., when one 
price goes up, the price level goes up, and so other indexed 
prices also go up as a result), it is harder for relative prices 
to change to reflect changing relative scarcity.
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True or False:

1. The inverse relationship between the rate of unemployment and the rate of inflation is called the Phillips curve.

2. If output prices rise faster than money wages, real wages will fall, as will the unemployment rate.

3. According to the short-run Phillips curve, the cost of lower unemployment appears to be greater inflation, and the cost of 
lower inflation appears to be higher unemployment.

4. Along any particular Phillips curve, the slope and therefore the trade-off between unemployment and inflation is constant.

5. The Phillips curve concept was developed by looking at the relationship between inflation and wage rates.

6. A single short-run Phillips curve can accurately describe the behavior of the economy since 1969.

7. If aggregate demand stimulus occurs in a fully employed economy, the result will mostly be higher prices in the economy, 
even in the short run, if the Phillips curve is steep over the relevant range.

8. The Phillips curve shows the relationship between the rate of inflation and the rate of growth in real GDP.

9. The natural rate of unemployment is the level that will occur after the economy completely self-corrects from a change in 
aggregate demand.

10. If the government tried to maintain unemployment below its natural rate for a sustained period of time, it would 
accelerate inflation.

11. Rational expectations economists tend to believe that people anticipate the results of government policy moves.

12. If people’s expectations instantly and accurately reflected the likely result of government policy changes, the SRAS and 
LRAS curves would be the same.

13. Rational expectations models assert that in an effort to protect themselves from a higher anticipated inflation rate, 
workers ask for higher wages, suppliers increase input prices, and producers raise their product prices.

14. Rational expectations economists believe that wages and prices are relatively rigid.

15. Rational expectations theory suggests that government economic policies have limited effectiveness. As a result, monetary 
and fiscal policy will affect output and employment only if people are fooled by policy moves.

16. Real business cycle theorists believe the business cycle is primarily caused by aggregate demand shocks.

17. According to real business cycle theorists, rapid productivity growth causes economic expansions and productivity 
slowdowns cause recessions.

18. Unexpected productivity improvements would tend to increase both real wages and average hours worked.

19. The occurrence of productivity shocks tends to change the marginal productivity of labor, real wages, average hours 
worked, and the level of investment all in the same direction.

20. In real business cycle theory, shocks change the long-run aggregate supply curve rather than leading real output to deviate 
from the long-run aggregate supply curve.

21. Activist economists believe that discretionary macroeconomic policy can make the economy less unstable.

22. Most economists think that unemployment will remain close to the natural rate of unemployment in the short run.

23. Real business cycle theorists agree with rational expectations economists that wages and prices are flexible and that 
markets adjust quickly to economic shocks.

24. For many economists, monetary policy’s shorter outside lag is an advantage in using monetary policy for stabilization 
efforts.

25. If monetary authorities respond to political pressures during a recession, the result could be a decrease in interest rates 
and a decrease in unemployment in the short run, but higher inflation in the long run.

26. One of the advantages of monetary policy rules is to increase the Federal Reserve System’s credibility in its fight against 
inflation.

27. Monetary policy rules have the advantage of giving the Fed discretion to deal with sudden shocks and crises.
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 28. An example of indexing is an escalator clause, linking wage rates to a cost-of-living measure.

 29. Some economists oppose widespread indexing on the grounds that it could worsen inflation.

 30. As a practical matter, indexing can only be used with wage contracts.

Multiple Choice:

 1. If output prices rise faster than money wages, the likely result will be that
 a. real wages will fall, as will the unemployment rate.
 b. real wages will fall, and the unemployment rate will rise.
 c. real wages will rise, as will the unemployment rate.
 d. real wages will rise, and the unemployment rate will fall.

 2. Society faces a
 a. long-run trade-off between price inflation and unemployment.
 b. short-run trade-off between inflation and unemployment.
 c. short-run trade-off between the actual unemployment rate and the natural rate of unemployment.
 d. long-run trade-off between inflation and real output.
 e. Both b and d are correct.

 3. If policymakers expand aggregate demand, they can lower unemployment ________, but only by _________.
 a. temporarily; decreasing inflation
 b. temporarily; increasing inflation
 c. permanently; decreasing inflation
 d. permanently; increasing inflation

 4. If the Phillips curve is steeper at higher rates of inflation, it suggests that
 a. once the economy has relatively low unemployment rates, further reductions in the unemployment rate can occur 

only by accepting larger increases in the inflation rate.
 b. once the economy has relatively low unemployment rates, further reductions in the unemployment rate can occur 

only by reducing the rate of inflation.
 c. only reducing the rate of inflation can reduce the high unemployment rate.
 d. When the economy is experiencing low inflation rates, the unemployment rate can be reduced only by accepting 

lower rates of inflation.

 5. If decision makers underestimate inflation, the real wage will
 a. rise, increasing unemployment.
 b. rise, reducing unemployment.
 c. fall, increasing unemployment.
 d. fall, reducing unemployment.

 6. At the natural rate of unemployment, the long-run Phillips curve is
 a. horizontal.
 b. upward sloping.
 c. downward sloping.
 d. vertical.

 7. An increase in aggregate demand will cause a larger increase in the price level when the economy
 a. is operating at or near full employment.
 b. is operating with substantial excess capacity.
 c. is operating with high unemployment.
 d. is in a depression.

 8. Which of the following is consistent with a movement along a short-run Phillips curve?
 a. a decrease in the inflation rate with no change in unemployment
 b. a decrease in unemployment with no change in the inflation rate
 c. a decrease in inflation with an increase in unemployment
 d. a decrease in unemployment and a decrease in inflation
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 9. Most economists today believe that the Phillips curve is
 a. downward sloping in the short run but vertical in the long run.
 b. vertical in the short run but downward sloping in the long run.
 c. upward sloping in the short run but vertical in the long run.
 d. vertical in the short run but upward sloping in the long run.

 10. The short-run Phillips curve trade-off implies
 a. that if the curve shifts over time, society must accept decreases in unemployment for decreases in inflation.
 b. that if the curve is stable, society must accept increases in inflation for increases in unemployment.
 c. that if the curve shifts over time, society must accept increases in inflation for decreases in unemployment.
 d. that if the curve is stable, society must accept increases in unemployment for decreases in inflation.

 11. Which of the following would shift the Phillips curve to the left?
 a. an adverse supply shock
 b. an increase in inflationary expectations
 c. a favorable supply shock
 d. all of the above

 12. If the inflation rate is increasing while unemployment is increasing,
 a. the short-run Phillips curve must have shifted right.
 b. the short-run Phillips curve must have shifted left.
 c. it involved a movement along the short-run Phillips curve.
 d. it would be inconsistent with any possible Phillips curve scenario.

 13. Which of the following is true?
 a. Inflation and unemployment rates can both increase in the short run in response to adverse supply shocks.
 b. Inflation and unemployment rates can both decrease in the short run in response to reduced aggregate demand.
 c. Inflation and unemployment rates can both decrease in the short run in response to adverse supply shocks.
 d. The short-run Phillips curve relationship appears to be relatively stable over time.
 e. None of the above is true.

 14. The short-run Phillips curve could shift to the right as a result of either ____________ or ____________.
 a. rising oil prices; increasing inflation expectations
 b. rising wages; falling prices
 c. declining oil prices; falling inflation expectations
 d. falling wages; rising prices
 e. none of the above

 15. If people expect a higher inflation rate, the
 a. short-run Phillips curve will shift to the right.
 b. long-run Phillips curve will shift to the right.
 c. short-run and long-run Phillips curves will both shift to the right.
 d. short-run Phillips curve will shift to the left.

 16. A current short-run Phillips curve can remain stable over time
 a. only if there is no inflation.
 b. if inflation remains steady at its current rate.
 c. if inflation is accelerating.
 d. if inflation is decelerating.

 17. As the economy moves up and to the right along a short-run aggregate supply curve, it
 a. moves up and to the right along the short-run Phillips curve.
 b. moves up and to the left along the short-run Phillips curve.
 c. moves down and to the right along the short-run Phillips curve.
 d. moves down and to the left along the short-run Phillips curve.
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 18. If the actual unemployment rate exceeds the natural rate of unemployment, there will be a tendency toward
 a. increased inflation and a leftward shift of the short-run Phillips curve.
 b. decreased inflation and a rightward shift of the short-run Phillips curve.
 c. increased inflation and a rightward shift of the short-run Phillips curve.
 d. decreased inflation and a leftward shift of the short-run Phillips curve.

 19. An increase in the expected level of inflation will cause short-run aggregate supply to _____ and the short-run Phillips 
curve to ______.

 a. shift left; shift right
 b. shift left; shift left
 c. shift right; shift right
 d. shift right; shift left
 e. none of the above

 20. A decrease in inflation expectations causes producers to push for _____ input prices, which results in a(n) _____ shift in 
the short-run Phillips curve.

 a. lower; rightward
 b. lower; leftward
 c. higher; rightward
 d. higher; leftward

 21. Whenever the actual rate of inflation is less than the expected rate of inflation,
 a. the unemployment rate will fall.
 b. the unemployment rate will exceed the natural rate of unemployment.
 c. the unemployment rate will rise.
 d. the unemployment rate will be below the natural rate of unemployment.
 e. both c and d will occur.

 22. In the long run, an increase in the actual annual rate of inflation from 8 percent to 10 percent will
 a. not affect the natural rate of unemployment.
 b. not affect the actual rate of unemployment.
 c. increase the natural rate of unemployment.
 d. increase the actual rate of unemployment.
 e. not affect either the natural rate of unemployment or the actual rate of unemployment.

 23. According to rational expectations, if workers and firms forecast inflation accurately,
 a. the real wage will not decline as the price level rises.
 b. workers will not lose from inflation, and firms will not gain.
 c. the aggregate supply curve will be vertical.
 d. all of the above are correct.

 24. If increased inflation exceeds forecast inflation in the short run but not in the long run, what are the shapes of the aggre-
gate supply curves?

 a. AS is vertical in the short run and long run.
 b. AS is vertical in the short run, and upward sloping in the long run.
 c. AS is upward sloping in the short run, and vertical in the long run.
 d. AS is upward sloping in the short run, and horizontal in the long run.
 e. AS is horizontal in the short run and the long run.

 25. If expectations are rational,
 a. a predictable change in inflation can make the expected inflation rate deviate from the actual inflation rate.
 b. unemployment can exceed the full-employment rate even in the long run.
 c. the inflation rate cannot be reduced without a sustained period of high unemployment, because the short-run Phillips 

curve is downward sloping.
 d. an increase in aggregate demand due to government policy will not necessarily increase real output.
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 26. According to the rational expectations view, the government can change real output
 a. with appropriate, well-publicized fiscal and monetary policies.
 b. with appropriate, well-publicized fiscal and monetary policies in the short run, but not in the long run.
 c. only by making unexpected changes in aggregate demand.
 d. without ever affecting the price level.

 27. The theory of rational expectations says that
 a. workers make excellent choices of places to work.
 b. economists expect workers to always correctly forecast the inflation rate.
 c. economists, but not workers, are expected to always correctly forecast the inflation rate.
 d. workers and consumers incorporate the likely consequences of government policy into their expectations rapidly.

 28. If expectations are rational, can fiscal and monetary policy control real output?
 a. Yes, provided policies are announced in advance.
 b. Yes, both policies are effective in altering real output in the desired way.
 c. No, because policymakers can’t accurately predict how people’s expectations will be affected by the policies they 

adopt.
 d. No, only fiscal policy can alter unemployment in the short run.
 e. No, only monetary policy can alter unemployment in the short run.

 29. If expectations are rational, is it possible to reduce inflation without causing increased unemployment?
 a. Yes, simply by using monetary policy to reduce aggregate demand instead of fiscal policy.
 b. No, no economic theory assumes that this is possible under any conditions.
 c. Yes, simply by making a quick move to reduce aggregate demand with no announcement.
 d. No, rational expectations theory assumes that any decrease in inflation always triggers mass unemployment.
 e. Yes, simply by reducing the growth aggregate demand to a lower level and announcing this in a credible way.

 30. Employment will be affected by inflation only if
 a. the inflation rate gets above a certain level.
 b. the inflation is expected.
 c. the inflation rate is different from what was expected.
 d. unemployment is above the natural rate.

 31. Rational expectations theory implies that accurately anticipating aggregate demand
 a. will increase RGDP in the short run.
 b. will affect RGDP and inflation only in the long run.
 c. may affect RGDP but not nominal GDP in the short run.
 d. will do none of the above.

 32. Whether people quickly anticipate the effects of government policy changes or not, an increase in the growth rate of 
aggregate demand will tend to increase nominal GDP

 a. in both the short run and the long run.
 b. in the short run but not the long run.
 c. in the long run but not the short run.
 d. in neither the short run nor the long run.

 33. If an increase in the growth rate of AD leads to an increase in real GDP in the short run,
 a. the increase in AD could have been correctly anticipated.
 b. the increase in AD could have been greater than anticipated.
 c. the increase in AD could have been less than anticipated.
 d. the increase in AD could have been any of the above.

 34. With rational expectations, a policy that would increase AD would lead to
 a. higher inflation and lower unemployment in the short run.
 b. higher inflation and higher unemployment in the short run.
 c. higher inflation and no change in unemployment in the short run.
 d. higher inflation and an indeterminate effect on unemployment in the short run, unless people’s expectations 

were correct.
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 35. With rational expectations, a policy that would increase AD would lead to
 a. higher inflation and lower unemployment in the short run if people underestimated the effect of the policy on inflation.
 b. higher inflation and higher unemployment in the short run if people underestimated the effect of the policy on infla-

tion.
 c. higher inflation and no change in unemployment in the short run, if people’s expectations were correct.
 d. higher inflation and an indeterminate effect on unemployment in the short run, if people’s expectations were correct.
 e. both a and c.

 36. If the rational expectations theory is accurate, equilibrium real GDP will change in the short run
 a. whenever the aggregate demand curve shifts.
 b. only if discretionary fiscal policy is used.
 c. only if there is a shift in aggregate demand that could not have been predicted from the information available to the 

public.
 d. only if discretionary monetary policy is used.
 e. none of the above

 37. A conclusion of the theory of rational expectations is that, in the short run, the impact of a correctly anticipated fiscal 
policy designed to increase AD will

 a. result in no net change in AD once people’s expectations of adjustments have been accounted for.
 b. shift AD in the opposite direction intended once people’s expectations of adjustments have been accounted for.
 c. result in no change in the price level.
 d. increase the price level.
 e. be characterized by both a and d.

 38. Critics of rational expectations theory believe
 a. that most people are truly not well informed about the effects of a policy change.
 b. that most people do not adjust their behavior rapidly to changes in government policies, in part because they are not 

informed about the effects of policy changes.
 c. that wages and prices are not as flexible as the rational expectations theory assumes.
 d. all of the above.

 39. Which of the following is false?
 a. If people can anticipate the plans of policymakers and alter their behavior quickly, their behavior could neutralize 

the intended impact of government action on real GDP.
 b. The theory of rational expectations leads to optimistic conclusions regarding macroeconomic policy’s ability to 

achieve its intended economic goals.
 c. Rational expectations economists believe that wages and prices are flexible, and that workers and consumers incor-

porate the likely consequences of government policy changes quickly into their expectations.
 d. Catching consumers and businesspeople off-guard with macroeconomic policy changes gets harder the more you try 

to do it.
 e. None of the above is false; all are true.

 40. Which of the following is true?
 a. A correctly anticipated increase in AD from expansionary monetary or fiscal policy will not change real output, 

employment, or unemployment in the short run.
 b. In the rational expectations model, when people expect a larger increase in AD than actually results from a policy 

change, it leads to a lower price level and a higher level of RGDP in the short run.
 c. If some input prices are slow to adjust to changes in the price level, the rational expectations model of complete 

wage and price flexibility will be correct.
 d. In the long run and the short run, the expected inflation rate equals the actual inflation rate.

 41. Under rational expectations, a fully anticipated decrease in the inflation rate from 6 percent to 2 percent will
 a. lower unemployment at first, but then unemployment will return to its natural rate.
 b. lower unemployment permanently.
 c. not change unemployment in either the short run or the long run.
 d. raise unemployment at first, but then unemployment will return to its natural rate.
 e. raise unemployment permanently.
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 42. Which of the following is not a factor emphasized by real business cycle theorists as a cause of business cycles?
 a. the growth rate of productivity
 b. technological advances
 c. slow adjustments of markets to changes in inflation
 d. all of the above are emphasized by real business cycle theorists as causes of business cycles.

 43. According to real business cycle theorists, as a result of a negative productivity shock,
 a. the marginal productivity of labor will fall.
 b. the real wage rate will fall.
 c. the average hours of work will fall.
 d. investment will fall.
 e. All of the above will occur.

 44. Which of the following would move in a different direction from the others in the case of a positive productivity shock?
 a. investment
 b. the average amount of vacation time taken by workers
 c. real wages
 d. real output
 e. the marginal productivity of labor

 45. Under the Taylor rule, the federal funds rate would be increased by half a point when
 a. real GDP exceeds target real GDP by 1 percentage point.
 b. target GDP exceeds real GDP by 1 percentage point.
 c. inflation exceeds the inflation target by 1 percentage point.
 d. either a or c occurs.

 46. The primary purpose of indexing is to
 a. lower the inflation rate.
 b. reduce the social costs of inflation.
 c. help the government maintain wage and price controls.
 d. All of the above are primary purposes of indexing.

 47. Indexing is a method of fighting inflation by
 a. tying monetary payments to changes in price indexes.
 b. lowering the level of the consumer price index.
 c. keeping prices from rising above government set ceilings.
 d. all of the above.

 48. An escalator clause generally allows wage increases
 a. without annual negotiations.
 b. only when prices increase by more than 5 percent.
 c. when unemployment threatens a major industry.
 d. to protect workers from increases in the prices of a few selected products.

 49. Indexing
 a. is a process of adjusting payment contracts to automatically adjust for changes in the price level.
 b. can reduce the impact of inflation on the distribution of income.
 c. may intensify the inflationary effects of expansionary monetary policy by increasing inflationary pressures.
 d. is characterized by all of the above.

Problems:

 1. Use the following diagrams and
 a. show what would happen in both diagrams if government purchases increase in the short run.
 b. show what would happen in both diagrams if the growth rate of the money supply was reduced in the short run.
 c. show what would happen in both diagrams if people came to expect a higher rate of inflation.
 d. show what would happen in both diagrams if a favorable supply shock occurred.
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 2. Use the diagram to answer the following questions:
 a. At which point might expansionary government policy help stabilize the economy?
 b. At which point might contractionary government policy help stabilize the economy?

 

p g y g

P
ri

ce
 L

ev
el

Real GDP

0

D

C

B

E

F

A

RGDPFEPP

PL0

PPL11

LRAS
SRAS1

SRAS0SS

AD0DD

AD1

 3. Use the diagram from problem 2 and
 a. indicate which movement would correspond to an unanticipated expansionary government policy in the short run.
 b. indicate which movement would correspond to an unanticipated contractionary government policy in the short run.
 c. indicate which movement would correspond to a completely anticipated expansionary government policy, under 

rational expectations.
 d. indicate which movement would correspond to a completely anticipated contractionary government policy in the short run.
 e. indicate what would happen if an expansionary government policy occurred, but its inflationary effects were smaller 

than they were expected to be.

 4. Abraham Lincoln once said “You can fool all of the people some of the time, and some of the people all of the time, but 
you cannot fool all of the people all of the time.” How can a central bank that conducts monetary policy “fool people” 
and thereby affect the level of unemployment in the economy? What happens if people begin to anticipate future mon-
etary policy correctly based upon past experience?

 5. Predict the impact an unexpected decrease in the money supply would have on the following variables in the short run 
and in the long run.

 a. the inflation rate
 b. the unemployment rate
 c. real output
 d. real wages
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 6. Predict whether unemployment will increase or decrease as a result of each of the following monetary policies. If it is 
unanticipated? What if it is anticipated?

 a. a reduction in the discount rate from 6 percent to 5.5 percent
 b. an open market sale by the Federal Reserve Bank
 c. an increase in the required reserve ratio from 10 percent to 12 percent

 7. If money wages are rising faster than output prices,
 a. what is happening to real wages?
 b. what would happen to unemployment as a result?
 c. what would happen to SRAS as a result?

 8. Is there any way that, starting from a long-run stable price equilibrium, an increase in aggregate demand could result in 
an increase in unemployment and a decrease in RGDP?

 9. Answer the following questions.
 a. Why does an upward shift in the Phillips curve correspond to an upward shift in the short-run aggregate supply 

curve?
 b. Why does a movement up and to the left along a Phillips curve correspond to a movement up and to the right along 

a short-run aggregate supply curve?

 10. Why is the credibility of the monetary authorities so crucial to quickly overcoming expected inflation?

 11. Suppose the following data represent points along a short-run Phillips curve. Are the data consistent with what you would 
expect? Why or why not?

Inflation Rate Unemployment Rate

A 0% 5%
B 1% 4.5%
C 2% 3.75%
D 3% 2.75%
E 4% 1.5%

 12. How are the long-run Phillips curve and the long-run aggregate supply curve related?

 13. How would each of the following likely affect long-run and/or short-run aggregate supply and employment in the macro-
economy?

 a. an increase in the productivity of the labor force due to increased education
 b. the coldest year in a century leads to frequent ice and snow storms
 c. major advances in computer and Internet technologies

 14. Why do economists who believe people form rational expectations have little faith that announced changes in monetary 
policy will have substantial effects on real output?

 15. Does stagflation contradict the theory of the Phillips curve?
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Why do countries trade? Hong Kong has no 
oil—how are they going to get it? What is com-
parative advantage? Bananas could be grown in 
the most tropical parts of the United States or in 
expensive greenhouses, but wouldn’t it be easier 
to import bananas from Honduras?

Stop for a moment and imagine a world 
without international trade. Chocolate is derived 
from cocoa beans that are imported from South 
America and Africa. There are imported cars 
from Germany and Japan, shoes and sweat-
ers from Italy, shirts from India, and watches 
and clocks from Switzerland. Consumers love 

trade because it provides us with more choices. 
It is good for producers, too; and the speed of 
transportation and communication has opened 
up world markets. In addition, lower costs are 
sometimes the result of economies of scale. Free 
trade gives firms access to large world markets. 
It also fosters more competition, which helps to 
keep prices down.

In this chapter, we will study the theoreti-
cal reasons for the importance of trade. We will 
also look at the arguments for and against trade 
 protection. ■

Economics is largely about exchange. But up to this point we have 
focused on trade between individuals within the domestic economy. 
In this chapter, we extend our coverage to international trade. 

International Trade
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Importance of  
International Trade

In a typical year, about 15 percent of the world’s 
output is traded in international markets. Of course, 

the importance of the international sector varies enor-
mously from place to place across the world. Some 
nations are virtually closed economies (no interaction 
with other economies), with foreign trade equaling 
only a small proportion (perhaps 5 percent) of total 
output, while in other countries, trade is much more 
important. In the last three decades, the sum of U.S. 
imports and exports has increased from 11 percent of 
GDP to roughly 30 percent. In addition, incoming and 
outgoing investments (capital flows) have risen from 
less than 1 percent to roughly 3 percent of GDP. In 
Germany, roughly 30 percent of all output produced is 

exported, while Ireland and Belgium each export more 
than 70 percent of GDP.

U.S. exports include capital goods, automobiles, 
industrial supplies, raw materials, consumer goods, 
and agricultural products. U.S. imports include crude 
oil and refined petroleum products, machinery, auto-
mobiles, consumer goods, industrial raw materials, 
food, and beverages.

Trading Partners

In the early history of the United States, international 
trade largely took place with Europe and with Great 

Britain in particular. Now the United States trades with 
a number of countries, the most important of which 
are Canada, China, Japan, Mexico, Germany, and the 
United Kingdom as seen in Exhibit 1.

n What has happened to the volume of international trade over time?

n Who trades with the United States?

n What does the United States export? Import?

The Growth in World Trade

Top Trading Partners—Exports of Goods in 2007

Rank Country Percent of Total

1 Canada 21.4%

2 Mexico 11.7

3 China 5.6

4 Japan 5.4

5 United Kingdom 4.3

6 Germany 4.3

Top Trading Partners—Imports of Goods in 2007

Rank Country Percent of Total

1 China 16.9%

2 Canada 15.7

3 Mexico 10.6

4 Japan 7.4

5 Germany 4.8

SoUrCe: CIA, The World Factbook 2009.

Major U.S. Trading Partners
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Conventional wisdom says globalization has 
increased US income inequality. This column 
says that is dead wrong, as China and Wal-
Mart have increased the purchasing power 
of the poor more than the rich. . . .

How rich you are depends on two things: how 
much money you have and how much the 
goods you buy cost. If your income doubles 

but the prices of the goods you consume also 
double, then you are no better off. Unfortunately, 
the conventional wisdom on US inequality is based 
on official measures that only look at the first half, 
the income differential. National statistics ignore the 
fact that inflation affects people in different income 
groups unevenly because the rich and poor consume 
different baskets of goods.

Inflation differentials between the rich and 
poor dramatically change our view of the evolu-
tion of inequality in America. Inflation of the rich-
est 10  percent of American households has been  
6 percentage points higher than that of the poorest 
10 percent over the period 1994–2005. This means 
that real inequality in America, if you measure it cor-
rectly, has been roughly unchanged. And the reason 
is just as dramatic as the result. Why has inflation for 
the poor been lower than that for the rich? In large 
part it is because of China and Wal-Mart!

Poor families in America spend a larger share 
of their income on goods whose prices are directly 
affected by trade—like clothing and food—relative 
to wealthier families. By contrast, the higher your 
income, the more you spend on services, which are 
less subject to competition from abroad. Since 1994 
the price of goods in the U.S. has risen much less 
than the price of services—and, yes, this includes 
the recent surge in food prices. Paradoxically, focus-
ing only in the last few quarters of high relative food 
prices misses the fact that the main trend we have 
observed for decades is exactly the opposite.

This trend can partly be explained by China. In 
U.S. stores, prices of consumer goods have fallen 
the most in sectors where Chinese presence has 
increased the most. Take canned seafood or cot-
ton shirts, for instance. Exports of China to the rest 
of the world in these categories have increased 

 dramatically over this decade. Inflation in these sec-
tors has been negative over the last decade, while in 
other sectors with no Chinese presence inflation has 
been over 20 percent. Moreover, as China produces 
goods of relatively low quality, sectors with strong 
Chinese presence are disproportionately consumed 
by the poor.

The expansion of superstores—like Wal-Mart 
and Target—has also played an important role in 
accounting for the inflation differentials between 
rich and poor. Superstores sell the same products 
as traditional shops at much lower prices. Today the 
poor do roughly twice as much of their buying of 
non-durable goods in these stores than the rich. So 
poor consumers have been the biggest beneficiaries 
of Wal-Mart coming to town.

INTERNATIONAL TRADE MAY REDUCE 
INEQUALITY IN THE UNITED STATES
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What is really worrying is that, despite these 
facts, we have had a backlash against China and Wal-
Mart in America.

We need to remind politicians and the public 
that the gains from trade are broadly shared. Every 
time the discussion over trade is diverted towards 
the problems facing specific producers, be they 
farmers in France or textile workers in the U.S., we 
miss the central point. Trading allows everyone, and 

especially the poor, to buy things that they could 
not otherwise afford. Without better public under-
standing of these facts, governments will not only 
keep supporting policies aimed against China and 
Wal-Mart but may receive the uninformed support of 
many consumers who are benefitting from trade.

SOURCE: Vox, July 3, 2008 http://www.voxeu.org.

INTERNATIONAL TRADE MAY REDUCE 
INEQUALITY IN THE UNITED STATES (cont .)

1. The volume of international trade has increased substantially in the United States over the last 30 years. 
During that time, exports and imports have grown from 11 percent to 30 percent of GDP.

2. Our single most important trading partner, Canada, accounts for roughly one-fourth of our exports and almost 
one-fifth of our imports. Trade with Japan, Mexico, China, Germany, the United Kingdom, France, and Taiwan is 
also particularly important to the United States.

3. U.S. exports include capital goods, automobiles, industrial supplies, raw materials, consumer goods, and 
 agricultural products. U.S. imports include crude oil and refined petroleum products, machinery, automobiles, 
consumer goods, industrial raw materials, food, and beverages.

1. Why is it important to understand the effects of international trade?

2. Why would U.S. producers and consumers be more concerned about Canadian trade restrictions than Swedish 
trade restrictions?

S E C T I O N    C H E C K

Economic Growth and Trade

Using simple logic, we conclude that the very exis-
tence of trade suggests that trade is economically 

beneficial. Our conclusion is true if we assume that 
people are utility maximizers and are rational, are 
intelligent, and engage in trade on a voluntary basis. 
Because almost all trade is voluntary, it would seem 

that trade occurs because the participants feel that they 
are better off because of the trade. Both participants 
in an exchange of goods and services anticipate an 
improvement in their economic welfare. Sometimes, 
of course, anticipations are not realized (because 
the world is uncertain); but the motive behind trade 
remains an expectation of some enhancement in utility 
or satisfaction by both parties.

n Does voluntary trade lead to an improvement in economic welfare?

n What is the principle of comparative advantage?

n What benefits are derived from specialization?

Comparative Advantage 
and Gains from Trade

Chapter 20  International Trade 613

S E C T I O N

20.2

http://www.voxeu.org


Granted, “trade must be good because people 
do it” is a rather simplistic explanation. The classi-
cal economist David Ricardo is usually given most of 
the credit for developing the economic 
theory that more precisely explains how 
trade can be mutually beneficial to both 
parties, raising output and income levels 
in the entire trading area.

The Principle of  
Comparative Advantage

Ricardo’s theory of international trade centers on 
the concept of comparative advantage. Persons, 

regions, or countries can gain by specializing in the 
production of the good in which they have a compara-
tive advantage. That is, if they can produce a good or 
service at a lower opportunity cost than others, we say 
that they have a comparative advantage in the produc-
tion of that good or service. In other words, a country 
or a region should specialize in producing and selling 
those items that it can produce at a lower opportunity 
cost than other regions or countries.

Comparative advantage analysis does not mean 
that nations or areas that export goods will necessar-
ily be able to produce those goods or services more 
cheaply than other nations in an absolute sense. What 
is important is comparative advantage, not absolute 
advantage. For example, the United States may be able 
to produce more cotton cloth per worker than India 
can, but this capability does not mean that the United 
States should necessarily sell cotton cloth to India. For 
a highly productive nation to produce goods in which it 
is only marginally more productive than other nations, 
the nation must take resources from the production of 
other goods in which its productive abilities are mark-
edly superior. As a result, the opportunity costs in India 
of making cotton cloth may be less than in the United 
States. With that, both can gain from trade, despite 
potential absolute advantages for every good in the 
United States.

Comparative Advantage, 
Specialization, and the 
Production Possibilities Curves

Wendy and Calvin live on opposite ends of a small 
town. Wendy can produce either food or cloth. 

On a daily basis, she can produce 10 pounds of food, 
5 yards of cloth, or any linear combination between the 

two goods along her production possibilities curve in 
Exhibit 1 (to simplify the calculations we have drawn 
linear production possibilities curves). If Wendy spends 

the whole day producing food, she can 
produce 10 pounds. If she spends the 
whole day  producing cloth, she can pro-
duce 5 yards. Recall that the production 
possibilities curve represents the maxi-
mum possible combinations of food 
and cloth she can produce, given her 
fixed set of resources and technology. 
The negatively sloped production pos-

sibilities curve means that when she produces one good, 
with her fixed resources, she gives up the opportunity to 
produce another good.

What is Wendy’s opportunity cost of producing 
cloth? It is what Wendy gives up in food production for 
each unit of cloth production, which is 2 pounds of food 
per yard of cloth. Therefore, her opportunity cost of pro-
ducing a yard of cloth is 2 pounds of food. What is the 
opportunity cost of Wendy producing food? If is what 
she gives up in cloth production for each unit increase 

comparative advantage 
occurs when a person or 
country can produce a 
good or service at a lower 
opportunity cost than 
others

Wendy’s Production  
Possibilities Curve
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Wendy can produce either food or cloth along her 
production possibilities curve. For Wendy, the oppor-
tunity cost of producing a yard of cloth is 2 pounds of 
food; and the opportunity cost of producing a pound 
of food is ½ yard of cloth.

oCCLoTH 5
loss in food

5
10

5
2 pounds of food

gain in cloth 5 1 yard of cloth

oCFooD 5
loss in cloth

5
5

5
1 yard in cloth

gain in food 10 2 pounds of food

or

1 yard of cloth costs 2 pounds of food
1 pound of food costs ½ yard of cloth
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D
avid Ricardo was born in London to a 
wealthy, Jewish immigrant  stockbroker, 
the third of 17 children. His father trained 

him in the stock brokerage business, which he 
entered at age 14. At 21, he married a young 
Quaker woman, leaving the Jewish faith to become a 
Unitarian. This upset his father, who disowned David. 
The young Ricardo joined a bank and entered the 
stock market on his own. He was very successful in 
this enterprise, making millions of pounds and quick-
ly surpassing the wealth accumulated by his father, 
with whom he later reconciled. Ricardo retired from 
the stock exchange business at age 43 and died of an 
ear infection at 51, leaving behind a large fortune.

Ricardo could accredit much of his success in 
the stock market to his brilliant ability to predict 
human nature and public reaction. As a member of 
the House of Commons, he was also an undaunted 
advocate of government reform, religious and politi-
cal freedom, and free trade. A man of firm convic-
tions, he often lobbied for class-leveling policies that 
conflicted with his personal interests as a landowner 
and a man of wealth.

In his late 20s, while vacationing in Bath, England, 
Ricardo picked up a copy of Adam Smith’s The 
Wealth of Nations and became interested in eco-
nomics. It was a few years later that Ricardo, who 
had no formal education past age 14, improved upon 
Smith’s principle of absolute advantage. Ricardo’s 
ideas, though difficult for many of his fellow politi-
cians to understand, were ingenious.

Smith argued that two countries should engage 
in trade if one was better at producing one good 
than the other—absolute advantage. For example, 
if one country is better at producing hats and the 
other at producing shoes, the two countries can 
produce more total output by producing those goods 
that they can produce best. However, Ricardo dem-
onstrated that even if one country was absolutely 
more productive than another in making all goods 

and services, it would still be mutually beneficial for 
the two countries to engage in trade, as each had a 
comparative advantage in one of the goods.

Ricardo argued this point at a time in British 
history when the wealthy landowners, who had a 
clutch on parliament, had a virtual monopoly on 
grain in England in the form of the Corn Laws, passed 
in 1815. These acts prevented the importation of 
grain from France, although, as Ricardo argued, 
France could afford to feed the British for less than 
it would cost them to feed themselves. Despite 
Ricardo’s argument and the fact that English labor-
ers were spending one-fourth of their income on 
bread, the Corn Laws persisted until 1846. Ricardo 
did, however, leave behind a remarkable concept 
that convinced future economists that free trade is 
almost always in the best interest of an economy as 
a whole.

DAVID RICARDO (1772–1823)
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QRenee Saunts is a successful artist, who can 
complete one painting in each 40-hour workweek. 
Each painting sells for $4,000. As a result of her 
enormous success, however, Renee is swamped in 
paperwork. To solve the problem, Renee hires Drake 
to handle all the bookkeeping and typing associated 
with buying supplies, answering inquiries from pro-
spective buyers and dealers, writing art galleries, and 
so forth. Renee pays Drake $300 per week for his 
work. After a couple of weeks in this arrangement, 
Renee realizes that she can handle Drake’s chores 
more quickly than Drake does. In fact, she estimates 
that she is twice as fast as Drake, completing in 20 
hours what it takes Drake 40 hours to complete. 
Should Renee fire Drake?

AClearly, Renee has an absolute advantage 
over Drake in both painting and paperwork, because 

she can do twice as much paperwork in 40 hours as 
Drake can and Drake can’t paint well at all. Still, it 
would be foolish for Renee to do both jobs. If Renee 
did her own paperwork, it would take her 20 hours 
per week, leaving her only 20 hours to paint. Because 
each watercolor takes 40 hours to paint, Renee’s 
output would fall from one painting per week to one 
painting per two weeks.

When Drake works for her, Renee’s net income is 
$3,700 per week ($4,000 per painting minus $300 in 
Drake’s wages); when Drake does not work for her, it is 
only $2,000 per week (one painting every two weeks). 
Even though Renee is both a better painter and bet-
ter at Drake’s chores than Drake, it pays for her to 
specialize in painting, in which she has a comparative 
advantage, and allow Drake to do the paperwork. The 
opportunity cost to Renee of paperwork is high. For 
Drake, who lacks skills as a painter, the opportunity 
costs of doing the paperwork are much less.

COMPARATIVE ADVANTAGE 
AND ABSOLUTE ADVANTAGE

in food production � 1 yard of cloth per 2 pounds of 
food. That is, for each pound of food Wendy produces, 
she gives up producing ½ yard of cloth.

Calvin, who lives on the other side of town, can 
also produce food or cloth. On a daily basis, he could 
produce 3 pounds of food, 4 yards of cloth, or any lin-
ear combination between the two along his production 
possibilities curve in Exhibit 2. When he spends the 
day producing cloth, he can produce 4 yards. When 
he spends the day producing food, he can produce 
3 pounds. To produce cloth, Calvin must decrease his 
production of food. What is Calvin’s opportunity cost 
of producing cloth? It is what he gives up in produc-
ing food for each unit of cloth production, which is 
3 pounds of food per 4 pounds of cloth. Therefore, his 
opportunity cost of producing cloth is ¾ pound of food. 
What is Calvin’s opportunity cost of producing food? It 
is what he gives up in cloth production for each unit of 
food production which is 4 yards of cloth per 3 pounds 
of food. Therefore, the opportunity cost of producing a 
pound of food is 4⁄3 yards of cloth per day.

Absolute and Comparative Advantage
Now let’s compare Wendy’s production possibilities 
curve to Calvin’s production possibilities curve to see 

who has an absolute advantage in producing cloth and 
who has an absolute advantage in producing food. An 
absolute advantage occurs when one producer can do 
a task using fewer inputs than the other producer. In 
Exhibit 3, we see that Wendy is more productive than 
Calvin at producing food. Along the vertical axis, we 
can see that if Wendy uses all of her resources to pro-
duce food, she can produce 10 pounds of food per day. 
If Calvin devotes all of his resources to producing food, 
he can only produce 3 pounds of food per day. We say 
that Wendy has an absolute advantage over Calvin in 
the production of food.

Along the horizontal axis in Exhibit 3, we can see 
that Wendy is also more productive than Calvin at pro-
ducing cloth. If Wendy devotes all of her resources to 
producing cloth, she can produce 5 yards of cloth per 
day. If Calvin devotes all of his resources to producing 
cloth, he can only produce 4 yards of cloth per day. 
We say that Wendy also has an absolute advantage 
over Calvin in the production of cloth. She has an 
absolute advantage in producing both food and cloth. 
Therefore, should Wendy produce both food and cloth 
and Calvin produce nothing? No!

Recall from Chapter 2 that a comparative advan-
tage exists when one person can produce a good at a 
lower opportunity cost than another person. So who 
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Calvin’s Production  
Possibilities Curve
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Calvin can produce either food or cloth along his pro-
duction possibilities curve. For Calvin, the opportunity 
cost of producing a yard of cloth is ¾ pound of food; 
and the opportunity cost of producing a pound of food 
is 4/3 yards of cloth.

oCCLoTH 5
loss in food

5
3 pound of food

gain in cloth 4 yards of cloth

oCFooD 5
loss in cloth

5
4 yards of cloth

gain in food 3 pound of food

or

1 yard of cloth costs ¾ pound of food
1 pound of food costs 4/3 yards of cloth

has the comparative advantage (lowest opportunity 
cost) in producing food? In this case, Wendy’s oppor-
tunity cost of producing food is less than Calvin’s. 
Wendy’s opportunity cost of producing a pound of 
food is ½ yard of cloth, whereas Calvin’s opportunity 
cost of producing 1 pound of food is 4⁄³ yards of cloth. 
Therefore, Wendy is the more efficient producer of 
food—she gives up less in cloth when she produces 
food, compared to Calvin. Remember, comparative 
advantage is always a relative concept.

Who has the comparative advantage in producing 
cloth? That is, who can produce cloth at the lowest 
opportunity cost? That would be Calvin, because he 
gives up only 3/4 pound of food to produce 1 yard of 
cloth. If Wendy were to produce a yard of cloth, she 
would have to give up 2 pounds of food. The lowest 
opportunity cost producer of cloth is Calvin. In other 
words, to produce one more yard of cloth, Calvin gives 
up fewer pounds of food than Wendy. Therefore, Calvin 
is the more efficient producer of cloth—he gives up less 

in food when he produces cloth, compared to Wendy. 
Calvin has a comparative advantage in producing cloth.

Gains from Specialization and Exchange
Suppose Wendy and Calvin meet and decide to special-
ize in those activities in which they have a comparative 
advantage. Wendy would specialize in the production of 
food and Calvin would specialize in the production of 

Absolute and Comparative 
Advantage
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In this case, Wendy has an absolute advantage pro-
ducing food and cloth. It is easy to see the absolute 
advantage, because if she devotes all her resources 
to producing cloth she can produce 10 yards per 
day, while Calvin could only produce 5 yards. But she 
also has a comparative advantages because she has 
a lower opportunity cost of producing cloth, ½ lb of 
food versus Calvin’s ¾ lbs of food.

In addition, if she devotes all her resources to 
producing food she could produce 5 pounds of food 
and Calvin could only produce 4 pounds of food.
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cloth. By specializing, Wendy can produce 10 pounds 
of food per day (point B' in Exhibit 4) and Calvin can 
produce 4 yards of cloth per day (point B in Exhibit 4). 
However, to achieve any of the gains from comparative 
advantage and specialization, there must be trade.

After specializing in the good in which they have 
a comparative advantage, suppose Wendy and Calvin 
agree to trade at the exchange “price” of 1 pound of 
food for 1 yard of cloth. If Wendy trades 3 pounds of 
cloth for 3 pounds of food, she can obtain a position 
along the new production possibilities curve which 
is beyond her original production possibilities curve, 
point C in Exhibit 4. Wendy can now have 7 pounds 
of food and 3 yards of cloth—a combination she could 
not have obtained without specialization and trade.

Calvin also benefits from specialization and trade. 
In the trade, he receives 3 pounds of food for 3 yards of 
cloth and now can enjoy 3 pounds of food and 1 yard 
of cloth a combination, at point C, he could not have 
obtained without specialization and trade. In sum, 
the exchange has allowed both Wendy and Calvin to 
produce and consume a combination of the two goods 
beyond what would have been attainable if it were not 
for specialization and exchange.

Individuals and nations Gain  
from Specialization and Trade
Just as Calvin and Wendy benefit from specialization 
and trade, so do the people of different nations. Because 
of specialization, according to comparative advantage, 
both nations can be better off, even if one nation has 
an absolute advantage in both goods over the other. 
Furthermore, the greater the difference in opportunity 
cost between the two trading partners, the greater the 
benefits from specialization and exchange.

Note that when we say nations trade with nations, 
we really mean that the people of a nation trade with 
people of other nations. When China trades clothes to 
the United States for Boeing 787 jetliners, they both 
benefit from the exchange, because they are able to 
obtain them at a lower cost than if they produced 
those goods themselves. Free trade does not guarantee 
that each individual will be better off or that everyone 
will receive the same benefits, but it does mean that 
collectively, the population of each nation will benefit 
from the trade. Indeed, unskilled workers in high wage 
countries may temporarily lose jobs. Recall that when 
NAFTA was passed, its critics argued that low skilled 

The Gains from Specialization and Trade
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After meeting, Wendy and Calvin decided to specialize in the activity in which each is relatively more efficient; food for 
Wendy and cloth for Calvin. When they trade 3 pounds of cloth for 3 pounds of food, each can enjoy a combination of 
food and cloth they could not have produced on their own.
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workers would lose jobs because of U.S. trade with 
Mexico. However, that does not appear to have hap-
pened to any large extent. Instead, consumers have been 
enjoying lower priced goods because of the trade.

Regional Comparative 
Advantage

Using a production possibilities curve, we saw how 
Wendy and Calvin could benefit from specializa-

tion and trade. The principle of comparative advantage 
can be applied to regional markets as well. In fact, trade 
has evolved in large part because different geographic 
areas have different resources and therefore different 
production possibilities. The impact of trade between 
two areas with differing resources is shown in Exhibit 5. 
To keep the analysis simple, suppose two trading areas 
can produce only two commodities, grain and comput-
ers. A “trading area” may be a locality, a region, or even 
a nation, but for our example suppose we think in terms 
of two hypothetical regions, Grainsville and Techland.

Grainsville and Techland have various potential 
combinations of grain and computers that they can 
produce. For each region, the cost of producing more 
grain is the output of computers that must be forgone, 
and vice versa. We see in Exhibit 5 that Techland can 

Production Possibilities, 
Techland and Grainsville

Region
Grain  

(bushels per day)
Computers 

(units per day)

Techland  0 100

10  75

20  50

30  25

40   0

Grainsville  0  30

 6  24

12  18

18  12

24   6

30   0

Before Specialization

Techland 10  75

Grainsville 18  12

Total 28  87

After Specialization

Techland  0 100

Grainsville 30   0

Total 30 100

Do what you do relatively best. Trade for 
the rest. In other words, specialize and 
then trade.

The farmer grows wheat, the baker makes bread, 
the weaver produces cloth, the tailor sews clothing, 
the lumberjack harvests wood, the carpenter builds 
houses. By exchanging the fruits of their labor in the 
marketplace, they all can enjoy more food, clothing, 
and shelter than they could if each tried to meet his 
needs in isolation. . . .

It’s a matter of working smarter, not harder.
Societies reaped the benefits of specialization 

and trade for thousands of years before english econ-
omist David ricardo (1772–1823) finally demonstrated 

why it works. His theory of comparative advantage 
helps explain why the United States exports soy-
beans to China and imports shoes in return.

Suppose an average American worker can pro-
duce 100 bushels of soybeans or five pairs of shoes 
and a typical Chinese worker can turn out 8 bushels 
of soybeans or four pairs of shoes. [See exhibit 6.]

The United States is more productive than China 
in both industries, but consumers in both countries 
can still gain from specialization and trade. Shifting a 
U.S. worker from shoe factory to soybean farm pro-
duces a gain of 100 bushels of soybeans at the cost 
of five pairs of shoes. Shifting two Chinese workers 
from farm to factory raises shoe output by eight pairs 

The SecreT To WealTh

(continued)
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but cuts soybean production by 16 bushels. The net 
effect is an increase of 84 bushels of soybeans and 
three pairs of shoes.

Total output of both products reaches a maxi-
mum when the United States specializes in soybeans 
and China in shoes. Through trade, the two countries 
can divide the added production between themselves, 
leaving both better off than they were on their own.

In the real world, trade isn’t a two-party swap 
meet. The United States does business with more 
than 225 other nations—from Albania to Zimbabwe. 
The dizzying number of potential transactions 
increases the opportunities to gain from trade.

This potent international division of labor enables 
America to take advantage of its expertise in such 
industries as jet-aircraft manufacturing and financial 
services while other countries exploit their edge in 
oil production or hand assembly.

Specialization and trade arise out of the profit 
motive. except when transaction costs are too high 
or governments impose barriers, buyers and sell-
ers will find each other. We’re not meant to go it 
alone.

SoUrCe: W. Michael Cox and richard Alm “The Secret to Wealth,” 2002 Annual 

Report: The Fruits of Free Trade, Federal reserve Bank of Dallas.

The SecreT To WealTh (cont .)

The Alchemy of exchange

Autarky Free Trade

China U.S. China U.S.

Labor Force 500 100 500 100

output per worker

 Shoes 4 5 4 5

 Soybeans 8 100 8 100

Employment

 Shoes 125 60 500 0

 Soybeans 375 40 0 100

Production

 Shoes 500 300 2,000 0

 Soybeans 3,000 4,000 0 10,000

Consumption

 Shoes 500 300 1,500 500

 Soybeans 3,000 4,000 5,000 5,000

Consumption per person

 Shoes 1 3 3 5

 Soybeans 6 40 10 50

Five hundred Chinese workers can each produce four pairs of shoes or 8 bushels of soybeans. one hundred 
U.S. workers can each produce five pairs or 100 bushels—more productive in both jobs but comparatively more 
so in farming. Under an autarkic regime—isolated from foreign trade—Chinese workers can afford one pair of 
shoes each and 6 bushels of soybeans; Americans, three and 40. Trading freely, China will specialize in shoes 
and America in soybeans, raising world production of shoes from 800 to 2,000 pairs and soybeans from 7,000 
to 10,000 bushels. Chinese workers can then afford three pairs of shoes and 10 bushels of soybeans; American 
workers, five and 50. In this case, the United States trades 10 bushels of soybeans to China for each pair of shoes.
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produce more grain (40 bushels) and more comput-
ers (100 units) than Grainsville can (30 bushels and 
30 units, respectively), perhaps reflecting superior 
resources (more or better labor, more land, and so on). 
These numbers mean that Techland has an absolute 
advantage in both products.

Suppose that, before specialization, Techland 
chooses to produce 75 computers and 10 bushels of 
grain per day. Similarly, suppose Grainsville decides 
to produce 12 computers and 18 bushels of grain. 
Collectively, then, the two areas are producing 87 com-
puters (75 � 12) and 28 bushels of grain (10 � 18) per 
day before specialization.

Now, suppose the two nations specialize. Techland 
decides to specialize in computers and devotes all its 
resources to making that product. As a result, com-
puter output in Techland rises to 100 units per day, 
some of which is sold to Grainsville. Grainsville, in 
turn, devotes all its resources to grain, producing 
30 bushels of grain per day and selling some of it to 
Techland. Together, the two areas are producing more 
of both grain and computers than before—100 instead 
of 87 computers and 30 instead of 28 bushels of grain. 
Both areas could, as a result, have more of both prod-
ucts than before they began specializing and trading.

How can this happen? In Techland, the  opportunity 
cost of producing grain is high—25 computers must be 
forgone to get 10 more bushels of grain. The cost of 
one bushel of grain, then, is 2.5 computers (25 divided 
by 10). In Grainsville, by contrast, the opportunity 
cost of producing six more units of grain is six units of 

computers that must be forgone; so the cost of one unit 
of grain is one unit of computers. In Techland, a unit 
of grain costs 2.5 computers, while in Grainsville the 
same amount of grain costs only one computer. Grain 
is more costly in Techland in terms of the comput-
ers forgone than in Grainsville, so Grainsville has the 
comparative advantage in the production of grain, even 
though Techland has an absolute advantage in grain.

With respect to computers, an increase in output 
by 25 units, say from 25 to 50 units, costs 10 bushels 
of grain forgone in Techland. The cost of one more 
computer is 0.4 bushel of grain (10 divided by 25). 
In Grainsville, an increase in computer output of six 
units, say from 12 to 18, is accompanied by a decrease 
in grain production by 6 bushels, as resources are con-
verted from grain to computer manufacturing. The cost 
of one computer is 1 bushel of grain. Computers are 
more costly (in terms of opportunity cost) in Grainsville 
and cheaper in Techland, so Techland should specialize 
in the production of computers.

Thus, by specializing in products in which it has 
a comparative advantage, an area has the potential 
of having more goods and services, assuming it trades 
the additional output for other desirable goods and 
services that others can produce at a lower opportu-
nity cost. In the scenario presented here, the people in 
Techland would specialize in computers, and the people 
in Grainsville would specialize in farming (grain). We 
can see from this example that specialization increases 
both the division of labor and the interdependence 
among groups of people.

1. Voluntary trade occurs because the participants feel that they are better off as a result of the trade.

2. A nation, geographic area, or even a person can gain from trade if the good or service is produced relatively 
cheaper than anyone else can produce it. That is, an area should specialize in producing and selling those 
items that it can produce at a lower opportunity cost than others.

3. Through trade and specialization in products in which it has a comparative advantage, a country can enjoy a 
greater array of goods and services at a lower cost.

1. Why do people voluntarily choose to specialize and trade?

2. How could a country have an absolute advantage in producing one good or service without also having a com-
parative advantage in its production?

3. Why do you think the introduction of the railroad reduced self-sufficiency in the United States?

4. If you can wash the dishes in two-thirds the time it takes your younger sister to wash them, do you have a 
comparative advantage in washing the dishes with respect to her?

S E C T I O N    C H E C K
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The Importance of Trade: 
Producer and Consumer 
Surplus

Recall from Chapter 7 that the difference between 
the most a consumer would be willing to pay for 

a quantity of a good and what a consumer actually 
has to pay is called consumer surplus. The difference 
between the lowest price for which a supplier would 
be willing to supply a quantity of a good or service and 
the revenues a supplier actually receives for selling it 
is called producer surplus. With the tools of consumer 
and producer surplus, we can better analyze the impact 
of trade. Who gains? Who loses? What happens to net 
welfare?

The demand curve represents the maximum prices 
that consumers are willing and able to pay for different 
quantities of a good or service; the supply curve rep-
resents the minimum 
prices suppliers require 
to be willing to sup-
ply different quantities 
of that good or ser-
vice. For example, in 
Exhibit 1, the consumer 
is willing to pay up to 
$7 for the first unit of 
output and the pro-
ducer would demand 
at least $1 for produc-
ing that unit. However, 
the equilibrium price 
is $4, as indicated by 
the intersection of the 
supply and demand 
curves. It is clear that 
the two would gain 
from  getting together 
and trading that unit, 
because the consumer 

would receive $3 of consumer surplus ($7 2 $4), and 
the producer would receive $3 of producer surplus 
($4 2 $1). Both would also benefit from trading the 
second and third units of output—in fact, from every 
unit up to the equilibrium output. Once the equilib-
rium output is reached at the equilibrium price, all the 
mutually beneficial opportunities from trade between 
suppliers and demanders will have taken place; the 
sum of consumer surplus and producer surplus is 
maximized.

It is important to recognize that the total gain to 
the economy from trade is the sum of the consumer 
and the producer surpluses. That is, consumers benefit 
from additional amounts of consumer surplus, and 
producers benefit from additional amounts of producer 
surplus.

n What is consumer surplus?

n What is producer surplus?

n Who benefits and who loses when a country becomes an exporter?

n Who benefits and who loses when a country becomes an importer?

Supply and Demand  
in International Trade

consumer surplus  
the difference between 
the price a consumer is 
willing and able to pay for 
an additional unit of a good 
and the price the consumer 
actually pays; for the whole 
market, it is the sum of all 
the individual consumer 
surpluses—the area below 
the market demand curve 
and above the market price

producer surplus  
the difference between what 
a producer is paid for a good 
and the cost of producing 
that unit of the good; for the 
market, it is the sum of all the 
individual sellers’ producer 
surpluses—the area above 
the market supply curve and 
below the market price

Consumer and  
Product Surplus
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Consumer surplus is the difference between what a 
consumer has to pay ($4) and what the consumer is will-
ing to pay. For unit 1, consumer surplus is $3 ($7 2 $4). 
Producer surplus is the difference between what a seller 
receives for selling a good or service ($4) and the price 
at which the seller is willing to supply that good or ser-
vice. For unit 1, producer surplus is $3 ($4 2 $1).
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Free Trade and Exports—
Domestic Producers Gain  
More Than Domestic 
Consumers Lose

Using the concepts of consumer and producer sur-
plus, we can graphically show the net benefits of 

free trade. Imagine an economy with no trade, where 
the equilibrium price, PBT, and equilibrium quantity, 
QBT, of wheat are determined exclusively in the domes-
tic economy, as shown in Exhibit 2. Suppose that this 
imaginary economy decides to engage in free trade. You 
can see that the world price (established in the world 
market for wheat), PAT, is higher than the domestic price 
before trade, PBT. In other words, the domestic economy 
has a comparative advantage in wheat, because it can 
produce wheat at a lower relative price than the rest of 
the world. So this wheat-producing country sells some 
wheat to the domestic market and some wheat to the 
world market, all at the going world price.

The price after trade (PAT) is higher than the price 
before trade (PBT). Because the world market is huge, the 

demand from the rest of the world at the world price (PAT) 
is assumed to be perfectly elastic. That is, domestic wheat 
farmers can sell all the wheat they want at the world 
price. If you were a wheat farmer in Nebraska, would you 
rather sell all your bushels of wheat at the higher world 
price or the lower domestic price? As a wheat farmer, 
you would surely prefer the higher world price. But this 
preference is not good news for domestic cereal and bread 
eaters, who now have to pay more for products made 
with wheat because PAT is greater than PBT.

Graphically, we can see how free trade and exports 
affect both domestic consumers and domestic producers. 
At the higher world price, PAT, domestic wheat producers 
are receiving larger amounts of producer surplus. Before 
trade, they received a surplus equal to area e 1 f; after 
trade, they received surplus b 1 c 1 d 1 e 1 f, for a net 
gain of area b 1 c 1 d. However, part of the domestic 
producers’ gain comes at domestic consumers’ expense. 
Specifically, consumers had a consumer surplus equal to 
area a 1 b 1 c before the trade (at PBT), but they now 
have only area a (at PAT)—a loss of area b 1 c.

Area b reflects a redistribution of income, because 
producers are gaining exactly what consumers are losing. 
Is that good or bad? We can’t say objectively whether 

Free Trade and exports

Domestic Gains and Losses from Free Trade (exports)

Area Before After Change

Consumer Surplus (CS) a 1 b 1 c a 2b 2 c

Producer Surplus (PS) e 1 f b 1 c 1 d 1 e 1 f 1b 1 c 1 d

Total Welfare from Trade (CS 1 PS) a 1 b 1 c 1 e 1 f a 1 b 1 c 1 d 1 e 1 f 1d

Domestic producers gain more than domestic consumers lose from exports when free trade takes place. on net, domestic 
wealth rises by area d.
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consumers or producers are more deserving. However, 
the net benefits from allowing free trade and exports are 
clearly visible in area d. Without free trade, no one gets 
area d. That is, on net, members of the domestic society 
gain when domestic wheat producers are able to sell 
their wheat at the higher world price. Although domestic 
wheat consumers lose from the free trade, those negative 
effects are more than offset by the positive gains captured 
by producers. Area d is the net increase in domestic 
wealth (the welfare gain) from free trade and exports.

Free Trade and Imports—
Domestic Consumers Gain 
More Than Domestic 
Producers Lose

Now suppose that our economy does not produce 
shirts as well as other countries of the world. 

In other words, other countries have a comparative 
advantage in producing shirts, and the domestic price 
for shirts is above the world price. This scenario is illus-
trated in Exhibit 3. At the new, lower world price, the 
domestic producer will supply quantity QS

AT. However, 
at the lower world price, the domestic producers will 

not produce the entire amount demanded by domes-
tic consumers, QD

AT. At the world price, reflecting the 
world supply and demand for shirts, the difference 
between what is domestically supplied and what is 
domestically demanded is supplied by imports.

At the world price (established in the world mar-
ket for shirts), we assume that the world supply to the 
domestic market curve is perfectly elastic—that the 
producers of the world can supply all that domestic 
consumers are willing to buy at the going price. At the 
world price, QS

AT is supplied by domestic producers, 
and the difference between QD

AT and QS
AT is imported 

from other countries.
Who wins and who loses from free trade and 

imports? Domestic consumers benefit from paying a 
lower price for shirts. In Exhibit 3, before trade, con-
sumers only received area a in consumer surplus. After 
trade, the price fell and quantity purchased increased, 
causing the area of consumer surplus to increase from 
area a to area a 1 b 1 d, a gain of b 1 d. Domestic pro-
ducers lose because they are now selling their shirts at 
the lower world price, PAT. The producer surplus before 
trade was b 1 c. After trade, the producer surplus falls 
to area c, reducing producer surplus by area b. Area b, 
then, represents a redistribution from producers to con-
sumers; but area d is the net increase in domestic wealth 
(the welfare gain) from free trade and imports.

Free Trade and Imports

Domestic Gains and Losses from Free Trade (imports)

Area Before Trade After Trade Change

Consumer Surplus (CS) a a 1 b 1 d b 1 d

Producer Surplus (PS) b 1 c c 2b

Total Welfare from Trade (CS 1 PS) a 1 b 1 c a 1 b 1 c 1 d 1d

Domestic consumers gain more than domestic producers lose from imports when free trade is allowed. on net, domestic 
wealth rises by area d.
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1. The difference between what a consumer is willing and able to pay and what a consumer actually has to pay 
is called consumer surplus.

2. The difference between what a supplier is willing and able to supply and the price a supplier actually receives 
for selling a good or service is called producer surplus.

3. With free trade and exports, domestic producers gain more than domestic consumers lose.

4. With free trade and imports, domestic consumers gain more than domestic producers lose.

1. How does voluntary trade generate both consumer and producer surplus?

2. If the world price of a good is greater than the domestic price prior to trade, why does it imply that the 
 domestic economy has a comparative advantage in producing that good?

3. If the world price of a good is less than the domestic price prior to trade, why does it imply that the domestic 
economy has a comparative disadvantage in producing that good?

4. When a country has a comparative advantage in the production of a good, why do domestic producers gain 
more than domestic consumers lose from free international trade?

5. When a country has a comparative disadvantage in a good, why do domestic consumers gain more than 
domestic producers lose from free international trade?

6. Why do U.S. exporters, such as farmers, favor free trade more than U.S. producers of domestic products who 
face competition from foreign imports, such as the automobile industry?

S E C T I O N    C H E C K

Tariffs

A tariff is a tax on imported goods. Tariffs are usu-
ally relatively small revenue producers that retard 

the expansion of trade. They bring about higher prices 
and revenues for domestic producers, and lower sales 
and revenues for foreign producers. Moreover, tariffs 
lead to higher prices for domestic consumers. In fact, 
the gains to producers are more than 
offset by the losses to consumers. With 
the aid of a graph we will see how the 
gains and losses from tariffs work.

The Domestic Economic 
Impact of Tariffs

The domestic economic impact of tariffs is pre-
sented in Exhibit 1, which illustrates the supply 

and demand curves for domestic consumers and pro-
ducers of shoes. In a typical international supply and 

demand illustration, the intersection of 
the world supply and demand curves 
would determine the domestic market 
price. However, with import tariffs, the 

n What is a tariff?

n What are the effects of a tariff?

n What are the effects of an import quota?

n What is the economic impact of subsi-
dies?

Tariffs, Import Quotas, 
and Subsidies

tariff 
a tax on imports
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Free Trade and Tariffs
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domestic price of shoes is greater than the world price, 
as in Exhibit 1. We consider the world supply curve 
(SW) for domestic consumers to be perfectly elastic; 
that is, we can buy all we want at the world price (PW). 
At the world price, domestic producers are only will-
ing to provide quantity QS, but domestic consumers 
are willing to buy quantity QD—more than domestic 
producers are willing to supply. Imports make up the 
difference.

As you can see in Exhibit 1, the imposition of the 
tariff shifts the perfectly elastic supply curve from for-
eigners to domestic consumers upward from SWORLD to 
SWORLD1TARIFF, but it does not alter the domestic supply 
or demand curve. At the resulting higher domestic price 
(PW1T), domestic suppliers are willing to supply more, 
Q'S, but domestic consumers are willing to buy less, 
Q'D. At the new equilibrium, the domestic price (PW1T) 
is higher and the quantity of shoes demanded (Q'D) 
is lower. But at the new price, the domestic quantity 
demanded is lower and the quantity supplied domes-
tically is higher, reducing the quantity of imported 
shoes. Overall, then, tariffs lead to (1) a smaller total 

quantity sold, (2) a higher price for shoes for domestic 
consumers, (3) greater sales of shoes at higher prices 
for domestic producers, and (4) lower sales of foreign 
shoes.

Although domestic producers do gain more sales 
and higher earnings, consumers lose much more. The 
increase in price from the tariff results in a loss in con-
sumer surplus, as shown in Exhibit 1. After the tariff, 
shoe prices rise to PW1T, and, consequently, consumer 
surplus falls by area c 1 d 1 e 1 f, representing the wel-
fare loss to consumers from the tariff. Area c in Exhibit 
1 shows the gain to domestic producers as a result of the 
tariff. That is, at the higher price, domestic producers 
are willing to supply more shoes, representing a welfare 
gain to producers resulting from the tariff. As a result 
of the tariff revenues, government gains area e. This is 
the import tariff—the revenue government collects from 
foreign countries on imports. However, we see from 
Exhibit 1 that consumers lose more than producers and 
government gain from the tariff. That is, on net, the 
deadweight loss associated with the tariff is represented 
by area d 1 f.

Gains and Losses from Tariffs

Area Before Tariffs After Tariffs Change

Consumer Surplus (CS) a 1 b 1 c 1 d 1 e 1 f a 1 b 2c 2 d 2 e 2 f

Producer Surplus (PS) g c 1 g 1c

Government revenues (Tariff) 0 e 1e

Total Welfare from Tariff  
 (CS 1 PS 1 Tariff Revenues) a 1 b 1 c 1 d 1 e 1 f 1 g a 1 b 1 c 1 e 1 g 2d 2 f

In the case of a tariff, we see that consumers lose more than producers and government gain. on net, the deadweight loss 
associated with the new tariff is represented by area d 1 f.
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Arguments for Tariffs

Despite the preceding arguments against trade 
restrictions, they continue to be levied. Some 

rationale for their existence is necessary. Three com-
mon arguments for the use of trade restrictions deserve 
our critical examination.

Temporary Trade Restrictions Help 
Infant Industries Grow
A country might argue that a protective tariff will 
allow a new industry to more quickly reach a scale of 
operation at which economies of scale and production 
efficiencies can be realized. That is, temporarily shield-
ing the young industry from competition from foreign 
firms will allow the infant industry a chance to grow. 
With early protection, these firms will eventually be 
able to compete effectively in the global market. It is 
presumed that without this protection, the industry 
could never get on its feet. At first hearing, the argu-
ment sounds valid, but it involves many problems. How 
do you identify “infant industries” that genuinely have 
potential economies of scale and will quickly become 
efficient with protection? We do not know the long-run 
average total cost curves of industries, a necessary piece 
of information. Moreover, if firms and governments 
are truly convinced of the advantages of allowing an 
industry to reach a large scale, would it not be wise to 
make massive loans to the industry, allowing it to begin 
large-scale production all at once rather than slowly 
and at the expense of consumers? In other words, the 
goal of allowing the industry to reach its efficient size 
can be reached without protection. Finally, the history 
of infant industry tariffs suggests that the tariffs often 
linger long after the industry is mature and no longer 
in need of protection.

Tariffs Can Reduce 
Domestic Unemployment
Exhibit 1 shows how tariffs increase output by domes-
tic producers, thus leading to increased employment 
and reduced unemployment in industries where tariffs 
have been imposed. Yet the overall employment effects 
of a tariff imposition are not likely to be positive; the 
argument is incorrect. Why? First, the imposition of 
a tariff by the United States on, say, foreign steel is 
going to be noticed in the countries adversely affected 
by the tariff. If a new tariff on steel lowers Japanese 
steel sales to the United States, the Japanese will likely 
retaliate by imposing tariffs on U.S. exports to Japan, 
say, on machinery exports. The retaliatory tariff will 
lower U.S. sales of machinery and thus employment in 

the U.S. machinery industries. As a result, the gain in 
employment in the steel industry will be offset by a loss 
of employment elsewhere.

Even if other countries did not retaliate, U.S. 
employment would likely suffer outside the industry 
gaining tariff protection. The way that other countries 
pay for U.S. goods is by getting dollars from sales to 
the United States—imports to us. If new tariffs lead to 
restrictions on imports, fewer dollars will be flowing 
overseas in payment for imports, which means that 
foreigners will have fewer dollars available to buy our 
exports. Other things being equal, this situation will 
tend to reduce our exports, thus creating unemploy-
ment in the export industries.

Tariffs Are Necessary for Reasons 
of National Security
Sometimes it is argued that tariffs are a means of 
preventing a nation from becoming too dependent on 
foreign suppliers of goods vital to national security. 
That is, by making foreign goods more expensive, we 
can protect domestic suppliers. For example, if oil is 
vital to operating planes and tanks, a cutoff of foreign 
supplies of oil during wartime could cripple a nation’s 
defenses.

The national security argument is usually not 
valid. If a nation’s own resources are depletable, tariff-
 imposed reliance on domestic supplies will hasten 
depletion of domestic reserves, making the country 
even more dependent on imports in the future. If we 
impose a high tariff on foreign oil to protect domestic 
producers, we will increase domestic output of oil in the 
short run; but in the process, we will deplete the stock-
pile of available reserves. Thus, the defense argument is 
of questionable validity. From a defense standpoint, it 
makes more sense to use foreign oil in peacetime and 
perhaps stockpile “insurance” supplies so that larger 
domestic supplies would be available during wars.

Are Tariffs Necessary 
to Protect Against Dumping?
Dumping occurs when a foreign country sells its prod-
ucts at prices below their costs or below the prices 
for which they are sold on the domestic market. For 
example, the Japanese government has been accused 
for years of subsidizing Japanese steel producers as 
they attempt to gain a greater share of the world steel 
market and greater market power. That is, the short-
term losses from selling below cost may be offset by 
the long-term economic profits from employing this 
strategy. Some have argued that tariffs are needed to 
protect domestic producers against low-cost dumpers 
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because they will raise the cost to foreign producers 
and offset their cost advantage.

The United States has antidumping laws; if a for-
eign country is found guilty of dumping, the United 
States can impose antidumping tariffs on that coun-
try’s products, thereby raising the price of the foreign 
goods that are being dumped. In practice, however, it 
is often difficult to prove dumping; foreign countries 
may simply have lower steel production costs. So what 
may seem like dumping may in fact be comparative 
advantage.

Import Quotas

Like tariffs, import quotas directly restrict imports, 
leading to reductions in trade and thus preventing 

nations from fully realizing their com-
parative advantage. The case for quotas 
is probably even weaker than the case for 
tariffs. Unlike what occurs with a tariff, 
the U.S. government does not collect any 
revenue as a result of the import quota. 
Despite the higher prices, the loss in 
consumer surplus, and the loss in govern-
ment revenue, quotas come about because 
people often view them as being less pro-
tectionist than tariffs—the traditional, 
most-maligned form of protection.

Besides the rather blunt means of 
curtailing imports by using tariffs and quotas, nations 
have devised still other, more subtle means of restrict-
ing international trade. For example, nations some-
times impose product standards, ostensibly to protect 
consumers against inferior merchandise. Effectively, 
however, those standards may be simply a means of 
restricting foreign competition. For example, France 
might keep certain kinds of wine out of the country on 
the grounds that they are made with allegedly inferior 
grapes or have an inappropriate alcoholic content. 
Likewise, the United States might prohibit automobile 
imports that do not meet certain standards in terms of 
pollutants, safety, and gasoline mileage. Even if these 
standards are not intended to restrict foreign competi-
tion, the regulations may nonetheless have that impact, 
restricting consumer choice in the process.

The Domestic Economic 
Impact of an Import Quota

The domestic economic impact of an import quota 
on autos is presented in Exhibit 2. The  introduction 

of an import quota increases the price from the world 

price, PW (established in the world market for autos) 
to PW�Q. The quota causes the price to rise above the 
world price. The domestic quantity demanded falls and 
the domestic quantity supplied rises. Consequently, the 
number of imports is much smaller than it would be 
without the import quota. Compared with free trade, 
domestic producers are better off but domestic con-
sumers are worse off. Specifically, the import quota 
results in a gain in producer surplus of area c and a loss 
in consumer surplus of area c � d � e � f. However, 
unlike the tariff case, where the government gains area 
e in revenues, the government does not gain any rev-
enues with a quota. Consequently, the deadweight loss 
is even greater with quotas than with tariffs. That is, 
on net, the deadweight loss associated with the quota 
is represented by area d � e � f. Recall that the dead-
weight loss was only d � f for tariffs.

If tariffs and import quotas hurt 
importing countries, why do they exist? 
The reason they exist is that producers 
can make large profits or “rents” from 
tariffs and import quotas. Economists 
call these efforts to gain profits from 
government protection rent seeking. 
Because this money, time, and effort 
spent on lobbying could have been 
spent producing something else, the 
deadweight loss from tariffs and quotas 
will likely understate the true dead-
weight loss to society.

The Economic Impact 
of Subsidies

Working in the opposite direction, governments 
sometimes try to encourage exports by subsi-

dizing producers. With a subsidy, revenue is given to 
producers for each exported unit of output, which 
stimulates exports. Although not a barrier to trade like 
tariffs and quotas, subsidies can distort trade patterns 
and lead to inefficiencies. How do these distortions 
happen? With subsidies, producers will export goods 
not because their costs are lower than those of a foreign 
competitor but because their costs have been artificially 
reduced by government action, transferring income 
from taxpayers to the exporter. The subsidy does not 
reduce the amounts of actual labor, raw material, 
and capital costs of production—society has the same 
opportunity costs as before. The nation’s taxpayers end 
up subsidizing the output of producers who, relative 
to producers in other countries, are inefficient. The 
nation, then, is exporting products in which it does 

import quota 
a legal limit on the imported 
quantity of a good that is 
produced abroad and can be 
sold in domestic markets

rent seeking 
efforts by producers to gain 
profits from government 
protections such as tariffs 
and import quotas
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The world price of sugar is much lower 
than the U.S. price. For example, in recent 
years, the U.S. price of sugar has been as 

high as 25 cents per pound while the world price was 
less than a nickel per pound. Why? The reason is that 
a sugar import quota  protects the domestic sugar 
industry, by controlling how much foreign sugar can 
enter the country. This policy raised the price of U.S. 
sugar and helps both domestic producers and those 
foreign producers who have lobbied successfully for 
quota allotment. In 2006, five of the largest producing 

Caribbean nations received increases in their quota 
because of the devastation done to the sugar planta-
tions in Louisiana by Hurricane Katrina.

The sugar quota impacts the price of everything 
from beverages to birthday cakes. As we can see 
graphically in exhibit 3, this policy may be good for 
domestic sugar producers but it is clearly bad for 
consumers (and those producers who use sugar as 
an input to further production such as candy mak-
ers, several of whom have moved out of the United 
States). even though the numbers are hypothetical 

The Sugar QuoTa

(continued)

Free Trade and Import Quotas

Gains and Losses from Import Quotas

Area Before Quota After Quota Change

Consumer Surplus (CS) a 1 b 1 c 1 d 1 e 1 f a 1 b 2c 2 d 2 e 2 f

Producer Surplus (PS) g c 1 g 1c

Total Welfare (CS 1 PS) from Quota a 1 b 1 c 1 d 1 e 1 f 1 g a 1 b 1 c 1 g 2d 2 e 2 f

With an import quota, the price rises from PW to PW1Q. Compared with free trade, consumers lose area c 1 d 1 e 1 f, while  
producers gain area b. The deadweight loss from the quota is area d 1 e 1 f. Under quotas, consumers lose and producers  
gain. The difference in deadweight loss between quotas and tariffs is area d, which the government is not able to pick up with 
import quotas.
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for ease of quantifying, they are close enough to 
reality that you can see the monetary impact of the 
quota.

Notice the cost to consumers of this policy 
is area a 1 b 1 c 1 d, or $2.1 billion a year. But, 
part of what consumers lose, producers gain. U.S. 

producers gain area a, or $850 million, and foreign 
producers with quota allotments for the U.S. market 
received $600 million (remember they would have 
had to sell their sugar for $0.10, instead of $0.20, on 
the world market). Areas b and d represent the dead-
weight loss from this policy—$650 million.

The Sugar QuoTa (cont .)

The Sugar Quota

Gains and Losses Associated with Sugar Quota

Loss of Consumer Surplus Area a 1 b 1 c 1 d 5 $2.1 billion

Gain to U.S. Producers of Sugar Area a 5 $850 million

Gain to Foreign Sugar Producers with Quota Allotments Area c 5 $600 million

Deadweight Loss Area b 1 d 5 $650 million

Area a 5 $850 million ($0.10 3 11 billion 3 0.5) 1 ($0.10 3 3 billion) Area c 5 $600 million ($0.10 3 6 billion)

Area b 5 $550 million ($0.10 3 11 billion 3 0.5) Area d 5 $100 million ($0.10 3 2 billion 3 0.5)
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Business Newsin the news True or False:  
Outsourcing Is a Crisis

— B y  E D U A R D O  P O R T E R

I 
f you read only the headlines, the future of global-
ization may seem scary, indeed. 

American jobs have already been heading abroad. 
And as telecommunications and more powerful 
computers enable companies to take even more 
jobs overseas, the service sector, which accounts 
for about 85 percent of the United States work force, 
will be increasingly vulnerable to competition from 
the cheap labor pools of the developing world. 

So the question looms: Is America on the verge 
of losing oodles of white-collar jobs?

Probably not. The threat of global outsourcing is 
easily overstated. 

The debate over the global competition for jobs 
is awash in dire projections. All those legal assis-
tants in New York and Washington, for example, 
could be replaced with smart young graduates from 
Hyderabad. office support occupations—jobs like 
data entry assistant, file clerk and the entire payroll 

A Variety of Jobs  
Being outsourced

Computer
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NoTe: Percentages computed on estimates for 2000.

SoUrCe: John C. McCarthy (2002), “3.3 Million U.S. Services Jobs to Go 

offshore,” TechStrategy research Brief, Forrester research Inc., November 11.
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rewards of remote Business Processing,” The Boston Consulting Group.

department - could also be carried out in remote 
locations. “We are really at the beginning stages of 
this, and it is accelerating rapidly,” said ron Hira, 
assistant professor of public policy at the rochester 
Institute of Technology.

In a study published this year, two economists 
at the organization for economic Cooperation and 
Development in Brussels estimated that 20 percent 
of the developed world’s employment could be 
“potentially affected” by global outsourcing. That 
could include all American librarians, statisticians, 
chemical engineers and air traffic controllers, the 
study said.

What does “potentially affected” mean? even 
if offshoring didn’t drain away all these jobs, glob-
al competition for employment—including  workers 
in developing countries who earn so little by 

continued
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Business Newsin the news True or False: 
Outsourcing Is a Crisis (cont.)

From The New York Times, © June 19, 2005 The New York Times All rights reserved. 

Used by permission and protected by the Copyright Laws of the United States. The print-

ing, copying, redistribution, or retransmission of the Material without express written 

permission is prohibited. www.nytimes.com.

 comparison—could severely dent the livelihoods of 
American workers. “It isn’t going to hurt in terms of 
jobs,” said William J. Baumol, an economics professor 
at New York University who has studied the costs of 
globalization. “It is going to hurt in terms of wages.” 

But even if millions of tasks can be done by  cheaper 
labor on the other side of the planet, businesses won’t 
rush to move every job they can to wherever the cost 
is lowest. The labor market isn’t quite that global, and 
it’s unlikely to be anytime soon. 

In a new set of reports, the McKinsey Global 
Institute, a research group known for its unabash-
edly favorable view of globalization, argued that 
160 million service jobs—about 10 percent of total 
worldwide employment—could be moved to remote 
sites because these job functions don’t require cus-
tomer contact, local knowledge or complex interac-
tions with the rest of a business.

Yet after surveying dozens of companies in eight 
sectors, from pharmaceutical companies to insur-
ers, it concluded that only a small fraction of these 
jobs would actually be sent away. 

The report estimates that by 2008, multinational 
companies in the entire developed world will have 
located only 4.1 million service jobs in low-wage 
countries, up from about 1.5 million in 2003. The 
figure is equivalent to only 1 percent of the total 
number of service jobs in developed countries.

Some sectors, like retail and health care, are likely 
to put very few jobs in poor countries. McKinsey esti-
mated that less than 0.07 percent of health care jobs 
in 2008 would be outsourced to low-wage countries. 
But even designers of packaged software, whose 
work can easily be done abroad, will outsource only 
18 percent of their jobs, the report said.

Moving tasks to faraway sites isn’t simple. 
According to McKinsey’s study, many business 
 processes are difficult to separate into discrete 
chunks that can be sent away. Many insurance 
companies use information technology systems that 
have been cobbled together over time and would 
be difficult to manage remotely. Managers can be 
unwilling or unprepared to work overseas. And 
sometimes the tasks that can be sent offshore are 
too small to make the move worthwhile. 

To top it off, there aren’t that many  suitable 
cheap workers available. Human-resources  managers 
interviewed for the McKinsey study said that for 
reasons ranging from poor language skills to second-
rate education systems, only about 13 percent of 
the young, college-educated professionals in the big 
developing countries are suitable to work for mul-
tinationals. And competition from local companies 
reduces this pool.

Sure, there are a billion Indians, but only a tiny 
percentage of the Indian work force have the appro-
priate qualifications. “Only a fraction have English 
as a medium of instruction, and only a fraction of 
those speak English that you or I can understand,” 
said Jagdish N. Bhagwati, a professor of economics 
at Columbia University.

Of course, many of these obstacles can be over-
come with time. The pool of adequate workers in 
poorer countries will grow, and companies will even-
tually iron out many of the logistical complications. 

But that is likely to take a while.“
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not have a comparative advantage. Gains from trade 
in terms of world output are eliminated or reduced by 
such subsidies. Thus, subsidies, usually defended as a 
means of increasing exports and improving a nation’s 
international financial position, are usually of dubious 
worth to the world economy and even to the economy 
doing the subsidizing.

According to the World Bank and the International 
Monetary Fund (IMF), world trade has benefited 
enormously from greater openness in trade since 1950. 
Tariffs on goods have fallen from a worldwide average 
of 26 percent to less than 9 percent today. On aver-
age, trade has grown more than twice as fast as world 
output.

Buy American. The Job You Save May Be Your Own. 
A common myth is that it’s better for Americans 
to spend their money at home than abroad. The 
best way to expose the fallacy in this argument 
is to take it to its logical extreme. If it’s better for 
me to spend my money here than abroad, then it’s 
even better to buy in Texas than in New York, bet-
ter yet to buy in Dallas than in Houston . . . in my 
own neighborhood . . . within my own family . . . to 
consume only what I can produce. Alone and poor.
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1. A tariff is a tax on imported goods.

2. Tariffs bring about higher prices and revenues to domestic producers and lower sales and revenues to foreign 
producers. Tariffs lead to higher prices and reduce consumer surplus for domestic consumers. Tariffs result in 
a net loss in welfare because the loss in consumer surplus is greater than the gain to producers and the gov-
ernment.

3. Arguments for the use of tariffs include: tariffs help infant industries grow; tariffs can reduce domestic unem-
ployment; new tariffs can help finance our international trade; and tariffs are necessary for national security 
reasons.

4. Like tariffs, import quotas restrict imports, lowering consumer surplus and preventing countries from fully 
realizing their comparative advantage. The net loss in welfare from a quota is proportionately larger than for a 
tariff because it does not result in government revenues.

5. Sometimes government tries to encourage production of a certain good by subsidizing its production with 
taxpayer dollars. Because subsidies stimulate exports, they are not a barrier to trade like tariffs and import 
quotas. However, they do distort trade patterns and cause overall inefficiencies.

1. Why do tariffs increase domestic producer surplus but decrease domestic consumer surplus?

2. How do import tariffs increase employment in “protected” industries but at the expense of a likely decrease 
in employment overall?

3. Why is the national security argument for tariffs questionable?

4. Why is the domestic argument for import quotas weaker than the case for tariffs?

5. Why would foreign producers prefer import quotas to tariffs, even if they resulted in the same reduced level 
of imports?

6. Why does subsidizing exports by industries without a comparative advantage tend to harm the domestic 
economy, on net?

S E C T I O N    C H E C K
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Fill in the blanks:

 1. In a typical year, about ___________ percent of the 
world’s output is traded in international markets.

 2. In the global economy, one country’s exports are another 
country’s ___________.

 3. ___________ trade implies that both participants in an 
exchange of goods and services anticipate an improve-
ment in their economic welfare.

 4. The theory that explains how trade can be beneficial to 
both parties centers on the concept of ___________.

 5. A person, a region, or a country has a comparative 
advantage over another person, region, or country in 
producing a particular good or service if it produces a 
good or service at a lower ___________ than others do.

 6. What is important for mutually beneficial specialization 
and trade is ___________ advantage, not ___________ 
advantage.

 7. Trade has evolved in large part because different geo-
graphic areas have ___________ resources and therefore 
___________ production possibilities.

 8. If Techland can produce more of both grain and com-
puters than Grainsville, Techland has a(n) ___________ 
advantage in both products.

 9. The difference between the most a consumer would be 
willing to pay for a quantity of a good and what a con-
sumer actually has to pay is called ___________ surplus.

 10. We can better analyze the impact of trade with the tools 
of ___________ and ___________ surplus.

 11. Once the equilibrium output is reached at the equilib-
rium price, the sum of ___________ and ___________ is 
maximized.

 12. When the domestic economy has a comparative 
 advantage in a good because it can produce it at 
a lower relative price than the rest of the world 
can, international trade ___________ the domestic 
 market price to the world price, benefiting domestic 
___________ but harming domestic ___________.

 13. When the domestic economy has a comparative advan-
tage in a good, allowing international trade redistrib-
utes income from domestic ___________ to domestic 
___________, but ___________ surplus increases more 
than ___________ surplus decreases.

 14. When a country does not produce a good relatively 
as well as other countries do, international trade will 
___________ the domestic price to the world price, with 
the difference between what is domestically 

supplied and what is domestically demanded supplied 
by ___________.

 15. When a country does not produce a good relatively as 
well as other countries do, international trade redistrib-
utes income from domestic ___________ to domestic 
___________ and causes a net ___________ in domestic 
wealth.

 16. A(n) ___________ is a tax on imported goods.

 17. Tariffs bring about ___________ prices and revenues to 
domestic producers, ___________ sales and revenues to 
foreign producers, and ___________ prices to domestic 
consumers.

 18. With import tariffs, the domestic price of goods is 
___________ than the world price.

 19. If import tariffs are imposed, at the new price the 
domestic quantity demanded is ___________, and 
the quantity supplied domestically is ___________, 
___________ the quantity of imported goods.

 20. Import tariffs benefit domestic ___________ and 
___________ but harm domestic ___________.

 21. One argument for tariffs is that tariff protection is nec-
essary ___________ to allow a new industry to more 
quickly reach a scale of operation at which economies 
of scale and production efficiencies can be realized.

 22. Tariffs lead to ___________ output and employment 
and reduced unemployment in domestic industries 
where tariffs are imposed.

 23. If new tariffs lead to restrictions on imports, 
___________ dollars will be flowing overseas in pay-
ment for imports, which means that foreigners will have 
___________ dollars available to buy U.S. exports.

 24. If a nation’s own resources are depletable, tariff-
imposed reliance on domestic supplies will ___________ 
depletion of domestic reserves.

 25. An import ___________ gives producers from another 
country a maximum number of units of the good in 
question that can be imported within any given time 
span.

 26. The case for import quotas is ___________ than the case 
for import tariffs.

 27. Tariffs and import quotas are rather suspect and 
exist because of producers’ lobbying efforts to gain 
profits from government protection, which is called 
___________.

 28. Dumping occurs when a foreign country sells its prod-
ucts at prices ___________ their costs or ___________ 
the prices they are sold at in the domestic market.
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 29. If a foreign country is found guilty of dumping, the 
United States can impose ___________ tariffs.

 30. Governments sometimes try to encourage exports by 
___________ producers.

 31. With subsidies, a nation’s taxpayers end up subsidizing 
the output of producers who, relative to producers in 
other countries, are ___________.

 32. Gains from trade in terms of world output are 
___________ by export subsidies.

Answers: 1. 15 2. imports 3. Voluntary 4. comparative advantage 5. opportunity cost 6. comparative; absolute 7. different; different 8. abso-
lute 9. consumer 10. consumer; producer 11. consumer surplus; producer surplus 12. raises; producers; consumers 13. consumers; producers; 
producer; consumer 14. lower; imports 15. producers; consumers; increase 16. tariff 17. higher; lower; higher 18. greater 19. lower; greater; 
reducing 20. producers; the government; consumers 21. temporarily 22. increased 23. fewer; fewer 24. hasten 25. quota 26. weaker 27. rent 
seeking 28. below; below 29. antidumping 30. subsidizing 31. inefficient 32. reduced

Key Terms and Concepts

 The Growth in World Trade
 1. Why is it important to understand the effects of 

international trade?
All countries are importantly affected by international 
trade, although the magnitude of the international trade 
sector varies substantially by country. International 
connections mean that any of a large number of dis-
turbances that originate elsewhere may have important 
consequences for the domestic economy.

 2. Why would U.S. producers and consumers 
be more concerned about Canadian trade 
 restrictions than Swedish trade restrictions?
The United States and Canada are the two largest trad-
ing partners in the world. This means that the effects of 
trade restrictions imposed by Canada would have a far 
larger effect on the United States than similar restric-
tions imposed by Sweden. (For certain items, however, 
the magnitude of our trade with Sweden is greater than 
it is with Canada, so for these items Swedish restric-
tions would be of more concern.)

 Comparative Advantage 
and Gains from Trade
 1. Why do people voluntarily choose to specialize 

and trade?
Voluntary specialization and trade among self-
 interested parties only takes place because all the par-
ties involved expect that their benefits from this spe-
cialization (according to comparative advantage) and 
exchange will exceed their costs.

 2. How could a country have an absolute advantage 
in producing one good or service without also 
 having a comparative advantage in its production?
If one country was absolutely more productive at every-
thing than another country but wasn’t equally more 
productive at everything, there would still be some 
things in which it had a comparative disadvantage. For 
instance, if country A was three times as productive in 
making X and two times as productive in making Y as 
country B, it would have a comparative advantage in 
making X (it gives up less Y for each X produced) and 
a comparative disadvantage in making Y (it gives up 
more X for each Y produced), relative to country B.

 3. Why do you think the introduction of the railroad 
reduced self-sufficiency in the United States?
Prior to the introduction of the railroad, the high cost 
of transportation overwhelmed the gains from special-
izing according to comparative advantage in much of 
the United States (production cost differences were 
smaller than the costs of transportation). The railroads 
reduced  transportation costs enough that specialization 
and exchange became beneficial for more goods and 
services, and self-sufficiency due to high transportation 
costs declined.

 4. If you can wash the dishes in two-thirds the 
time it takes your younger sister to wash 
them, do you have a comparative advantage in 
 washing the dishes with respect to her?
We can’t know the answer to this question without 
more information. It is not the time taken to wash the 
dishes that matters in determining comparative advan-
tage but the opportunity cost of the time in terms of 
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forgone value elsewhere. If your younger sister is less 
than two-thirds as good at other chores than you, she 
is relatively better at washing the dishes and so would 
have a comparative advantage in washing the dishes. 
If she is more than two-thirds as good at other chores, 
she is relatively better at these chores and so would 
have a comparative disadvantage in washing the dishes.

 Supply and Demand 
in International Trade
 1. How does voluntary trade generate both 

 consumer and producer surplus?
Voluntary trade generates consumer surplus because 
a rational consumer would not purchase if he did not 
value the benefits of purchase at greater than its cost, 
and consumer surplus is the difference between that 
value and the cost he is forced to pay. Voluntary trade 
generates producer surplus because a rational pro-
ducer would not sell additional units unless the price 
he received was greater than his marginal cost, and 
producer surplus is the difference between the revenues 
received and the costs producers must bear to produce 
the goods that generate those revenues.

 2. If the world price of a good is greater than the 
domestic price prior to trade, why does it imply 
that the domestic economy has a comparative 
advantage in producing that good?
If the world price of a good is greater than the domes-
tic price prior to trade, this implies that the domestic 
marginal opportunity cost of production is less than 
the world marginal opportunity cost of production. But 
this means that the domestic economy has a compara-
tive advantage in that good.

 3. If the world price of a good is less than the 
domestic price prior to trade, why does it imply 
that the domestic economy has a comparative 
disadvantage in producing that good?
If the world price of a good is less than the domestic 
price prior to trade, this implies that the domestic 
 marginal opportunity cost of production is greater than 
the world marginal opportunity cost of production. But 
this means that the domestic economy has a compara-
tive disadvantage in that good.

 4. When a country has a comparative advantage 
in the production of a good, why do domestic 
 producers gain more than domestic consumers 
lose from free international trade?
When a country has a comparative advantage in pro-
ducing a good, the marginal benefit from exporting is 
the world price, which is greater than the forgone value 
domestically (along the domestic demand curve) for 
those units of domestic consumption “crowded out” 

and greater than the marginal cost of the expanded 
output. Therefore, there are net domestic gains to inter-
national trade (the gains to domestic producers exceed 
the losses to domestic consumers).

 5. When a country has a comparative disadvantage 
in a good, why do domestic consumers gain 
more than domestic producers lose from free 
international trade?
When a country has a comparative disadvantage in 
producing a good, the marginal cost of importing is 
the world price, which is less than the additional value 
(along the domestic demand curve) for those units of 
expanded domestic consumption and less than the mar-
ginal cost of the domestic production “crowded out.” 
Therefore, there are net domestic gains to international 
trade (the gains to domestic consumers exceed the 
losses to domestic producers).

 6. Why do U.S. exporters, such as farmers, 
favor free trade more than U.S. producers 
of domestic products who face competition 
from foreign imports, such as the automobile 
 industry?
Exporters favor free trade over restrictions on what 
they sell in other countries because it increases the 
demand and therefore the price for their products, 
which raises their profits. Those who must compete 
with importers want those imports restricted rather 
than freely traded because it increases the demand and 
therefore the price for their domestically produced 
products, which raises their profits.

 Tariffs, Import Quotas, 
and Subsidies
 1. Why do tariffs increase domestic producer 

 surplus but decrease domestic consumer 
 surplus?
Tariffs raise the price of imported goods to domes-
tic consumers, resulting in higher prices received by 
domestic producers as well. Thus, the higher price 
reduces domestic consumer surplus but increases 
domestic producer surplus.

 2. How do import tariffs increase employment in 
“protected” industries but at the expense of a 
likely decrease in employment overall?
Import tariffs increase employment in “protected” 
industries because the barriers to lower-price imports 
increase the demand faced by domestic producers, 
increasing their demand for workers. However, imports 
are the means by which foreigners get the dollars 
to buy our exports, so restricted imports will mean 
restricted exports (even more so if other countries 
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retaliate with import restrictions of their own). In addi-
tion, by raising the prices domestic consumers pay for 
the protected products (remember that domestic con-
sumers lose more than domestic producers gain from 
protectionism), consumers are made poorer in real 
terms, which will reduce demand for goods, and there-
fore the labor to make them, throughout the economy.

 3. Why is the national security argument for tariffs 
questionable?
The national security argument for tariffs is question-
able because tariffs increase current reliance on domes-
tic supplies, which depletes the future stockpile of avail-
able reserves. With fewer domestic reserves, the country 
will be even more dependent on foreign supplies in the 
future. Buying foreign supplies and stockpiling them 
makes more sense as a way of reducing reliance on for-
eign supplies in wartime.

 4. Why is the domestic argument for import quotas 
weaker than the case for tariffs?
Tariffs at least use the price system as the basis of 
trade. Tariff revenues end up in a country’s treasury, 
where they can be used to produce benefits for the 

country’s citizens or to reduce the domestic tax burden. 
Import quotas, however, transfer most of those benefits 
to foreign producers as the higher prices they receive.

 5. Why would foreign producers prefer import 
 quotas to tariffs, even if they resulted in the 
same reduced level of imports?
Restricting imports reduces supply, which increases the 
price that foreign producers receive on the units they sell, 
thus benefiting them. Tariffs, on the other hand, reduce 
the after-tariff price that foreign producers receive. If both 
reduce foreign sales by the same amount, foreign produc-
ers would clearly prefer import restrictions over tariffs.

 6. Why does subsidizing exports by industries 
 without a comparative advantage tend to harm 
the domestic economy, on net?
Subsidizing industries in which a country has a com-
parative disadvantage (higher costs) must, by definition, 
require shifting resources from where it has a compara-
tive advantage (lower costs) to where it has a compara-
tive disadvantage. The value of the output produced 
from those resources (indirectly in the case of special-
ization and exchange) is lower as a result.
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True or False:

1. Although the importance of the international sector varies enormously from place to place, the volume of international 
trade increased substantially.

2. U.S. imports are considered a credit item in the balance of payment because the dollars sold to buy the necessary foreign 
currency add to foreign claims against U.S. buyers.

3. Our imports provide the means by which foreigners can buy our exports.

4. Nations’ imports and exports of services are the largest component of the balance of payments.

5. When the United States runs a trade deficit in goods and services with the rest of the world, the rest of the world must be 
running a trade surplus in goods and services with the United States.

6. When the United States runs a trade deficit in goods, it must run a trade surplus in services.

7. In the global economy, imports equal exports because one country’s exports are another country’s imports.

8. In voluntary trade, both participants in an exchange anticipate an improvement in their economic welfare.

9. An area should specialize in producing and selling those items in which it has an absolute advantage.

10. Differences in opportunity costs provide an incentive to gain from specialization and trade.

11. The principle of comparative advantage can be applied to regional markets.

12. A trading area may be a locality, a region, or a nation.

13. If two nations with different opportunity costs of production specialize, total output of both products may be higher as a 
result.

14. By specializing in products in which it has a comparative advantage, an area can have more goods and services if it trades 
the added output for other goods and services that others can produce at a lower opportunity cost.

15. By specialization according to comparative advantage and trade, two parties can each achieve consumption possibilities 
that would be impossible for them without trade.

16. The difference between the least amount for which a supplier is willing to supply a quantity of a good or service and the 
revenues a supplier actually receives for selling it is called consumer surplus.

17. Trading at the market equilibrium price generates both consumer surplus and producer surplus.

18. Once the equilibrium output is reached at the equilibrium price, all of the mutually beneficial opportunities from trade 
between suppliers and demanders will have taken place.

19. The total gain to the economy from trade is the sum of consumer and producer surpluses.

20. When the domestic economy has a comparative advantage in a good, allowing international trade benefits domestic con-
sumers but harms domestic producers.

 21. When the domestic economy has a comparative advantage in a good, exporting that good increases domestic wealth 
because, while domestic consumers lose from the free trade, these negative effects are more than offset by the positive 
gains captured by producers.

 22. When a country does not produce a good relatively as well as other countries do, international trade benefits domestic 
consumers but harms domestic producers.

 23. When a country does not produce a good relatively as well as other countries do, allowing international trade will 
increase consumer surplus less than producer surplus decreases.

 24. Tariffs are usually relatively large revenue producers for governments.

 25. Tariffs result in gains to domestic producers that are more than offset by losses to domestic consumers.

 26. The history of infant-industry tariffs suggests that the tariffs often linger long after the industry is mature and no longer in 
need of protection.

 27. When foreign countries are dumping, they are trying to gain a greater share of the world market for their products.
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 28. What may seem like dumping may in fact be comparative advantage.

 29. The overall domestic employment effects of a tariff imposition are likely to be positive.

 30. If the imposition of a tariff leads to retaliatory tariffs by other countries, domestic employment outside the industry gain-
ing the tariff protection will likely suffer.

 31. Exporters in a country would generally be supportive of their country’s imposing import tariffs.

 32. From a national defense standpoint, rather than imposing import tariffs, it makes more sense to use foreign supplies in 
peacetime and perhaps stockpile “insurance” supplies so that large domestic supplies would be available during wars.

 33. Like tariffs, quotas directly restrict imports; but the U.S. government does not collect any revenue as the result of an 
import quota, as it does with tariffs.

 34. Nations have sometimes used product standards ostensibly designed to protect consumers against inferior, unsafe, danger-
ous, or polluting merchandise as a means of restricting foreign competition.

 35. Because resources being spent on lobbying efforts could have produced something instead, the measured deadweight loss 
from tariffs and quotas will likely understate the true deadweight loss to society.

 36. Unlike import tariffs and quotas, export subsidies tend to increase efficiency.

 37. With subsidies, producers export goods not because their costs are lower than those of a foreign competitor but because 
their costs have been artificially reduced by government action transferring income from taxpayers to the exporter.

 38. Export subsidies lead nations to export products in which they do not have a comparative advantage.

Multiple Choice:

 1. Assume that the opportunity cost of producing a pair of pants in the United States is 2 pounds of rice, while in China, it 
is 5 pounds of rice. As a result,

 a. the United States has a comparative advantage over China in the production of pants.
 b. China has a comparative advantage over the United States in the production of rice.
 c. mutual gains from trade can be realized by both countries if the United States exports rice to China in exchange for shoes.
 d. mutual gains from trade can be realized by both countries if the United States exports pants to China in exchange 

for rice.
 e. all of the above except c are true.

 2. In Samoa the opportunity cost of producing one coconut is four pineapples, while in Guam the opportunity cost of pro-
ducing one coconut is five pineapples. In this situation,

 a. if trade occurs, both countries will be able to consume beyond the frontiers of their original production possibilities.
 b. Guam will be better off if it exports coconuts and imports pineapples.
 c. both Samoa and Guam will be better off if Samoa produces both coconuts and pineapples.
 d. mutually beneficial trade cannot occur.

 3. Mutually beneficial trade will occur whenever the exchange rate between the goods involved is set at a level where
 a. each country can export a good at a price above the opportunity cost of producing the good in the domestic market.
 b. each country can import a good at a price above the opportunity cost of producing the good in the domestic market.
 c. the exchange ratio is exactly equal to the opportunity cost of producing the good in each country.
 d. each country will specialize in the production of those goods in which it has an absolute advantage.
 e. either b or d is true.

Questions 4–6 refer to the following data: Alpha can produce either 18 tons of oranges or 9 tons of apples in a year, while 
Omega can produce either 16 tons of oranges or 4 tons of apples in a year.

 4. The opportunity costs of producing 1 ton of apples for Alpha and Omega, respectively, are
 a. 0.25 ton of oranges and 0.5 ton of oranges.
 b. 9 tons of oranges and 4 tons of oranges.
 c. 2 tons of oranges and 4 tons of oranges.
 d. 4 tons of oranges and 2 tons of oranges.
 e. 0.5 ton of oranges and 0.25 ton of oranges.
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 5. Which of the following statements is true?
 a. Alpha should export to Omega, but Omega should not export to Alpha.
 b. Because Alpha has an absolute advantage in both goods, no mutual gains from trade are possible.
 c. If Alpha specializes in growing apples and Omega specializes in growing oranges, they could both gain by specializa-

tion and trade.
 d. If Alpha specializes in growing oranges and Omega specializes in growing apples, they could both gain by specializa-

tion and trade.
 e. Because Alpha has a comparative advantage in producing both goods, no mutual gains from trade are possible.

 6. Which of the following exchange rates between apples and oranges would allow both Alpha and Omega to gain by spe-
cialization and exchange?

 a. 1 ton of apples for 3 tons of oranges
 b. 3 tons of apples for 3 tons of oranges
 c. 2 tons of apples for 3 tons of oranges
 d. 1 ton of oranges for 0.2 ton of apples
 e. 1 ton of oranges for 0.8 ton of apples

 7. After the United States introduces a tariff in the market for steel, the price of steel in the United States will
 a. decrease.
 b. increase.
 c. remain the same.
 d. change in an indeterminate manner.

 8. If Japan does not have a comparative advantage in producing rice, the consequences of adopting a policy of reducing or 
eliminating imports of rice into Japan would include the following:

 a. Japan will be able to consume a combination of rice and other goods beyond their domestic production possibilities 
curve.

 b. The real incomes of Japanese rice producers would rise, but the real incomes of Japanese rice consumers would fall.
 c. The real incomes of Japanese rice consumers would rise, but the real incomes of Japanese rice producers would fall.
 d. The price of rice in Japan would fall.

 9. The infant-industry argument for protectionism claims that an industry must be protected in the early stages of its devel-
opment so that

 a. firms will be protected from subsidized foreign competition.
 b. domestic producers can attain the economies of scale to allow them to compete in world markets.
 c. adequate supplies of crucial resources will be available if needed for national defense.
 d. None of the above reflect the infant-industry argument.

 10. Protectionist legislation is often passed because
 a. employers in the affected industry lobby more effectively than the workers in that industry.
 b. both employers and workers in the affected industry lobby for protectionist policies.
 c. trade restrictions often benefit domestic consumers in the long run, even though they must pay more in the short 

run.
 d. none of the above

 11. Introducing a tariff on vitamin E would
 a. reduce imports of vitamin E.
 b. increase U.S. consumption of domestically produced vitamin E.
 c. decrease total U.S. consumption of vitamin E.
 d. do all of the above.
 e. do none of the above.

 12. A new U.S. import quota on imported steel would be likely to
 a. raise the cost of production for steel-using American firms.
 b. generate tax revenue to the government.
 c. decrease U.S. production of steel.
 d. increase the production of steel-using American firms.
 e. do all of the above.
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 13. An import quota does which of the following?
 a. decreases the price of the imported goods to consumers
 b. increases the price of the domestic goods to consumers
 c. redistributes income away from domestic producers of those products toward domestic producers of exports
 d. a and c
 e. b and c

 14. A crucial difference between the impacts of import quotas and of tariffs is that
 a. import quotas generate revenue to the domestic government, but tariffs do not.
 b. import quotas generate no revenue to the domestic government, but tariffs do.
 c. tariffs increase the prices paid by domestic consumers, but quotas do not.
 d. a and c
 e. b and c

 15. If the United States could produce 0.5 ton of potatoes or 1 ton of wheat per worker per year, while Ireland could produce 
3 tons of potatoes or 2 tons of wheat per worker per year, the country with the comparative advantage in producing 
wheat is ___________ and the country with the absolute advantage in producing potatoes is ___________.

 a. the United States; the United States
 b. the United States; Ireland
 c. Ireland; the United States
 d. Ireland; Ireland

 16. According to international trade theory, a country should
 a. import goods in which it has an absolute advantage.
 b. export goods in which it has an absolute advantage.
 c. import goods in which it has a comparative disadvantage.
 d. import goods in which it has an absolute disadvantage.
 e. import goods when it has either a comparative or absolute disadvantage in producing them.

 17. Relative to a no-international-trade initial situation, if the United States imported wine, the U.S. domestic price of wine
 a. would rise, but domestic output would fall.
 b. would fall, but domestic output would rise.
 c. would rise, and domestic output would rise.
 d. would fall, and domestic output would fall.

 18. Relative to a no-international-trade initial situation, if the United States exported wine, the U.S. domestic price of wine
 a. would rise, but domestic output would fall.
 b. would fall, but domestic output would rise.
 c. would rise, and domestic output would rise.
 d. would fall, and domestic output would fall.

Problems:

 1. Bud and Larry have been shipwrecked on a deserted island. Their economic activity consists of either gathering berries or 
fishing. We know that Bud can catch four fish in one hour or harvest two buckets of berries. In the same time Larry can 
catch two fish or harvest two buckets of berries.

 a. Fill in the following table assuming that they each spend four hours a day fishing and four hours a day harvesting 
berries.

   Fish per Day Buckets of Berries per Day

  Bud ____________ ____________
  Larry ____________ ____________
  Total ____________ ____________

 b. If Bud and Larry don’t trade with each other, who is better off? Why?
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 c. Assume that Larry and Bud operate on straight-line production possibilities curves. Fill in the following table:

   Opportunity Cost Opportunity Cost

  of a Bucket of Berries of a Fish

  Bud ____________ ____________
  Larry ____________ ____________

 d. If they traded, who has the comparative advantage in fish? In berries?
 e. If Larry and Bud specialize in and trade the good in which they have a comparative advantage, how much of each 

good will be produced in an eight-hour day? What are the gains from trade?

 2. The following table represents the production possibilities in two countries:

Country A Country B

Good X Good Y Good X Good Y

 0 32  0 24

 4 24  4 18

 8 16  8 12

12  8 12  6

16  0 16  0

  Which country has a comparative advantage at producing Good X? How can you tell?
  Which country has a comparative advantage at producing Good Y?

 3. Suppose the United States can produce cars at an opportunity cost of two computers for each car it produces. Suppose 
Mexico can produce cars at an opportunity cost of eight computers for each car it produces. Indicate how both countries 
can gain from free trade.

 4. Evaluate the following statement: “Small developing economies must first become self-sufficient before benefiting from 
international trade.”

 5. Evaluate the following statement: “The United States has an absolute advantage in growing wheat. Therefore, it must 
have a comparative advantage in growing wheat.”

 6. NAFTA (North American Free Trade Agreement) is an agreement among the United States, Canada, and Mexico to 
reduce trade barriers and promote the free flow of goods and services across borders. Many U.S. labor groups were 
opposed to NAFTA.

  Can you explain why? Can you predict how NAFTA might alter the goods and services produced in the participating 
countries?

 7. If country A is the lowest opportunity cost producer of X and country B is the lowest opportunity cost producer of Y, 
what happens to their absolute and comparative advantages if country A suddenly becomes three times more productive 
at producing both X and Y than it was before?

 8. Assume that Freeland could produce 8 units of X and no Y, 16 units of Y and no X, or any linear combination in 
between, and Braveburg could produce 32 units of X and no Y, 48 units of Y and no X, or any linear combination in 
between.

 a. What is the opportunity cost of producing X in Freeland? In Braveburg?
 b. If Freeland and Braveburg specialize according to comparative advantage, which directions will goods flow in trade?
 c. If trade occurs, what will the terms of trade between X and Y be?
 d. How large would transactions costs, transportation costs, or tariffs have to be to eliminate trade between Freeland 

and Braveburg?
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 9. To protect its domestic apple industry, Botswana has for many years prevented international trade in apples. The follow-
ing graph represents the Botswana domestic market for apples. PBT is the current price, and PAT is the world price.
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 a. If the government allows world trade in apples, what will happen to the price of apples in Botswana? Why?
 b. Indicate the amount of apples domestic producers produce after there is trade in apples as QDT. How many apples 

are imported?
 c. Trade in imports causes producer surplus to be reduced by the amount b. Show b on the graph.
 d. The gains from trade equal the amount increased consumer surplus exceeds the loss in producer surplus. Show this 

gain, g, on the graph.
 e. Explain why consumers in Botswana would still be better off if they were required to compensate producers for their 

lost producer surplus.

 10. Use the accompanying graphs to illustrate the effects of imposing a tariff on imports on the domestic price, the domestic 
quantity purchased, the domestic quantity produced, the level of imports, consumer surplus, producer surplus, the tariff 
revenue generated, and the total welfare effect from the tariff.

  
Quantity of Shoes

(world)

0 0

P
ri

ce
 o

f 
S

ho
es

 (w
o

rl
d

)

P
ri

ce
 o

f 
S

ho
es

 (d
o

m
es

tic
)

Quantity of Shoes (domestic)

SDOMESTIC

DWORLD

SWORLD

DDOMESTIC

World Market Domestic Market

643



 11. Using the accompanying graphs, illustrate the effects of opening up the domestic market to international trade on the 
domestic price, the domestic quantity purchased, the domestic quantity produced, imports or exports, consumer surplus, 
producer surplus, and the total welfare gain from trade.
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 12. Explain why imposing a tariff causes a net welfare loss to the domestic economy.

 13. If imposing tariffs and quotas harms consumers, why don’t consumers vigorously oppose the implementation of these 
protectionist policies?

 14. Why does rent seeking imply that the traditional measure of deadweight loss from tariffs and quotas will likely understate 
the true deadweight loss to society?

 15. Would you be in favor of freer trade or against it in the following circumstances?
 a. The move to freer trade is in another country and you are an exporter to that country.
 b. The move to freer trade is in your country and you compete with imports from other countries.
 c. The move to freer trade is in your country and you import parts for products you sell domestically.

 16. Go through your local newspaper and locate four news items regarding the global economy. Identify the significance of 
each of these news items to the U.S. economy and whether they are likely to affect international trade.
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When people travel to foreign countries, they pay for their goods 
and services in foreign currencies. For example, if we were in Italy 
and were buying Italian shoes, we would have to pay in euros—and
we might want to know how much that will 
cost us in U.S. currency. In this chapter, we 
will learn how nations pay each other in world 

trade and how we measure how much buying 
and selling is going on. We will also learn about 
exchange rates. ■

International Finance

21.1 The Balance of Payments

21.2 Exchange Rates

21.3 Equilibrium Changes in the Foreign 
Exchange Market

21.4 Flexible Exchange Rates
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Balance of Payments

The record of all of the international financial 
transactions of a nation over a year is called the 

balance of payments. The balance of payments is a 
statement that records all the exchanges requiring 
an outflow of funds to foreign nations or an inflow 
of funds from other nations. Just as an examination  
of gross domestic product accounts gives us some idea 
of the economic health and vitality of a nation, the 
balance of payments provides information about a 
nation’s world trade position. The bal-
ance of payments is divided into three 
main sections: the current account, the 
capital account, and an “error term” 
called the statistical discrepancy. These 
are highlighted in Exhibit 1. Let’s look 
at each of these components, beginning 
with the current account, which is made 
up of imports and exports of goods and 
services.

The Current Account
Export Goods and the Current Account
A current account is a record of a country’s imports and 
exports of goods and services, net investment income, 
and net transfers. Any time a foreign buyer purchases 
a good from a U.S. producer, the foreign buyer must 
pay the U.S. producer for the good. Usually, the foreign 
buyer must pay for the good in U.S. dollars, because 
the producer wants to pay his workers’ wages and 

other input costs with dollars. Making 
this payment requires the foreign buyer 
to exchange units of her currency at a 
foreign exchange dealer for U.S. dollars. 
Because the United States gains claims 
for foreign goods by obtaining foreign 
currency in exchange for the dollars 
needed to buy exports, all exports of 
U.S. goods abroad are considered a cred-
it, or plus (1), item in the U.S. balance of 
payments. Those foreign  currencies are 

The Balance of Payments
n What is the balance of payments?

n What are the three main components of the balance of payments?

n What is the balance of trade?

U.S. Balance of Payments, 2008 (billions of dollars)

Type of Transaction

Current Account Capital Account

1. Exports of goods $ 1,291 10. U.S.-owned assets abroad $ 254

2. Imports of goods 22,112 11. Foreign-owned assets in the United States 599

3. Balance of trade (lines 1 1 2) 2821 12. Capital account balance (lines 10 1 11) 545

4. Service exports 544 13. Statistical discrepancy 128

5. Service imports 2405 14. Net Balance (lines 9 2 12 1 13) $0

6. Balance on goods and services 
(lines 3 1 4 1 5)

2682

7. Unilateral transfers (net) 2120

8. Investment income (net) 129

9. Current account balance  
(lines 6 1 7 1 8)

2673

SOURCE: Bureau of Economic Analysis, Table 1.

balance of payments  
the record of international 
transactions in which a nation 
has engaged over a year

current account  
a record of a country’s 
imports and exports of goods 
and services, net investment 
income, and net transfers
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later exchangeable for goods and services made in the 
country that purchased the U.S. exports.

Import Goods and the Current Account
When a U.S. consumer buys an imported good, 
however, the reverse is true: The U.S. importer must 
pay the foreign producer, usually in that nation’s 
currency. Typically, the U.S. buyer will go to a 
foreign exchange dealer and exchange dollars for 
units of that foreign currency. Imports are thus a 
debit (�) item in the balance of payments, because 
the dollars sold to buy the foreign currency add to 
foreign claims for foreign goods, which are later 
exchangeable for U.S. goods and services. U.S. 
imports, then, provide the means by which foreign-
ers can buy U.S. exports.

Services and the Current Account
Even though imports and exports of goods are the 
largest components of the balance of payments, they 
are not the only ones. Nations import and export 
services as well. A particularly important service is 
tourism. When U.S. tourists go abroad, they are buy-
ing foreign-produced services in addition to those pur-
chased by citizens there. Those services include the use 
of hotels, sightseeing tours, restaurants, and so forth. 
In the current account, these services are included 
in imports. On the other hand, foreign tourism in 
the United States provides us with foreign currencies 
and claims against foreigners, so they are included in 
exports. Airline and shipping services also affect the 
balance of payments. When someone from Italy flies 
American Airlines, that person is making a payment 
to a U.S. company. Because the flow of international 
financial claims is the same, this payment is treated 
just like a U.S. export in the balance of payments. 
If an American flies on Alitalia, however, Italians 
acquire claims against the United States; and so it is 
included as a debit (import) item in the U.S. balance-
of-payments accounts.

Net Transfer Payments 
and Net Investment Income
Other items that affect the current account are private 
and government grants and gifts to and from other 
countries. When the U.S. gives foreign aid to another 
country, a debit occurs in the U.S. balance of  payments 

because the aid gives foreigners added claims against 
the United States in the form of dollars. Private gifts, 
such as individuals sending money to relatives or 
friends in foreign countries, show up in the current 
account as debit items as well. Because the United 
States usually sends more humanitarian and military 
aid to foreigners than it receives, net transfers are usu-
ally in deficit.

Net investment income is also included in the 
current account (line 8)—U.S. investors hold foreign 
assets and foreign investors hold U.S. assets. Payments 
received by U.S. residents are added to the current 
account and payments made by U.S. residents are sub-
tracted from the current account. In 2008, a net flow 
of $2 billion came into the United States.

The Current Account Balance
The balance on the current account is the net amount 
of credits or debits after adding up all transactions of 
goods (merchandise imports and exports), services, 
and transfer payments (e.g., foreign aid and gifts). 
If the sum of credits exceeds the sum of debits, the 
nation is said to run a balance-of-payments surplus 
on the current account. If debits exceed credits, 
however, the nation is running a balance-of-payments 
deficit on the current account.

Nations import and export services like tourism.
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The Balance of Trade and the Balance  
of the Current Account
The balance of payments of the United States for 
2008 is presented in Exhibit 1. Notice that exports 
and imports of goods and services are by far the larg-
est credits and debits. Notice also that U.S. exports 
of goods were $821 billion less than 
imports of goods. The import/export 
goods relationship is often called the 
balance of trade. The United States, 
therefore, experienced a balance-of-
trade deficit that year of $821 billion. 

However, some of the $821 billion trade deficit is 
offset by credits from a $139 billion  surplus in ser-
vices. This difference leads to a $682 billion deficit in 
the balance of goods and services. When $120 billion 
of net unilateral transfers (gifts and grants between 
the United States and foreigners) and $129 billion of 
investment income (net) from the United States are 

added (the foreigners gave more to the 
United States than the United States 
gave to the foreigners), the total deficit 
on the current account is $673 billion. 
Exhibit 2 shows the balance on the 
 current account since 1975.

U.S. Balance of Trade on Goods, 1975–2007
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Since 1975, the United States has experienced trade deficits.

SOURCE: Bureau of Economic Analysis, 2009.

balance of trade  
the net surplus or deficit 
resulting from the level of 
exportation and importation 
of merchandise
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The Capital Account

How was this deficit on the cur-
rent account financed? Remember 

that U.S. credits give us the financial 
means to buy foreign goods and that 
our credits were $545 billion less than 
our debits from imports and net uni-
lateral transfers to foreign countries. 
This deficit on the current account balance is settled 
by movements of financial, or capital, assets. These 
transactions are recorded in the capital account, so 
that a current account deficit is financed by a capital 
account surplus. In short, the capital account records 
the foreign purchases or assets in the United States (a 
monetary inflow) and U.S. purchases of assets abroad 
(a monetary outflow).

What Does the Capital Account Record?
Capital account transactions include such items as inter-
national bank loans, purchases of corporate securities, 
government bond purchases, and direct investments in 
foreign subsidiary companies. In 2008, the United States 
purchased foreign assets of $54 billion, which was a fur-
ther debit because it provided foreigners with U.S. dollars. 
On the other hand, foreign investments in U.S. bonds, 
stocks, and other items totaled more than $599 billion. 
In addition, the United States and other governments buy 
and sell dollars. On net in 2008, foreign-owned assets in 
the United States made about $545 billion more than did 
U.S. assets abroad. On balance, then, a surplus (positive 
credit) in the capital account from capital movements 
amounted to $545 billion, offsetting the $673 billion 
deficit on current account.

The Statistical Discrepancy
In the final analysis, it is true that the balance-
of- payments account (current account minus capital 
account) must balance so that credits and debits are 

equal. Why? Due to the reciprocal aspect 
of trade, every credit eventually creates 
a debit of equal magnitude. These errors 
are sometimes large and are entered into 
the balance of payments as the statistical 
discrepancy. Including the errors and 
omissions recorded as the statistical dis-
crepancy, the balance of payments does 
balance. That is, the number of U.S. 

dollars demanded equals the number of U.S. dollars 
supplied when the balance of payments is zero.

Balance of Payments: A Useful Analogy
In concept, the international balance of payments is 
similar to the personal financial transactions of an 
individual. Each individual has a personal “balance 
of payments,” reflecting that person’s trading with 
other economic units: other individuals, corporations, 
and governments. People earn income or credits by 
“exporting” their labor service to other economic units 
or by receiving investment income (a return on capital 
services). Against that, they “import” goods from other 
economic units; we call these imports consumption. 
This debit item is sometimes augmented by payments 
made to outsiders (e.g., banks) on loans and so forth. 
Fund transfers, such as gifts to children or charities, 
are other debit items (or credit items for recipients of 
the assistance).

As individuals, if our spending on consumption 
exceeds our income from exporting our labor and capi-
tal services, we have a “deficit” that must be financed 
by borrowing or selling assets. If we “export” more 
than we “import,” however, we can make new invest-
ments and/or increase our “reserves” (savings and 
investment holdings). Like nations, an individual who 
runs a deficit in daily transactions must make up for it 
through accommodating transactions (e.g., borrowing 
or reducing personal savings or investment holdings) to 
bring about an ultimate balance of credits and debits in 
his or her personal account.

capital account 
records the foreign 
 purchases or assets in the 
domestic economy (a mon-
etary inflow) and domestic 
purchases of assets abroad 
(a monetary outflow)

1. The balance of payments is the record of all the international financial transactions of a nation for any 
given year.

2. The balance of payments is made up of the current account and the capital account, as well as an “error term” 
called the statistical discrepancy.

3. The balance of trade refers strictly to the import and export of goods (merchandise) from/to other nations. If 
our imports of foreign goods are greater than our exports, we are said to have a balance-of-trade deficit.

S E C T I O N    C H E C K
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1. What is the balance of payments?

2. Why must British purchasers of U.S. goods and services first exchange pounds for dollars?

3. How is it that our imports provide foreigners with the means to buy U.S. exports?

4. What would have to be true for the United States to have a balance-of-trade deficit and a balance-of-payments 
surplus?

5. What would have to be true for the United States to have a balance-of-trade surplus and a current account 
deficit?

6. With no errors or omissions in the recorded balance-of-payments accounts, what should the statistical discrep-
ancy equal?

7. A Nigerian family visiting Chicago enjoys a Chicago Cubs baseball game at Wrigley Field. How would this 
expense be recorded in the balance-of-payments accounts? Why?

The Need for 
Foreign Currencies

When a U.S. consumer buys goods from a seller 
in another country—who naturally wants to be 

paid in her own domestic currency—the U.S. consumer 
must first exchange U.S. dollars for the seller’s currency 
in order to pay for those goods. American import-
ers must, therefore, constantly buy yen, euros, pesos, 
and other currencies in order to finance their pur-
chases. Similarly, someone in another country buying 
U.S. goods must sell his domestic currency to obtain 
U.S. dollars to pay for those goods.

The Exchange Rate

The price of a unit of one foreign 
currency in terms of another is 

called the exchange rate. If a U.S. 
importer has agreed to pay euros (the 
currency of the European Union) to 
buy a cuckoo clock made in the Black 
Forest in Germany, she would then 
have to exchange U.S. dollars for euros. 
If it takes $1 to buy 1 euro, then the 
exchange rate is $1 per euro. From the 
German perspective, the exchange rate 
is 1 euro per U.S. dollar.

Changes in Exchange Rates 
Affect the Domestic Demand 
for Foreign Goods

Prices of goods in their currencies combine with 
exchange rates to determine the domestic price 

of foreign goods. Suppose the cuckoo clock sells for 
100 euros in Germany. What is the price to U.S. con-
sumers? Let’s assume that tariffs and other transaction 
costs are zero. If the exchange rate is $1 � 1 euro, then 
the equivalent U.S. dollar price of the cuckoo clock is 
100 euros times $1 per euro, or $100. If the exchange 
rate were to change to $2 � 1 euro, fewer clocks would 
be demanded in the United States, because the effec-
tive U.S. dollar price of the clocks would rise to $200 
(100 euros � $2 per euro). The higher relative value of a 
euro compared to the dollar (or, equivalently, the lower 

relative value of a dollar compared to the 
euro) would lead to a reduction in U.S. 
demand for German-made clocks.

The Demand for a 
Foreign Currency

The demand for foreign currencies 
is known as a derived demand, 

because the demand for a foreign 

Exchange Rates

n What are exchange rates?

n How are exchange rates determined?

n How do exchange rates affect the demand for foreign goods?

exchange rate 
the price of one unit of 
a country’s currency in 
terms of another country’s 
 currency

derived demand 
the demand for an input 
derived from consumers’ 
demand for the good or ser-
vice produced with that input
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QWhy is a strong dollar (i.e., exchange rate for 
foreign currencies is low) a mixed blessing?

AA strong dollar will lower the price of imports 
and make trips to foreign countries less expen-
sive. Lower prices on foreign goods also help keep 
inflation in check and make investments in foreign 
financial markets (foreign stocks and bonds) rela-
tively cheaper. However, it makes U.S. exports more 

expensive. Consequently, foreigners will buy fewer 
U.S. goods and services. The net effect is a fall in 
exports and a rise in imports—net exports fall. Note 
that some Americans are helped (vacationers going 
to foreign countries and those preferring foreign 
goods), while others are harmed (producers of U.S. 
exports, operators of hotels dependent on foreign 
visitors in the United States). A stronger dollar also 
makes it more difficult for foreign investors to invest 
in the United States.

ExchangE RatEs

currency derives directly from the demand for foreign 
goods and services or for foreign investment. The more 
that goods from a foreign country are demanded, the 
more of that country’s currency is needed to pay for 
those goods. This increased demand for the currency 
will push up the exchange value of that currency rela-
tive to other currencies.

The Supply of a Foreign Currency

Similarly, the supply of foreign currency is  provided 
by foreigners who want to buy the exports of a 

particular nation. For example, the more that foreign-
ers demand U.S. products, the more of their currencies 
they will supply in exchange for U.S. dollars, which 
they use to buy our products.

Determining Exchange Rates

We know that the demand for foreign currencies 
is derived from the demand for foreign goods, 

but how does that affect the exchange rate? Just as in 
the product market, the answer lies with the forces of 
supply and demand. In this case, it is the supply of and 
demand for a foreign currency that determine the equi-
librium price (exchange rate) of that currency.

The Demand Curve  
for a Foreign Currency

As Exhibit 1 shows, the demand curve for a foreign  
 currency—the euro, for example—is downward 

sloping, just as it is in product markets. In this case, 

Equilibrium in the Foreign 
Exchange Market

Suppose the foreign exchange market is in equilibrium 
at 1 euro 5 $1.50. At any price higher than $1.50, a sur-
plus of euros will result. At any price lower than $1.50, 
a shortage of euros will result.

D
o

lla
r 

P
ri

ce
 o

f 
E

u
ro

s

Quantity of Euros
0

$2.00

$1.50

$1.00

Excess supply
of euros

Excess demand
for euros

Demand for euros
(U.S. purchases of
European goods 

and services)

Supply of euros
(U.S. sales 
of goods 

and services 
to Europeans)

however, the demand curve has a negative slope 
because as the price of the euro falls relative to the 
dollar, European products become relatively more 
inexpensive to U.S. consumers, who therefore buy 
more European goods. To do so, the quantity of euros 
demanded by U.S. consumers will increase to buy more 
European goods as the price of the euro falls. For this 
reason, the demand for foreign currencies is considered 
to be a derived demand.
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The Supply Curve 
for Foreign Currency

The supply curve for a foreign currency is upward 
sloping, just as it is in product markets. In this 

case, as the price, or value, of the euro increases relative 
to the dollar, U.S. products will become relatively less 
expensive to European buyers, who will thus increase 
the quantity of dollars they demand. Europeans will, 
therefore, increase the quantity of euros supplied to the 
United States by buying more U.S. products.

Hence, the supply curve is upward sloping.

Equilibrium in the Foreign 
Exchange Market

Equilibrium is reached where the demand and 
supply curves for a given currency intersect. In 

Exhibit 1, the equilibrium price of a euro is $1.50. As 
in the product market, if the dollar price of euros is 
higher than the equilibrium price, an excess quantity 
of euros will be supplied at that price; that is, a surplus 
of euros will exist. Competition among euro sellers 
will push the price of euros down toward equilibrium. 

Likewise, if the dollar price of euros is lower than the 
equilibrium price, an excess quantity of euros will be 
demanded at that price; that is, a shortage of euros will 
occur. Competition among euro buyers will push the 
price of euros up toward equilibrium.

On January 1, 1999, 
the euro became the 
currency in 11 coun-
tries: Belgium, 
Germany, Spain, 
France, Ireland, Italy, 
Luxembourg, the 
Netherlands, 
Austria, Portugal, 
and Finland. If the 
euro becomes rela-
tively less expensive 
in terms of dollars 
(it now costs less to buy a euro), what will happen to 
the U.S. demand for European goods? If the price of 
the euro falls relative to the dollar, European products 
become relatively less expensive to U.S. consumers, 
who will tend to buy more European goods.
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1. The price of a unit of one foreign currency in terms of another is called the exchange rate.

2. The exchange rate for a currency is determined by the supply of and demand for that currency in the foreign 
exchange market.

3. If the dollar appreciates in value relative to foreign currencies, foreign goods become more inexpensive to U.S. 
consumers, increasing U.S. demand for foreign goods.

1. What is an exchange rate?

2. When a U.S. dollar buys relatively more British pounds, why does the cost of imports from England fall in the 
United States?

3. When a U.S. dollar buys relatively fewer yen, why does the cost of U.S. exports fall in Japan?

4. How does an increase in domestic demand for foreign goods and services increase the demand for those 
 foreign currencies?

5. As euros get cheaper relative to U.S. dollars, why does the quantity of euros demanded by Americans 
increase? Why doesn’t the demand for euros increase as a result?

6. Who brings exchange rates down when they are above their equilibrium value? Who brings exchange rates 
up when they are below their equilibrium value?

S E C T I O N    C H E C K
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Determinants in the Foreign 
Exchange Market

The equilibrium exchange rate of a currency  changes 
many times daily. Sometimes, these changes can 

be quite significant. Any force that shifts either the 
demand for or supply of a currency will shift the equi-
librium in the foreign exchange market, leading to a 
new exchange rate. Among such factors are changes 
in consumer tastes for goods, income levels, relative 
real interest rates, and relative inflation rates, as well 
as speculation.

Increased Tastes  
for Foreign Goods

Because the demand for foreign currencies is derived 
from the demand for foreign goods, any change in 

the U.S. demand for foreign goods will shift the demand 

schedule for foreign currency in the same direction. For 
example, if a cuckoo clock revolution sweeps through 
the United States, German producers will have reason 
to celebrate, knowing that many U.S. buyers will turn 
to Germany for their cuckoo clocks. However, because 
Germans will only accept payment in the form of euros, 
U.S. consumers and retailers must convert their dollars 
into euros before they can purchase their clocks. The 
increased taste for European goods in the United States 
will, therefore, lead to an increased demand for euros. 
As shown in Exhibit 1, this increased demand for euros 
shifts the demand curve to the right, resulting in a new, 
higher equilibrium dollar price of euros.

Relative Income Increases  
or Reductions in U.S. Tariffs

Any change in the average income of U.S. consum-
ers will also change the equilibrium exchange rate, 

ceteris paribus. If on the whole incomes were to increase 

n What factors cause the demand curve for a currency to shift?

n What factors cause the supply curve for a currency to shift?

Equilibrium Changes in the 
Foreign Exchange Market

Impact on the Foreign Exchange Market of a U.S. Change in Taste,  
Income Increase, or Tariff Decrease
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An increase in the taste for European goods, an increase in U.S. incomes, or a decrease in U.S. tariffs can cause an 
increase in the demand for euros, shifting the demand for euros to the right from D1 to D2 and leading to a higher 
 equilibrium exchange rate.
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What impact will an increase in travel to Paris by 
U.S. consumers have on the dollar price of euros? 
For a consumer to buy souvenirs at the Eiffel Tower, 
she will need to exchange dollars for euros. It will 
increase the demand for euros and result in a new, 
higher dollar price of euros.

in the United States, Americans would buy more goods, 
including imported goods, hence more European goods 
would be bought. This increased demand for European 
goods would lead to an increased demand for euros, 
resulting in a higher exchange rate for the euro. A 
decrease in U.S. tariffs on European goods would tend 
to have the same effect as an increase in incomes, by 
making European goods more affordable. Exhibit 1 
shows that it would again lead to an increased demand 
for European goods and a higher short-run equilibrium 
exchange rate for the euro.

European Incomes Increase, 
Reductions in European 
Tariffs, or Changes in 
European Tastes

If European incomes rose, European tariffs on U.S. 
goods fell, or European tastes for American goods 

increased, the supply of euros in the euro foreign 
exchange market would increase. Any of these changes 
would cause Europeans to demand more U.S. goods 
and therefore more U.S. dollars to purchase those 
goods. To obtain these added dollars, Europeans 
would have to exchange more of their euros, increas-
ing the supply of euros on the euro foreign exchange 
market. As Exhibit 2 demonstrates, the result would 
be a rightward shift in the euro supply curve, leading 
to a new equilibrium at a lower exchange rate for the 
euro.

Impact on the Foreign Exchange Market of a European Change in Taste, 
Income Increase, or Tariff Decrease
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If European incomes increase, European tariffs on U.S. goods fall, or European tastes for American goods increase, the 
supply of euros increases. The increase in demand for dollars causes an increase in the supply of euros, shifting it to the 
right, from S1 to S2.
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How Do Changes in Relative 
Real Interest Rates Affect 
Exchange Rates?

If interest rates in the United States were to increase 
relative to, say, European interest rates, other things 

being equal, the rate of return on U.S. investments 
would increase relative to that on European invest-
ments. European investors would then increase their 
demand for U.S. investments and therefore offer euros 
for sale in order to buy dollars to buy U.S. investments, 
shifting the supply curve for euros to the right, from S1

to S2 in Exhibit 3.
In this scenario, U.S. investors would also shift 

their investments away from Europe by decreasing 
their demand for euros relative to their demand for dol-
lars, from D1 to D2 in Exhibit 3. A subsequent, lower 
equilibrium price ($1.50) would result for the euro as a 
result of the increase in U.S. interest rates. That is, the 
euro would depreciate, because euros could now buy 
fewer units of dollars than before. In short, the higher 
U.S. interest rates would attract more investment to the 
United States, leading to a relative appreciation of the 
dollar and a relative depreciation of the euro.

Impact on the Foreign Exchange 
Market from an Increase  
in the U.S. Interest Rate

When U.S. interest rates increase, European investors 
increase their supply of euros to buy dollars—the sup-
ply curve of euros increases from S1 to S2. In addition, 
U.S. investors shift their investments away from Europe, 
decreasing their demand for euros and shifting the 
demand curve from D1 to D2. This shift leads to a depre-
ciation of the euro; that is, euros can now buy fewer 
units of dollars.
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Impact on the Foreign Exchange 
Market from an Increase  
in the European Inflation Rate

If Europe experiences a higher inflation rate than does 
the United States, European products become more 
expensive to U.S. consumers. As a result, those con-
sumers demand fewer euros, shifting the demand for 
euros to the left, from D1 to D2. At the same time, U.S. 
goods become relatively cheaper to Europeans, who 
then buy more dollars by supplying euros, shifting the 
euro supply curve to the right, from S1 to S2. The result: 
a new, lower equilibrium price for the euro.
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Changes in the Relative 
Inflation Rate

If Europe experienced an inflation rate greater than 
that experienced in the United States, other things 

being equal, what would happen to the exchange rate? 
In this case, European products would become more 
expensive to U.S. consumers. Americans would then 
decrease the quantity of European goods demanded 
and thus decrease their demand for euros. The result 
would be a leftward shift of the demand curve for 
euros.

On the other side of the Atlantic, U.S. goods 
would become relatively cheaper to Europeans, lead-
ing Europeans to increase the quantity of U.S. goods 
demanded and thus to demand more U.S. dollars. This 
increased demand for dollars would translate into an 
increased supply of euros, shifting the supply curve 
for euros outward. Exhibit 4 shows the shifts of the 
supply and demand curves and the new lower equi-
librium price for the euro resulting from the higher  
European rate.
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Business News

Expectations and Speculation

Every trading day, roughly a trillion dollars in cur-
rency trades hands in the foreign exchange mar-

kets. Suppose currency traders believe that in the future, 
the United States will experience more rapid inflation 
than will Japan. If currency speculators believe that the 
value of the dollar will soon be falling because of the 

anticipated rise in the U.S. inflation rate, those who are 
holding dollars will convert them to yen. This move 
will lead to an increase in the demand for yen—the yen 
appreciates and the dollar depreciates relative to the 
yen, ceteris paribus. In short, if speculators believe that 
the price of a country’s currency is going to rise, they 
will buy more of that currency, pushing up the price 
and causing the country’s currency to appreciate.

QHow will each of the following events affect 
the foreign exchange market?
a. American travel to Europe increases.
b. Japanese investors purchase U.S. stock.
c.  U.S. real interest rates abruptly increase relative 

to world interest rates.
d.  Other countries become less politically and eco-

nomically stable relative to the United States.

A a.  The demand for euros increases (demand 
shifts right in the euro market), the dollar 
will depreciate, and the euro will appreci-
ate, ceteris paribus.

b.  The demand for dollars increases (demand shifts 
right in the dollar market), the dollar will appreci-
ate, and the yen will depreciate, ceteris paribus. 
Alternatively, you could think of it as an increase 
in supply in the yen market.

c.  International investors will increase their demand 
for dollars in the dollar market to take advantage 
of the higher interest rates. The dollar will appre-
ciate relative to other foreign currencies, ceteris 
paribus.

d.  More foreign investors will want to buy U.S. 
assets, resulting in an increase in demand for 
dollars.

DETERMINANTS OF EXCHANGE RATES

— K E L L Y  E V A N S  A N D  S A R A  M U R R A Y

W ilmer Gutierrez, a 21-year-old junior at Goucher 
College in Baltimore, had hoped to go to 
Denmark next fall to study European politics. 

But the weak dollar has prompted a change of plan: 
Now, he will head to Argentina to study the Latin 
American political system.

With the greenback down 20% against the 
Danish krone and up 4% against the Argentine peso 
in the past two years, Mr. Gutierrez says he has little 
choice but to head south. “It’s very frustrating,” he 
says.

Many other college students, hit by sticker 
shock, also are steering clear of Western Europe, 
especially the United Kingdom, and opting for study-
abroad programs in Asia, Africa and Latin America. 
Many of those destinations are cheaper to begin 
with and have currencies that haven’t been as rough 
on the dollar.

Over the past two years, the dollar, while up a 
bit from recent lows, has lost more than 20% of its 
value against the euro and about 6% against the 
pound. The result: While programs in places like 
Rome, Paris, Barcelona and London are still at the 

in the news Weak Dollar Crimps Study Abroad
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Business Newsin the news Weak Dollar Crimps Study Abroad (cont.)
top of students’ lists, enrollment there is slowing. 
And interest in alternative destinations is surging.

Nearly a quarter of a million students from the U.S. 
studied abroad for academic credit during the 2005–06 
school year, according to the most recent data from 
the Institute of International Education, a New York-
based nonprofit organization that administers study-
abroad programs. Each college handles study-abroad 
programs differently—some directly host programs in 
other countries so students pay the same tuition as 
they would for a semester at home in the U.S. Others 
allow students to enroll in programs offered by other 
colleges or by third-party study-abroad providers that 
enroll them directly in foreign institutions.

Language students often choose their location 
to become fluent speakers and learn about the cul-
ture of a chosen region; others, such as business 
students, may choose a program that enhances 
their resume (like China, India, or the Middle East).

Geoffrey Bannister, president and chief academic 
officer of Cultural Experiences Abroad, a company 
based in Tempe, Ariz., that runs study-abroad pro-
grams, says enrollment in the company’s Western 
Europe programs grew just 8% for next fall, much less 
than the usual increase of 20% to 25%. Buenos Aires, 
meanwhile, is getting a lot of interest, he says.

Nathan Bullock, a University of Richmond sopho-
more who is majoring in history and international 
studies, considered expenses carefully when decid-
ing between Hong Kong and France for the current 
semester.

The university was going to charge him the same 
tuition regardless of where he went, so his decision 
came down to room and board—and he knew his 
dollars would go further in Hong Kong, where the 
currency is pegged to the dollar.

“Just getting an apartment or living with a family 
would be so expensive in France,” he says. In Hong 
Kong, his room and board costs about HK$3,000, or 
about US$385 a semester. In addition, it’s an easy 
jumping-off point for other parts of Asia, where trav-
eling can be a bargain.

Even in Shanghai, the most expensive place 
he has visited, Mr. Bullock spent only 55 yuan a 

night—less than $8—for a room in a hostel. By com-
parison, in Paris, the cheapest hostels run 12 to 16 
euros, or about $18 to $24.

American students in Europe understand the 
need to scale back. “Just to lead a normal student 
life here is so expensive,” says Sarah Ott, a junior at 
Ohio’s Kenyon College who is studying in Paris.

To save money, Ms. Ott says, she and other stu-
dents avoid cozy cafes, which can easily charge $7 
or $8 for a glass of soda. Instead, they get takeout 
sandwiches and carry around six-packs of Coca-
Cola. They patronize bars offering cheap beer rather 
than nightclubs. And they pinch pennies during 
sightseeing jaunts to nearby cities.

“I went into it thinking traveling would be a cheap 
little weekend away,” Ms. Ott says. “Not so much.”

Daeya Malboeuf, a spokeswoman for Syracuse 
University’s study-abroad programs, says the school 
urges students in its London program to save money 
by staying in the city on weekends. And it serves free 
coffee, so students “don’t have to go to Starbucks,” 
where a medium-size latte runs about 2.40 pounds, 
or about $4.75.

“We used to be able to say the cost of a semes-
ter abroad was the same as a semester here,” 
Ms. Malboeuf says, because a strong dollar made 
traveling overseas relatively cheap. “We don’t say 
that anymore.”

While London, Florence and Madrid continue to 
be top destinations for Syracuse students, she says, 
Hong Kong, Beijing and Santiago are growing quickly 
in popularity.

 consider this:
In March of 2009 it would cost you $125 to get 100 euros; a 
year earlier it would have cost you a $160. That is, the price 
of travel to nations using the euro is now less expensive. 
However since March the dollar has weakened against the 
Euro and in October of 2009 it cost $1.50 to get 100 Euros.

SOURCE: From ‘The Wall Street Journal’ May 14, 2008. Reprinted by permission of ‘The 

Wall Street Journal’, Copyright © 2008 Dow Jones & Company, Inc. All Rights Reserved 

Worldwide. 
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1. Any force that shifts either the demand or the supply curves for a foreign currency will shift the equilibrium 
in the foreign exchange market and lead to a new exchange rate.

2. Any changes in tastes, income levels, relative real interest rates, or relative inflation rates will cause the 
demand for and supply of a currency to shift.

1. Why will the exchange rates of foreign currencies relative to U.S. dollars decline when U.S. domestic tastes 
change, reducing the demand for foreign-produced goods?

2. Why does the demand for foreign currencies shift in the same direction as domestic income? What happens 
to the exchange value of those foreign currencies in terms of U.S. dollars?

3. How would increased U.S. tariffs on imported European goods affect the exchange value of euros in terms 
of dollars?

4. Why do changes in U.S. tastes, income levels, or tariffs change the demand for euros, while similar changes 
in Europe change the supply of euros?

5. What would happen to the exchange value of euros in terms of U.S. dollars if incomes rose in both Europe 
and the United States?

6. Why does an increase in interest rates in Germany relative to U.S. interest rates increase the demand for euros 
but decrease their supply?

7. What would an increase in U.S. inflation relative to Europe do to the supply and demand for euros and to the 
equilibrium exchange value (price) of euros in terms of U.S. dollars?

S E C T I O N    C H E C K

The Flexible Exchange 
Rate System

Since 1973, the world has essentially operated 
on a system of flexible exchange rates. Flexible 

exchange rates mean that currency prices are allowed 
to fluctuate with changes in supply and demand, with-
out governments stepping in to prevent those changes. 
Before that, governments operated under what was 
called the Bretton Woods fixed exchange rate system,
in which they would maintain a stable exchange rate 
by buying or selling currencies or reserves to bring 
demand and supply for their currencies together at the 
fixed exchange rate. The present system evolved out 
of the Bretton Woods fixed-rate system and occurred 

by accident, not design. Governments were unable to 
agree on an alternative fixed-rate approach when the 
Bretton Woods system collapsed, so nations simply let 
market forces determine currency values.

Are Exchange Rates 
Managed at All?

To be sure, governments sensitive to sharp changes 
in the exchange value of their currencies do still 

intervene from time to time to prop up their currency’s 
exchange rate if it is considered to be too low or fall-
ing too rapidly, or to depress its exchange rate if it is 
considered to be too high or rising too rapidly. Such 

Flexible Exchange Rates

n How are exchange rates determined 
today?

n How are exchange rate changes differ-
ent under a flexible-rate system than 
in a fixed system?

n What major problems exist in a fixed-
rate system?

n What are the major arguments against 
flexible rates?
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was the case when the U.S. dollar declined in value in 
the late 1970s, but the U.S. government intervention 
appeared to have little if any effect in preventing the 
dollar’s decline. However, present-day fluctuations in 
exchange rates are not determined solely by market 
forces. Economists sometimes say that the current 
exchange rate system is a dirty float system, mean-
ing that fluctuations in currency values are partly 
determined by market forces and partly influenced by 
government intervention. Over the years, however, such 
governmental support attempts have been insufficient 
to dramatically alter exchange rates for long, and cur-
rency exchange rates have changed dramatically.

When Exchange Rates Change

When exchange rates change, they affect not only the 
currency market but the product markets as well. 

For example, if U.S. consumers were to receive fewer and 
fewer British pounds and Japanese yen per U.S. dollar, the 
effect would be an increasing price for foreign imports, 
ceteris paribus. It would now take a greater number of 
dollars to buy a given number of yen or pounds, which 
U.S. consumers use to purchase those foreign products. 
It would, however, lower the cost of U.S. exports to for-
eigners. If, however, the dollar increased 
in value relative to other currencies, then 
the relative price of foreign goods would 
decrease, ceteris paribus. But foreigners 
would find that U.S. goods were more 
expensive in terms of their own currency 
prices, and, as a result, would import 
fewer U.S. products.

The Advantages 
of Flexible Rates

As mentioned earlier, the present system of flexible 
exchange rates was not planned. Indeed, most 

central bankers thought that a system where rates 
were not fixed would lead to chaos. What in fact has 
happened? Since the advent of flexible exchange rates, 
world trade has not only continued but expanded. 
Over a one-year period, the world economy adjusted 
to the shock of a four-fold increase in the price of its 
most important internationally traded commodity, oil. 
Although the OPEC oil cartel’s price increase certainly 
had adverse economic effects, it did so without paralyz-
ing the economy of any one nation.

The most important advantage of the flexible-rate 
system is that the recurrent crises that led to speculative 

rampages and major currency revaluations under the 
fixed Bretton Woods system have significantly dimin-
ished. Under the fixed-rate system, price changes in 
currencies came infrequently, but when they came, they 

were of a large magnitude: 20 percent 
or 30 percent changes overnight were 
fairly common. Today, price changes 
occur daily or even hourly, but each 
change is much smaller in magnitude, 
with major changes in exchange rates 
typically occurring only over periods of 
months or years.

Fixed Exchange Rates Can 
Result in Currency Shortages

Perhaps the most significant problem with the 
fixed-rate system is that it can result in currency 

shortages, just as domestic price and wage controls 
lead to shortages. Suppose we had a fixed-rate system 
with the price of one euro set at $1.00, as shown in 
Exhibit 1. In this example, the original quantity of 
euros demanded and supplied is indicated by curves 
D1 and S, so $1.00 is the equilibrium price. That is, at 
a price of $1.00, the quantity of euros demanded (by 
U.S. importers of European products and others want-
ing euros) equals the quantity supplied (by European 
importers of U.S. products and others).

Suppose that some event happens to increase U.S. 
demand for Dutch goods. For this example, let us 

dirty float system 
a description of the 
exchange rate system that 
means that fluctuations in 
currency values are partly 
determined by government 
intervention

The exchange rate is the rate at which one 
country’s currency can be traded for another 
country’s currency. Under a flexible-rate system, 
the government allows the forces of supply and 
demand to determine the exchange rate. Changes 
in exchange rates occur daily or even hourly.

©
 P

H
O

TO
D

IS
C

/G
E

TT
Y

 IM
A

G
E

S

Chapter 21  International Finance 659



U.S. demand for European goods (and thus for euros) 
would lead to a new equilibrium price for euros, say at 
$1.50. At this higher price, European goods are more 
costly to U.S. buyers. Some of the increase in demand 
for European imports, then, is offset by a decrease 
in quantity demanded resulting from higher import 
prices. Similarly, the change in the exchange rate will 
make U.S. goods cheaper to Europeans, thus increasing 
U.S. exports and, with that, the quantity of euros sup-
plied. For example, a $40 software program that cost 
Europeans 40 euros when the exchange rate was $1 per 
euro costs less than 27 euros when the exchange rate 
increases to $1.50 per euro ($40 divided by $1.50).

Flexible Rates Affect 
Macroeconomic Policies

With flexible exchange rates, the imbalance 
between debits and credits arising from shifts 

in currency demand and/or supply is accommodated 
by changes in currency prices, rather than through 
the special financial borrowings or reserve movements 
necessary with fixed rates. In a pure flexible exchange 
rate system, deficits and surpluses in the balance of 
payments tend to disappear automatically. The mar-
ket mechanism itself is able to address world trade 
imbalances, dispensing with the need for bureaucrats 
attempting to achieve some administratively deter-
mined price. Moreover, the need to use restrictive 
monetary and/or fiscal policy to end such an imbalance 
while maintaining a fixed exchange rate is alleviated. 
Nations are thus able to feel less constraint in carry-
ing out internal macroeconomic policies under flexible 
exchange rates. For these reasons, many economists 
welcomed the collapse of the Bretton Woods system 
and the failure to arrive at a new system of fixed or 
quasi-fixed exchange rates.

The Disadvantages 
of Flexible Rates

Despite the fact that world trade has grown and 
dealing with balance-of-payments problems has 

become less difficult, flexible exchange rates have not 
been universally endorsed by everyone. Several disad-
vantages of this system have been cited.

Flexible Rates and World Trade
Traditionally, the major objection to flexible rates was 
that they introduce considerable uncertainty into inter-
national trade. For example, if you order some perfume 

How Flexible Exchange  
Rates Work

An increase in demand for euros shifts the demand 
curve to the right, from D1 to D2. Under a fixed-rate 
system, this increase in demand results in a shortage 
of euros at the equilibrium price of $1, because the 
quantity demanded at this price, Q2, is greater than the 
quantity supplied, Q1. If the exchange rate is flexible, 
however, no shortage develops. Instead, the increase 
in demand forces the exchange rate higher, to $1.50. 
At this higher exchange rate, the quantity of euros 
demanded doesn’t increase as much, and the quantity 
of euros supplied increases as a result of the now rela-
tively lower cost of imports from the United States.
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deficit with fixed 
exchange rate

assume that Royal Dutch Shell discovers new oil 
reserves in the North Sea and thus has a new product 
to export. As U.S. consumers begin to demand Royal 
Dutch Shell oil, the demand for euros increases. That is, 
at any given dollar price of euros, U.S. consumers want 
more euros, shifting the demand curve to the right, to 
D2. Under a fixed exchange rate system, the dollar price 
of euros must remain at $1, where the quantity of euros 
demanded (Q2) now exceeds the quantity supplied, 
Q1. The result is a shortage of euros—a shortage that 
must be corrected in some way. As a solution to the 
shortage, the United States may borrow euros from the 
Netherlands, or perhaps ship the Netherlands some of 
its reserves of gold. The ability to continually make up 
the shortage (deficit) in this manner, however, is limited, 
particularly if the deficit persists for a substantial time.

Flexible Rates Solve the 
Currency Shortage Problem

Under flexible exchange rates, a change in the sup-
ply or demand for euros does not pose a prob-

lem. Because rates are allowed to change, the rising 
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T
he Big Mac Index is published by The 
Economist as an informal way of measuring 
the purchasing power parity (PPP) between 

two currencies and provides a test of the extent to 
which market exchange rates result in goods costing 
the same in different countries. It “seeks to make 
exchange-rate theory a bit more digestible.”

The index takes its name from the Big Mac, a 
hamburger sold at McDonald’s restaurants.

McDonald’s Big Mac Purchased in Australia
The Big Mac Index was introduced in The Economist 
in September 1986 by Pam Woodall as a semi-
 humorous illustration and has been published by that 
paper annually since then. The index also gave rise to 
the word burgernomics.

UBS Wealth Management Research has 
ex panded the idea of the Big Mac Index to include 
the amount of time that an average worker in a given 
country must work to earn enough to buy a Big Mac. 
The working-time based Big Mac Index might give a 
more realistic view of the purchasing power of the 
average worker, as it takes into account more fac-
tors, such as local wages.

One suggested method of predicting exchange 
rate movements is that the rate between two cur-
rencies should naturally adjust so that a sample 
basket of goods and services should cost the same 
in both currencies (PPP). In the Big Mac Index, the 
“basket” in question is considered to be a single 
Big Mac burger as sold by the McDonald’s fast food 
restaurant chain. The Big Mac was chosen because 
it is available to a common specification in many 
countries around the world, with local McDonald’s 
franchisees having significant responsibility for nego-
tiating input prices. For these reasons, the index 
enables a comparison between many countries’ 
currencies.

The Big Mac PPP exchange rate between two 
countries is obtained by dividing the price of a 
Big Mac in one country (in its currency) by the 
price of a Big Mac in another country (in its cur-
rency). This value is then compared with the actual 
exchange rate; if it is lower, then the first currency 

is  under-valued (according to PPP theory) compared 
with the second, and conversely, if it is higher, then 
the first currency is over-valued.

For example, using figures in July 2008:

M  the price of a Big Mac was $3.57 in the United 
States

M  the price of a Big Mac was £2.09 in the United 
Kingdom (Britain) (Varies by region)

M  the implied purchasing power parity was $1.56 to 
£1, that is $3.57/£2.29 � 1.56

M  this compares with an actual exchange rate of 
$2.00 to £1 at the time

M  the pound was thus overvalued against the dollar 
by 28%
M i.e. the actual exchange rate divided by 

implied purchasing parity → 2 divided by 
1.56 � 1.28

The Euro-zone is mixed, as prices differ widely in 
the EU area. As of April 2009, the Big Mac is trading in 

BIG MAC INDEX

(continued)
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Germany at 2,99EUR, which translates into 3,96 US$, 
which would imply that the Euro is slightly trading 
above the PPP, with the difference being 10.9%.

The Economist sometimes produces variants on 
the theme. For example in January 2004, it showed 
a Tall Latte index with the Big Mac replaced by a cup 
of Starbucks coffee. In a similar vein, in 1997, the 
newspaper drew up a “Coca-Cola map” that showed 
inverse proportionality between the amount of Cola 
consumed per capita in a country and that country’s 
health.

In 2007, an Australian bank, Commonwealth 
Securities, adapted the idea behind the Big Mac 
Index to create an “iPod index.” The bank’s theory 
is that since the iPod is manufactured at a single 
place, the value of iPods should be more consistent 
globally. However, this theory can be criticized for 
ignoring shipping costs, which will vary depending 
on how far the product is delivered from its “single 
place” of manufacture.

The burger methodology has limitations in its esti-
mates of the PPP. In many countries, eating at interna-
tional fast-food chain restaurants such as McDonald’s 

is relatively expensive in comparison to eating at a 
local restaurant, and the demand for Big Macs is not 
as large in countries like India as in the United States. 
Social status of eating at fast food restaurants like 
McDonald’s, local taxes, levels of competition, and 
import duties on selected items may not be represen-
tative of the country’s economy as a whole. In addi-
tion, there is no theoretical reason why non-tradable 
goods and services such as property costs should be 
equal in different countries: this is the theoretical rea-
son for PPPs being different from market exchange 
rates over time. Nevertheless, economists widely cite 
the Big Mac Index as a real world measurement of 
purchasing power parity. McDonald’s is also using dif-
ferent commercial[s] which can result in huge differ-
ences for a product, whereas there is a smaller price 
difference between both countries. For example, a 
Hamburger sandwich costs only 1 € in France, and 
1,50 € in Belgium, but overall, McDonald’s restaurants 
are cheaper in Belgium. In Estonia, the price differ-
ence between a Big Mac burger and the whole meal 
is sometimes as small as 3 EEK (0,20 USD), or 5% of 
the price of the burger alone.

BIG MAC INDEX (cont .)

from France with a commitment to pay 1,000 euros 
in three months, you are not certain what the dollar 
price of euros, and therefore of the perfume, will be 
three months from now, because the exchange rate is 
constantly fluctuating. Because people prefer certainty 
to uncertainty and are generally risk averse, this uncer-
tainty raises the costs of international transactions. As 
a result, flexible exchange rates can reduce the volume 
of trade, thus reducing the potential gains from inter-
national specialization.

Proponents of flexible rates have three answers to 
this argument. First, the empirical evidence shows that 
international trade has, in fact, grown in volume faster 
since the introduction of flexible rates. The exchange 
rate risk of trade has not had any major adverse effect. 
Second, it is possible to, in effect, buy insurance against 
the proposed adverse effect of currency fluctuations. 
Rather than buying currencies for immediate use in 
what is called the “spot” market for foreign curren-
cies, one can contract today to buy foreign currencies 
in the future at a set exchange rate in the “forward” 

or “futures” market. By using this market, a perfume 
importer can buy euros now for delivery to her in 
three months; in doing so, she can be certain of the 
dollar price she is paying for the perfume. Since float-
ing exchange rates began, booming futures markets in 
foreign currencies have opened in Chicago, New York, 
and in foreign financial centers. The third argument 
is that the alleged certainty of currency prices under 
the old Bretton Woods system was fictitious, because 
the possibility existed that nations might, at their 
whim, drastically revalue their currencies to deal with 
their own fundamental balance-of-payments problems. 
Proponents of flexible rates, then, argue that they are 
therefore no less disruptive to trade than fixed rates.

Flexible Rates and Inflation
A second, more valid criticism of flexible exchange 
rates is that they can contribute to inflationary pres-
sures. Under fixed rates, domestic monetary and fis-
cal authorities have an incentive to constrain their 
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 domestic prices, because lower domestic prices increase 
the attractiveness of exported goods. This discipline is 
not present to the same extent with flexible rates. The 
consequence of a sharp monetary or fiscal expansion 
under flexible rates would be a decline in the value of 
one’s currency relative to those of other countries. Yet 
even that may not seem to be as serious a political con-
sequence as the Bretton Woods solution of an abrupt 
devaluation of the currency in the face of a severe 
balance-of-payments problem.

Advocates of flexible rates would argue that infla-
tion need not occur under flexible rates. Flexible rates 
do not cause inflation; rather, it is caused by the expan-
sionary macroeconomic policies of governments and 
central banks. Actually, flexible rates give government 
decision makers greater freedom of action than fixed 
rates; whether they act responsibly is determined not 
by exchange rates but by domestic policies.

S e c t i o n  C h e c k

From 1994 until July 2005, China maintained a 
policy of pegging its currency, the renminbi or 
yuan, to the U.S. dollar at an exchange rate of 

roughly 8.28 yuan to the dollar. The Chinese central 
bank maintained this peg by buying (or selling) as 
many dollar-denominated assets in exchange for 
newly printed yuan as needed to eliminate excess 
demand (supply) for the yuan. As a result, the 
exchange rate between the yuan and the dollar basi-
cally stayed the same, despite changing economic 
factors which could have otherwise caused the yuan 
to either appreciate or depreciate relative to the 
dollar. Under a floating exchange rate system, the 
relative demand for the two countries’ goods and 
assets would determine the exchange rate of the 
yuan to the dollar. Many economists contend that 
for the first several years of the peg, the fixed value 
was likely close to the market value. But in the past 
few years, economic conditions have changed such 
that the yuan would likely have appreciated if it had 
been floating. The sharp increase in China’s foreign 
exchange reserves (which grew from $403 billion in 
2003 to $1.95 trillion as of March 2009) and China’s 
large trade surplus with the world ($297 billion in 
2008) are often viewed by critics of China’s cur-
rency policy as proof that the yuan is significantly 
 undervalued.

The Chinese government modified its currency 
policy on July 21, 2005. It announced that the yuan’s 
exchange rate would become “adjustable, based 
on market supply and demand with reference to 
exchange rate movements of currencies in a basket” 
(it was later announced that the composition of the 
basket includes the dollar, the yen, the euro, and a 

few other currencies) and that the exchange rate of 
the U.S. dollar against the yuan was adjusted from 
8.28 to 8.11, an appreciation of 2.1%. Unlike a true 
floating exchange rate, the yuan would be allowed to 
fluctuate by up to 0.3% (later changed to 0.5%) on a 
daily basis against the basket.

Since July 2005, China has allowed the yuan to 
appreciate steadily, but very slowly. It has contin-
ued to accumulate foreign reserves at a rapid pace, 
which suggests that if the yuan were allowed to 
freely float it would appreciate much more rapidly. 
The current situation might be best described as a 
“managed float”—market forces are determining 
the general direction of the yuan’s movement, but 
the government is retarding its rate of appreciation 
through market intervention. From July 21, 2005 to 
April 13, 2009, the dollar-yuan exchange rate went 
from 8.11 to 6.83, an appreciation of 18.7%. The 
effects of the yuan’s appreciation are unclear. The 
price index for U.S. imports from China in 2008, rose 
by 3.0% (compared to a 0.9% rise in import prices 
for total U.S. imports of non-petroleum products). In 
2008, U.S. imports from China rose by 5.1% over the 
previous year, compared to import growth of 11.7% 
in 2007; however, U.S. exports over this period were 
up 9.5% compared with an 18.1% rise in 2007.

Many Members of Congress charge that China’s 
policy of accumulating foreign reserves (especially 
U.S. dollars) to influence the value of its currency 
constitutes a form of currency manipulation intend-
ed to make its exports cheaper and imports into 
China more expensive than they would be under free 
market conditions. They further contend that this 
policy has caused a surge in the U.S. trade deficit 

CHINA’S CURRENCY

(continued)
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with China and has been a major factor in the loss of 
U.S. manufacturing jobs. Although China made mod-
est reforms to its currency policy in 2005, resulting 
in a gradual appreciation of its currency (about 19% 
through mid-April 2009), many Members contend the 
reforms have not gone far enough and have warned 
of potential punitive legislative action.

Although an undervalued Chinese currency has 
likely hurt some sectors of the U.S. economy, it has 
also benefited others. For example, consumers have 
gained from the supply of low-cost Chinese goods 
(which helps to control inflation), as well as U.S. 
firms using Chinese-made parts and materials (which 
helps such firms become more globally competitive). 
In addition, China has used its abundant foreign 
exchange reserves to buy U.S. securities, including 
U.S. Treasury securities, which are used to fund the 
Federal budget deficit. Such purchases help keep 
U.S. interest rates relatively low.

The current global economic crisis has further 
complicated the currency issue for both the United 
States and China. Although China is under pressure 
from the United States to appreciate its currency, it 
is reluctant to do so because it could cause further 
damage to export sector and lead to more layoffs. 
China has halted its gradual appreciation of its cur-
rency, the renminbi (RMB) or yuan to the dollar in 
2009; keeping it at about 6.83 yuan per dollar (from 
January 1 through April 13, 2009). The federal budget 
deficit has increased rapidly since FY2008, causing a 
sharp increase in the amount of Treasury securities 
that must be sold. The Obama Administration has 
encouraged China to continue purchasing U.S. debt. 
However, if China were induced to further appreciate 
its currency against the dollar, it could slow China’s 

accumulation of foreign exchange reserves, thus 
reducing the need to invest in dollar assets, such as 
Treasury securities.

China’s currency policy appears to have cre-
ated a policy dilemma for the Chinese government. 
A strong and stable U.S. economy is in China’s 
national interest since the United States is China’s 
largest export market. Thus, some analysts contend 
that China will feel compelled to keep funding the 
growing U.S. debt. However, Chinese officials have 
expressed concern that the growing U.S. debt will 
eventually spark inflation in the United States and 
a depreciation of the dollar, which would negatively 
impact the value of China’s holdings of U.S. securi-
ties. But if China stopped buying U.S. debt or tried 
to sell off a large portion of those holdings, it could 
also cause the dollar to depreciate and thus reduce 
the value of its remaining holdings, and such a move 
could further destabilize the U.S. economy. Chinese 
concerns over its large dollar holdings appear to 
have been reflected in a paper issued by the gover-
nor of the People’s Bank of China, Zhou Xiaochuan 
on March 24, 2009, which called for the replacing the 
U.S. dollar as the international reserve currency with 
a new global system controlled by the International 
Monetary Fund. China has also signed currency 
swap agreements with six of its trading partners, 
which would allow those partners to settle accounts 
with China using the yuan rather than the dollar.

CRS Report RL32165, China’s Currency: Economic 
Issues and Options for U.S. Trade Policy, by Wayne M.
Morrison and Marc Labonte.

SOURCE: Congressional Research Service, April 2009.

CHINA’S CURRENCY (cont .)

1. Today, rates are free to fluctuate based on market transactions, but governments occasionally intervene to 
increase or depress the price of their currencies.

2. Changes in exchange rates occur more often under a flexible-rate system, but the changes are much smaller 
than the drastic, overnight revaluations of currencies that occurred under the fixed-rate system.

3. Under a fixed-rate system, the supply and demand for currencies shift, but currency prices are not allowed to 
shift to the new equilibrium, leading to surpluses and shortages of currencies.
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4. The main arguments presented against flexible exchange rates are that international trade levels will be 
diminished due to uncertainty of future currency prices and that the flexible rates would lead to inflation. 
Proponents of flexible exchange rates have strong counter-arguments to those views.

1. What are the arguments for and against flexible exchange rates?

2. When the U.S. dollar starts to exchange for fewer Japanese yen, other things equal, what happens to U.S. and 
Japanese imports and exports as a result?

3. Why is the system of flexible exchange rates sometimes called a dirty float system?

4. Were exchange rates under the Bretton Woods system really stable? How could you argue that exchange rates 
were more uncertain under the fixed-rate system than with floating exchange rates?

5. What is the uncertainty argument against flexible exchange rates? What evidence do proponents of flexible 
exchange rates cite in response?

6. Do flexible exchange rates cause higher rates of inflation? Why or why not?

Fill in the blanks:

 1. A current account is a record of a country’s current 
___________ and ___________ of goods and services.

 2. Because the United States gains claims over foreign 
buyers by obtaining foreign currency in exchange for 
the dollars needed to buy U.S. exports, all exports of 
U.S. goods abroad are considered a(n) ___________ or 
___________ item in the U.S. balance of payments.

 3. Nations import and export ___________, such as tour-
ism, as well as ___________ (goods).

 4. The merchandise import/export relationship is often 
called the balance of ___________.

 5. Foreigners buying U.S. goods must ___________ their 
currencies to obtain ___________ in order to pay for 
exported goods.

 6. The price of a unit of one foreign currency in terms of 
another is called the ___________.

 7. A change in the euro-dollar exchange rate from $1 per 
euro to $2 per euro would ___________ the U.S. price 
of German goods, thereby ___________ the number of 
German goods that would be demanded in the United 
States.

 8. The demand for foreign currencies is a derived demand 
because it derives directly from the demand for foreign 
___________ or for foreign ___________.

 9. The more foreigners demand U.S. products, the 
___________ of their currencies they will supply in 
exchange for U.S. dollars.

 10. The supply of and demand for a foreign currency deter-
mine the equilibrium ___________ of that currency.

 11. The quantity of euros demanded by U.S. consumers will 
increase to buy more European goods as the price of the 
euro ___________.

 12. As the price, or value, of the euro increases relative 
to the dollar, American products become relatively 
___________ expensive to European buyers, which will 
___________ the quantity of dollars they will demand.

 13. The supply curve of a foreign currency is ___________ 
sloping.

 14. If the dollar price of euros is higher than the equilibrium 
price, an excess quantity of euros will be ___________ 
at that price, and competition among euro ___________ 
will push the price of euros ___________ toward 
 equilibrium.

 15. An increased demand for euros will result in a(n) 
___________ equilibrium price (exchange value) for 
euros, while a decreased demand for euros will result in 
a(n) ___________ equilibrium price (exchange value) for 
euros.

 16. Changes in a currency’s exchange rate can be caused 
by changes in ___________ for goods, changes in 
___________, changes in relative ___________ rates, 
changes in relative ___________ rates, and ___________.

 17. An increase in tastes for European goods in the United 
States would ___________ the demand for euros, there-
by ___________ the equilibrium price (exchange value) 
of euros.

 18. A decrease in incomes in the United States would 
___________ the amount of European imports pur-
chased by Americans, which would ___________ 
the demand for euros, resulting in a(n) ___________ 
exchange rate for euros.
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 19. If European incomes ___________, European tariffs on 
U.S. goods ___________, or European tastes for U.S. 
goods ___________, Europeans would demand more 
U.S. goods, leading them to increase their supply of 
euros to obtain the added dollars necessary to make 
those purchases.

 20. If interest rates in the United States were to increase 
relative to European interest rates, other things being 
equal, the rate of return on U.S. investments would 

___________ relative to that on European investments, 
thereby ___________ Europeans’ demand for U.S. 
investments.

 21. If Europe experienced a higher inflation rate than 
the United States, European products would become 
___________ expensive to U.S. consumers, thereby 
___________ the quantity of European goods demanded 
by Americans, and thus ___________ the demand for 
euros.

Answers: 1. imports; exports 2. credit; plus 3. services; merchandise 4. trade 5. sell; U.S. dollars 6. exchange rate 7. increase; reducing 
8. goods and services; capital 9. more 10. exchange rate 11. falls 12. less; increase 13. upward 14. supplied; sellers; down 15. higher; lower 
16. tastes; income; real interest; inflation; speculation 17. increase; increasing 18. decrease; decrease; lower 19. rose; increased; increased 
20. increase; increasing 21. more; decreasing; decreasing

Key Terms and Concepts

 The Balance of Payments
 1. What is the balance of payments?

The balance of payments is the record of all the inter-
national financial transactions of a nation—both those 
involving inflows of funds and those involving outflows 
of funds—over a year.

 2. Why must British purchasers of U.S. goods and 
services first exchange pounds for dollars?
Since U.S. goods and services are priced in dollars, a 
British consumer who wants to buy U.S. goods must 
first buy dollars in exchange for British pounds before 
he can buy the U.S. goods and services with dollars.

 3. How is it that our imports provide foreigners 
with the means to buy U.S. exports?
The domestic currency Americans supply in exchange for 
the foreign currencies to buy imports also supplies the 
dollars with which foreigners can buy American exports.

 4. What would have to be true for the United 
States to have a balance-of-trade deficit and a 
balance-of-payments surplus?
A balance-of-trade deficit means that we imported 
more merchandise (goods) than we exported. A 
balance-of-payments surplus means that the sum of our 
goods and services exports exceeded the sum of our 
goods and services imports, plus funds transfers from 
the United States. For both to be true would require 
a larger surplus of services (including net investment 

income) and/or net fund transfer inflows than our trade 
deficit in merchandise (goods).

 5. What would have to be true for the United 
States to have a balance-of-trade surplus and a 
current account deficit?
A balance-of-trade surplus means that we exported 
more merchandise (goods) than we imported. A current 
account deficit means that our exports of goods and ser-
vices (including net investment income) were less than the 
sum of our imports of goods and services, plus net fund 
transfers. For both to happen would require that the sum 
of our deficit in services plus net transfers must be greater 
than our surplus in merchandise (goods) trading.

 6. With no errors or omissions in the recorded 
balance-of-payments accounts, what should the 
statistical discrepancy equal?
If there were no errors or omissions in the recorded 
balance-of-payments accounts, the statistical discrep-
ancy should equal zero, since when properly recorded, 
credits and debits must be equal because every credit 
creates a debit of equal value.

 7. A Nigerian family visiting Chicago enjoys a 
Chicago Cubs baseball game at Wrigley Field. 
How would this expense be recorded in the 
balance-of-payments accounts? Why?
This would be counted as an export of services, because 
it would provide Americans with foreign currency (a 
claim against Nigeria) in exchange for those services.

Sect ion Check Answers
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 Exchange Rates
 1. What is an exchange rate?

An exchange rate is the price in one country’s currency 
of one unit of another country’s currency.

 2. When a U.S. dollar buys relatively more British 
pounds, why does the cost of imports from 
England fall in the United States?
When a U.S. dollar buys relatively more British pounds, 
the cost of imports from England falls in the United 
States because it takes fewer U.S. dollars to buy a 
given number of British pounds in order to pay English 
producers. In other words, the price in U.S. dollars of 
English goods and services has fallen.

 3. When a U.S. dollar buys relatively fewer yen, 
why does the cost of U.S. exports fall in Japan?
When a U.S. dollar buys relatively fewer yen, the cost 
of U.S. exports falls in Japan because it takes fewer yen 
to buy a given number of U.S. dollars in order to pay 
American producers. In other words, the price in yen of 
U.S. goods and services has fallen.

 4. How does an increase in domestic demand for 
foreign goods and services increase the demand 
for those foreign currencies?
An increase in domestic demand for foreign goods and 
services increases the demand for those foreign cur-
rencies because the demand for foreign currencies is 
derived from the demand for foreign goods and services 
and foreign capital. The more foreign goods and services 
are demanded, the more of that foreign currency that 
will be needed to pay for those goods and services.

 5. As euros get cheaper relative to U.S. dollars, 
why does the quantity of euros demanded by 
Americans increase? Why doesn’t the demand 
for euros increase as a result?
As euros get cheaper relative to U.S. dollars, European 
products become relatively more inexpensive to 
Americans, who therefore buy more European goods 
and services. To do so, the quantity of euros  demanded 
by U.S. consumers will rise to buy them, as the 
price (exchange rate) for euros falls. The demand 
(as opposed to quantity demanded) of euros doesn’t 
increase because this represents a movement along 
the demand curve for euros caused by a change in 
exchange rates, rather than a change in demand for 
euros caused by some other factor.

 6. Who brings exchange rates down when they 
are above their equilibrium value? Who brings 
exchange rates up when they are below their 
equilibrium value?
When exchange rates are greater than their equilib-
rium value, there will be a surplus of the currency, and 
frustrated sellers of that currency will bring its price 
(exchange rate) down. When exchange rates are less 

than their equilibrium value, there will be a shortage 
of the currency, and frustrated buyers of that currency 
will bring its price (exchange rate) up.

 Equilibrium Changes 
in the Foreign Exchange Market
 1. Why will the exchange rates of foreign 

 currencies relative to U.S. dollars decline 
when U.S. domestic tastes change, reducing 
the demand for foreign-produced goods?
When U.S. domestic tastes change, reducing the 
demand for foreign-produced goods, the reduced 
demand for foreign-produced goods will also reduce 
the demand for the foreign currencies to buy them. 
This reduced demand for those foreign currencies will 
reduce their exchange rates relative to U.S. dollars.

 2. Why does the demand for foreign currencies 
shift in the same direction as domestic income? 
What happens to the exchange value of those 
foreign currencies in terms of U.S. dollars?
An increase in domestic income increases the demand 
for goods and services, including imported goods and 
services. This increases the demand for foreign curren-
cies with which to buy those additional imports, which 
increases their exchange rates (the exchange value of 
those currencies) relative to U.S. dollars.

 3. How would increased U.S. tariffs on imported 
European goods affect the exchange value of 
euros in terms of dollars?
Increased U.S. tariffs on imported European goods 
would make them less affordable in the United States. 
This would lead to a reduced demand for European 
goods in the United States, and therefore a reduced 
demand for euros. And this would reduce the exchange 
value of euros in terms of dollars.

 4. Why do changes in U.S. tastes, income levels, 
or tariffs change the demand for euros, while 
similar changes in Europe change the supply of 
euros?
Changes in U.S. tastes, income levels, or tariffs 
change the demand for euros because they change the 
American demand for European goods and services, 
thereby changing the demand for euros with which to 
buy them. Similar changes in Europe change the supply 
of euros because they change the European demand for 
U.S. goods and services, thus changing their demand 
for dollars with which to buy those goods and services. 
This requires them to change their supply of euros in 
order to get those dollars.

 5. What would happen to the exchange value of 
euros in terms of U.S. dollars if incomes rose in 
both Europe and the United States?
These changes would increase both the demand 
(higher incomes in the United States) and supply 
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(higher incomes in Europe) of euros. The effect on 
the exchange value of euros would be determined by 
whether the supply or demand for euros shifted more 
(rising if demand shifted relatively more and falling if 
supply shifted relatively more).

 6. Why does an increase in interest rates in 
Germany relative to U.S. interest rates increase 
the demand for euros but decrease their supply?
An increase in interest rates in Germany relative to U.S. 
interest rates increases the rates of return on German 
investments relative to U.S. investments. U.S. investors 
therefore increase their demand for German invest-
ments, increasing the demand for euros with which to 
make these investments. This would also reduce the 
demand by German investors for U.S. investments, 
decreasing the supply of euros with which to buy the 
dollars to make the investments.

 7. What would an increase in U.S. inflation  relative 
to Europe do to the supply and demand for 
euros and to the equilibrium exchange value 
(price) of euros in terms of U.S. dollars?
An increase in U.S. inflation relative to Europe would 
make U.S. products relatively more expensive to 
European customers, decreasing the amount of U.S. 
goods and services demanded by European customers 
and thus decreasing the supply of euros with which 
to buy the dollars necessary for those purchases. It 
would also make European products relatively cheaper 
to American customers, increasing the amount of 
European goods and services demanded by Americans 
and thus increasing the demand for euros needed for 
those purchases. The decreased supply of and increased 
demand for euros results in an increasing exchange 
value of euros in terms of U.S. dollars.

 Flexible Exchange Rates
 1. What are the arguments for and against flexible 

exchange rates?
The arguments for flexible exchange rates include: the 
large expansion of world trade under flexible exchange 
rates; the fact that they allowed the economy to adjust 
to a quadrupling in the price of the world’s most 
important internationally traded commodity—oil; and 
especially that it diminished the recurring crises that 
caused speculative rampages and currency revaluations, 
allowing the market mechanism to address currency 
shortages and world trade imbalances. The arguments 
against flexible exchange rates are that it increases 
exchange rate uncertainty in international trade, and 
can contribute to inflationary pressures, due to the lack 
of the fixed-rate system’s incentives to constrain domes-
tic policies which would erode net exports.

 2. When the U.S. dollar starts to exchange for 
fewer Japanese yen, other things equal, what 

happens to U.S. and Japanese imports and 
exports as a result?
When the U.S. dollar starts to exchange for fewer 
Japanese yen, other things equal, the U.S. cost of 
Japanese imports rises, decreasing the value of Japanese 
exports to the United States. It also decreases the cost 
to the Japanese of buying U.S. goods, increasing the 
value of U.S. exports to Japan.

 3. Why is the system of flexible exchange rates 
sometimes called a dirty float system?
The system of flexible exchange rates is sometimes 
called a dirty float system because governments do 
intervene at times in foreign currency markets to alter 
their currencies’ exchange rates, so that exchange rates 
are partly determined by market forces and partly by 
government intervention.

 4. Were exchange rates under the Bretton Woods 
system really stable? How could you argue that 
exchange rates were more uncertain under the 
fixed-rate system than with floating exchange 
rates?
Exchange rates under the Bretton Woods system were 
not really stable. While exchange rate changes were 
infrequent, they were large, with large effects. It could 
be argued that the cost of the uncertainty about the less 
frequent but larger exchange rate changes that resulted 
was actually greater as a result than for the more fre-
quent but smaller exchange rate changes under the 
fixed-rate system.

 5. What is the uncertainty argument against 
flexible exchange rates? What evidence do 
proponents of flexible exchange rates cite in 
response?
The uncertainty argument against flexible exchange 
rates is that flexible exchange rates add another source 
of uncertainty to world trade, which would increase 
the cost of international transactions, reducing the 
magnitude of international trade. Proponents of flexible 
exchange rates cite the faster growth of international 
trade since the introduction of flexible exchange rates, 
the fact that markets exist on which to hedge exchange 
rate risks (through forward, or futures, markets), and 
that the alleged exchange rate certainty was fictitious, 
since large changes could take place at a nations’ whim, 
in response.

 6. Do flexible exchange rates cause higher rates of 
inflation? Why or why not?
Flexible exchange rates do not cause higher rates of 
inflation. However, they do reduce the incentives to 
constrain domestic inflation for fear of reducing net 
exports under the fixed exchange rate system. Inflation, 
though, is ultimately caused by expansionary macro-
economic policies adopted by governments and their 
central banks.
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True or False:

  1. U.S. consumers must first exchange U.S. dollars for a foreign seller’s currency in order to pay for imported goods.

  2. The exchange rate can be expressed either as the number of units of currency A per unit of currency B or as its reciprocal, 
the number of units of currency B per unit of currency A.

  3. The more foreign goods that are demanded, the more of that foreign currency will be needed to pay for those goods, 
which will tend to push down the exchange value of that currency relative to other currencies.

  4. The supply of foreign currency is provided by foreigners who want to buy the exports of a particular nation.

  5. As the price of the euro falls relative to the dollar, European products become relatively more inexpensive to U.S. consum-
ers, who therefore buy more European goods.

   6. As the value of the euro increases relative to the dollar, American products become relatively more inexpensive to 
European buyers and increase the quantity of dollars they will demand. Europeans will, therefore, increase the quantity of 
euros supplied to the United States by buying more U.S. products.

   7. If the dollar price of euros is lower than the equilibrium price, a surplus of euros will result, and competition among euro 
sellers will push the price of euros down toward equilibrium.

   8. Any force that shifts either the demand for or supply of a currency will shift the equilibrium in the foreign exchange mar-
ket, leading to a new exchange rate.

   9. Any change in the demand for foreign goods will shift the demand curve for foreign currency in the opposite direction.

 10. A decrease in tastes for European goods in the United States would decrease the demand for euros, hence decreasing the 
equilibrium price (exchange value) of euros.

 11. An increase in incomes in the United States would increase the amount of European imports purchased by Americans, 
which would increase the demand for euros, resulting in a higher exchange rate for euros.

 12. If European incomes rose, European tariffs on U.S. goods increased, or European tastes for U.S. goods increased, the 
exchange rate for euros would tend to increase.

 13. A decrease in U.S. tariffs on European goods would tend to have the same effect on the exchange rate for euros as an 
increase in U.S. incomes.

 14. If interest rates in the United States were to increase relative to European interest rates, the result would be a new, lower 
exchange rate for euros, other things being equal.

 15. If Europe experienced a higher inflation rate than the United States, the supply of euros would tend to increase and the 
demand for euros would tend to decrease, leading to a new, lower exchange rate for euros.

 16. If currency speculators believe that the United States is going to experience more rapid inflation than Japan in the future, 
they believe that the value of the dollar will soon be falling, which will increase the demand for the yen, and so the yen 
will appreciate relative to the dollar.

Multiple Choice:

1. Which of the following would be recorded as a credit in the U.S. balance-of-payments accounts?
a. the purchase of a German business by a U.S. investor
b. the import of Honda trucks by a U.S. automobile distributor
c. European travel expenditures of an American college student
d. the purchase of a U.S. Treasury bond by a French investment company

2. What is the difference between the balance of merchandise trade and the balance of payments?
a. Only the value of goods imported and exported is included in the balance of merchandise trade, while the balance of 

payments includes the value of all payments to and from foreigners.
b. The value of goods imported and exported is included in the balance of merchandise trade, while the balance of pay-

ments includes only capital account transactions.
c. The value of all goods, services, and unilateral transfers is included in the balance of merchandise trade, while the 

balance of payments includes both current account and capital account transactions.
d. Balance of merchandise trade and balance of payments both describe the same international exchange transactions.
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   3. If consumers in Europe and Asia develop strong preferences for U.S. goods, the U.S. current account will
 a. not be affected, because purchases of U.S. goods by foreigners are recorded in the capital account.
 b. not be affected, because purchases of U.S. goods based on mere preferences are recorded under statistical discrepancy.
 c. move toward surplus, because purchases of U.S. goods are recorded as credits on our current account.
 d. move toward deficit, because purchases of U.S. goods by foreigners are counted as debits in our current account.

   4. Which of the following would supply dollars to the foreign exchange market?
 a. the sale of a U.S. automobile to a Mexican consumer
 b. spending by British tourists in the United States
 c. the purchase of Canadian oil by a U.S. consumer
 d. the sale of a U.S. corporation to a Saudi Arabian investor

   5. Which of the following will enter as a credit in the U.S. balance-of-payments capital account?
 a. the purchase of a Japanese automobile by a U.S. consumer
 b. the sale of Japanese electronics to an American
 c. the sale of an American baseball team to a Japanese industrialist
 d. the purchase of a Japanese electronic plant by an American industrialist

   6. If the value of a nation’s merchandise exports exceeds merchandise imports, then the nation is running a
 a. balance-of-payments deficit.
 b. balance-of-payments surplus.
 c. merchandise trade deficit.
 d. merchandise trade surplus.

   7. When goods or services cross international borders,
 a. money must generally move in the opposite direction.
 b. payment must be made in another good, using barter.
 c. a future shipment must be made to offset the current sale/purchase.
 d. countries must ship gold to make payment.

   8. The balance-of-payments accounts for and records information about
 a. purchases of U.S. financial assets by foreigners.
 b. purchases of foreign financial assets by Americans.
 c. the levels of imports and exports of goods and services for a country.
 d. all of the above.

   9. Suppose the United States imposed a high tariff on a major imported item. Under a system of flexible rates of exchange, 
this tariff would tend to

 a. cause the dollar to appreciate in value.
 b. cause the dollar to depreciate in value.
 c. increase the U.S. balance-of-trade deficit.
 d. increase the U.S. balance-of-payments deficit.
 e. do b, c, and d.

 10. Under a system of flexible exchange rates, a deficit in a country’s balance of payments will be corrected by
 a. depreciation in the nation’s currency.
 b. appreciation in the nation’s currency.
 c. a decline in the nation’s domestic price level.
 d. an increase in the nation’s inflation rate.

 11. If high-yield investment opportunities attract capital from abroad and lead to a capital account surplus, then the
 a. nation’s currency must appreciate.
 b. nation’s currency must depreciate.
 c. nation must run a current account deficit under a flexible exchange rate system.
 d. nation must run a current account surplus under a flexible exchange rate system.
 e. Both a and c are true.
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 12. If the dollar depreciates, it can be said that
 a. foreign countries no longer respect the United States.
 b. other currencies appreciate.
 c. it falls in value just as it does during inflation.
 d. it takes fewer dollars to buy units of other currencies.
 e. all of the above are correct.

 13. On May 16, 1999, it cost $0.667 to buy one Canadian dollar. How many Canadian dollars would $1 U.S. buy?
 a. $1.50
 b. $1.30
 c. $1.00
 d. $0.67

 14. If the exchange rate between the dollar and the euro changes from $1 � 1 euro to $2 � 1 euro, then
 a. European goods will become less expensive for Americans, and imports of European goods to the United States 

will rise.
 b. European goods will become less expensive for Americans, and imports of European goods to the United States 

will fall.
 c. European goods will become more expensive for Americans, and imports of European goods to the United States 

will rise.
 d. European goods will become more expensive for Americans, and imports of European goods to the United States 

will fall.

 15. If the price in dollars of Mexican pesos changes from $0.10 per peso to $0.14 per peso, the peso has
 a. appreciated.
 b. depreciated.
 c. devalued.
 d. stayed at the same exchange rate.

 16. Which of the following is most likely to favor the appreciation of the American dollar?
 a. a German professor on vacation in Iowa
 b. an American professor on extended vacation in Paris
 c. an American farmer who relies on exports
 d. Disney World

 17. If the dollar appreciates relative to other currencies, which of the following is true?
 a. It takes more of the other currency to buy a dollar.
 b. It takes less of the other currency to buy a dollar.
 c. No change occurs in the currency needed to buy a dollar.
 d. Not enough information is available to make a determination.

 18. If the United States experiences a sharp increase in exports, what will happen to demand for the U.S. dollar?
 a. It will decrease.
 b. It will increase.
 c. It will be unchanged.
 d. It will change at the same rate as the supply of dollars will change.
 e. There is not enough information to make a determination.

 19. If fewer British tourists visit the Grand Canyon, what is the effect in the exchange market?
 a. It will increase the supply of British pounds.
 b. It will decrease the supply of British pounds.
 c. It will increase the demand for British pounds.
 d. It will decrease the demand for British pounds.

 20. Suppose that the dollar rises from 100 to 125 yen. As a result,
 a. exports to Japan will likely increase.
 b. Japanese tourists will be more likely to visit the United States.
 c. U.S. businesses will be less likely to use Japanese shipping lines to transport their products.
 d. U.S. consumers will be more likely to buy Japanese-made automobiles.

671



 21. Other things being constant, which of the following will most likely cause the dollar to appreciate on the exchange rate 
market?

 a. higher domestic interest rates
 b. higher interest rates abroad
 c. expansionary domestic monetary policy
 d. reduced inflation abroad

 22. A depreciation in the U.S. dollar would
 a. discourage foreigners from making investments in the United States.
 b. discourage foreign consumers from buying U.S. goods.
 c. reduce the number of dollars it would take to buy a Swiss franc.
 d. encourage foreigners to buy more U.S. goods.

 23. If the exchange rate between euros and dollars were 2 euros per dollar, when an American purchased a good valued at 
80 euros, its cost in dollars would be

 a. $160.
 b. $80.
 c. $40.
 d. none of the above.

 24. Suppose that the exchange rate between Mexican pesos and dollars is 8 pesos per dollar. If the exchange rate goes to 
10 pesos per dollar, it would tend to

 a. increase U.S. exports to Mexico.
 b. decrease U.S. exports to Mexico.
 c. increase Mexican exports to the United States.
 d. decrease Mexican exports to the United States.
 e. do both b and c.

 25. If a dollar is cheaper in terms of a foreign currency than the equilibrium exchange rate, a ___________ exists at the cur-
rent exchange rate that will put ___________ pressure on the exchange value of a dollar.

 a. surplus of dollars; downward
 b. surplus of dollars; upward
 c. shortage of dollars; downward
 d. shortage of dollars; upward

 26. In foreign exchange markets, the supply of dollars is determined
 a. by the level of U.S. imports and the demand for foreign assets by U.S. citizens and the U.S. government.
 b. solely by the level of U.S. merchandise exports.
 c. solely by the level of U.S. merchandise imports.
 d. solely by the levels of U.S. merchandise exports and merchandise imports.
 e. by the level of U.S. exports and the demand for U.S. assets by foreigners.

 27. In foreign exchange markets, the effect of an increase in the demand for dollars on the value of the dollar is the same as 
that of

 a. an increase in the supply of foreign currencies.
 b. a decrease in the supply of foreign currencies.
 c. a decrease in the demand for dollars.
 d. none of the above.

 28. If the demand by foreigners for U.S. government securities increased, other things being equal, it would tend to
 a. increase the exchange value of the dollar and increase U.S. merchandise exports.
 b. increase the exchange value of the dollar and decrease U.S. merchandise exports.
 c. decrease the exchange value of the dollar and increase U.S. merchandise exports.
 d. decrease the exchange value of the dollar and decrease U.S. merchandise exports.
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 29. If the rate of inflation in the United States falls relative to the rate of inflation in foreign nations, U.S. net exports will 
tend to ___________, causing the exchange value of the U.S. dollar to ___________.

 a. rise; rise
 b. rise; fall
 c. fall; rise
 d. fall; fall

 30. If real incomes in foreign nations were growing more rapidly than U.S. real incomes, one would expect that, as a result,
 a. the exchange value of the dollar would decline relative to other currencies.
 b. the exchange value of the dollar would increase relative to other currencies.
 c. the exchange value of the dollar relative to other currencies would not change.
 d. the effect on the exchange value of the dollar relative to other currencies would be undeterminable.

 31. If real interest rates in the United States fell relative to real interest rates in other countries, other things being equal,
 a. the exchange value of the dollar would decline relative to other currencies.
 b. the exchange value of the dollar would increase relative to other currencies.
 c. the exchange value of the dollar relative to other currencies would not change.
 d. the effect on the exchange value of the dollar relative to other currencies would be undeterminable.

 32. Sweden’s currency will tend to appreciate if
 a. the demand for Sweden’s exports increases.
 b. the demand for imports by Swedes increases.
 c. real interest rates in Sweden decrease relative to those of the rest of the world.
 d. Sweden’s inflation rate rises relative to inflation in the rest of the world.

 33. A country will tend to experience currency depreciation relative to that of other countries if
 a. the profitability of investments in other countries increases relative to the profitability in that country.
 b. people in the foreign currency markets expect the value of the currency to fall in the near future.
 c. the foreign demand for its exports decreases.
 d. any of the above occur.
 e. any of the above except c occur.

 34. If the dollar depreciates relative to the yen, we would expect
 a. that the Japanese trade surplus with the United States would increase.
 b. that Japanese imports from the United States would decrease.
 c. that Japanese exports to the United States would decrease.
 d. that a and b would occur.

 35. As the number of British pounds that exchange for a dollar falls on foreign currency markets,
 a. the British will have an incentive to import fewer U.S. goods.
 b. the British will find it easier to export goods to the United States.
 c. the British will find U.S. goods to be more expensive in their stores.
 d. all of the above will be true.
 e. none of the above will be true.

 36. If real interest rates in the United States rose and real interest rates in England fell, we would expect people to
 a. increase their demand for British pounds.
 b. borrow more from U.S. sources.
 c. buy relatively more U.S. assets.
 d. buy relatively more British assets.
 e. do both b and c.

 37. If the Federal Reserve were to sell U.S. dollars on the foreign exchange market, a likely result would be
 a. a rightward shift in the dollar supply curve.
 b. at least a temporary decline in the exchange value of the U.S. dollar.
 c. at least a temporary increase in the exchange value of the U.S. dollar.
 d. a and b.
 e. a and c.
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Problems:

 1. Indicate whether each of the following represents a credit or debit on the U.S. current account.
 a. an American imports a BMW from Germany
 b. a Japanese company purchases software from an American company
 c. the United States gives $100 million in financial aid to Israel
 d. a U.S. company in Florida sells oranges to Great Britain

 2. Indicate whether each of the following represents a credit or debit on the U.S. capital account.
 a. a French bank purchases $100,000 worth of U.S. Treasury notes
 b. the central bank in the United States purchases 1 million euros in the currency market
 c. a U.S. resident buys stock on the Japanese stock market
 d. a Japanese company purchases a movie studio in California

 3. How are each of the following events likely to affect the U.S. trade balance?
 a. the European price level increases relative to the U.S. price level
 b. the dollar appreciates in value relative to the currencies of its trading partners
 c. the U.S. government offers subsidies to firms that export goods
 d. the U.S. government imposes tariffs on imported goods
 e. Europe experiences a severe recession

 4. How are each of the following events likely to affect the value of the dollar relative to the euro?
 a. interest rates in the European Union increase relative to the United States
 b. the European Union price level rises relative to the U.S. price level
 c. the European central bank intervenes by selling dollars on currency markets
 d. the price level in the United States falls relative to the price level in Europe

 5. If the demand for a domestic currency decreases in a country using a fixed exchange rate system, what must the central 
bank do to keep the currency value steady?

 6. What happens to the supply curve for dollars in the currency market under the following conditions?
 a. Americans wish to buy more Japanese consumer electronics
 b. the United States wishes to prop up the value of the yen

 7. Evaluate the following statement: “The balance of payments equals �$200 million and the statistical discrepancy 
equals zero.”

 8. Assume that a product sells for $100 in the United States.
 a. If the exchange rate between British pounds and U.S. dollars is $2 per pound, what would the price of the product 

be in the United Kingdom?
 b. If the exchange rate between Mexican pesos and U.S. dollars is 125 pesos per dollar, what would the price of the 

product be in Mexico?
 c. In which direction would the price of the $100 U.S. product change in a foreign country if Americans’ tastes for 

foreign products increased?
 d. In which direction would the price of the $100 U.S. product change in a foreign country if incomes in the foreign 

country fell?
 e. In which direction would the price of the $100 U.S. product change in a foreign country if interest rates in the 

United States fell relative to interest rates in other countries?
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   9. How would each of the following affect the supply of euros, the demand for euros, and the dollar price of euros?

  Change Supply of Euros Demand for Euros Dollar Price of Euros

  Reduced U.S. tastes for European goods ____________ ____________ ____________
  Increased incomes in the United States ____________ ____________ ____________
  Increased U.S. interest rates ____________ ____________ ____________
  Decreased inflation in Europe ____________ ____________ ____________
  Reduced U.S. tariffs on imports ____________ ____________ ____________
  Increased European tastes for U.S. goods ____________ ____________ ____________

 10. How are each of the following classified, as debits or credits, in the U.S. balance-of-payments accounts?

    Credit Debit

 a. Americans buy autos from Japan. ___________ ___________
 b. American tourists travel to Japan. ___________ ___________
 c. Japanese consumers buy rice grown in the United States. ___________ ___________
 d. United States gives foreign aid to Rwanda. ___________ ___________
 e. General Motors, a U.S. company, earns profits in France. ___________ ___________
 f. Royal Dutch Shell earns profits from its U.S. operations. ___________ ___________
 g. General Motors builds a new plant in Vietnam. ___________ ___________
 h. Japanese investors purchase U.S. government bonds. ___________ ___________

 11. What will happen to the supply of dollars, the demand for dollars, and the equilibrium exchange rate of the dollar in each 
of the following cases?

     Equilibrium 

 Supply of Dollars Demand for Dollars Exchange Rates

 a. Americans buy more European goods. _____________ _____________ _____________
 b. Europeans invest in U.S. stock market. _____________ _____________ _____________
 c. European tourists flock to the United States. _____________ _____________ _____________
 d. Europeans buy U.S. government bonds. _____________ _____________ _____________
 e. American tourists flock to Europe. _____________ _____________ _____________
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ability to pay principle belief that 
those with the greatest ability to pay 
taxes should pay more than those with 
less ability to pay

adaptive expectations an individual’s 
belief that the best indicator of the future 
is recent information on inflation and 
unemployment

adverse selection a situation where an 
informed party benefits in an exchange 
by taking advantage of knowing more 
than the other party

aggregate the total amount—such as 
the aggregate level of output

aggregate demand (AD) the total 
demand for all the final goods and 
services in the economy

aggregate demand curve graph that 
shows the inverse relationship between 
the price level and RGDP demanded

aggregate supply (AS) curve the 
total quantity of final goods and services 
suppliers are willing and able to supply at 
a given price level

asymmetric information occurs 
when the available information is initially 
distributed in favor of one party relative 
to another in an exchange

automatic stabilizers changes in 
government transfer payments or tax 
collections that automatically help 
counter business cycle fluctuations

autonomous determinants 
of consumption expenditures 
expenditures not dependent on the 
level of current disposable income that 
can result from factors such as real 
wealth, the interest rate, household debt, 
expectations, and tastes and preferences

bads items that we do not desire or 
want, where less is preferred to more, like 
terrorism, smog, or poison oak.

balance of payments the record of 
international transactions in which a 
nation has engaged over a year

balance of trade the net surplus 
or deficit resulting from the level 

of exportation and importation of 
merchandise

balance sheet a financial record that 
indicates the balance between a bank’s 
assets and its liabilities plus capital

bar graph visual display showing the 
comparison of quantities

barter direct exchange of goods and 
services without the use of money

bonds an obligation issued by the 
corporation that promises the holder to 
receive fixed annual interest payments and 
payment of the principal upon maturity

boom period of prolonged economic 
expansion

budget deficit occurs when 
government spending exceeds tax 
revenues for a given fiscal year

budget surplus occurs when tax 
revenues are greater than government 
expenditures for a given fiscal year

business cycles short-term fluctuations 
in the economy relative to the long-term 
trend in output

capital the equipment and structures 

used to produce goods and services

capital account records the foreign 
 purchases or assets in the domestic 
economy (a monetary inflow) and 
domestic purchases of assets abroad (a 
monetary outflow)

capital intensive production that uses 
a large amount of capital

causation when one event brings about 
another event

ceteris paribus holding all other things 
constant

change in demand the prices of 
related goods, income, number of 
buyers, tastes, and expectations can 
change the demand for a good; that is, a 
change in one of these factors shifts the 
entire demand curve

change in quantity demanded a 
change in a good’s own price leads to a 

change in quantity demanded, a move 
along a given demand curve

command economy economy in 
which the government uses central 
planning to coordinate most economic 
activities

commercial banks financial 
institutions organized to handle everyday 
financial transactions of businesses and 
households through demand deposit 
accounts and savings accounts and 
by making short-term commercial and 
consumer loans

common resource a rival good that is 
nonexcludable

common stock residual claimants 
of corporate resources who receive a 
proportion of profits based upon the ratio 
of shares held

comparative advantage occurs when 
a person or country can produce a good 
or service at a lower opportunity cost 
than others

competitive market a market where 
the many buyers and sellers have little 
market power—each buyer’s or seller’s 
effect on market price is negligible

complements an increase (decrease) in 
the price of one good shifts the demand 
curve for another good to the left (right)

consumer price index (CPI) a 
measure of the cost of a market basket 
that represents the consumption of a 
typical household

consumer sovereignty consumers 
vote with their dollars in a market 
economy; this accounts for what is 
produced

consumer surplus the difference 
between the price a consumer is willing 
and able to pay for an additional unit of a 
good and the price the consumer actually 
pays; for the whole market, it is the sum 
of all the individual consumer surpluses—
the area below the market demand curve 
and above the market price

consumption purchases of final goods 
and services
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consumption tax tax collected based 
on a taxpayer’s spending

contraction when the economy is 
slowing down—measured from the peak 
to the trough

contractionary fiscal policy use 
of fiscal policy tools to reduce output 
by decreasing government purchases, 
increasing taxes, and/or reducing 
transfer payments

correlation when two events occur 
together

cost-push inflation a price-level 
increase due to a negative supply shock 
or increases in input prices

credit unions financial cooperatives 
made up of depositors with a common 
affiliation

cross-price elasticity of demand 
the measure of the impact that a price 
change of one good will have on the 
demand of another good.

crowding-out effect theory that govern-
ment borrowing drives up the interest 
rate, lowering consumption by households 
and investment spending by firms

currency coins and/or paper created to 
facilitate the trade of goods and services 
and the payment of debts

current account a record of a 
country’s imports and exports of goods 
and services, net investment income, 
and net transfers

cyclical unemployment 
unemployment due to short-term cyclical 
fluctuations in the economy

deadweight loss net loss of total 
surplus that results from an action that 
alters a market equilibrium

deflation a decrease in the overall price 
level, which increases the purchasing 
power of money

demand deposits balances in bank 
accounts that depositors can access on 
demand

demand-pull inflation a price-level 
increase due to an increase in aggregate 
demand

depreciation annual allowance set 
aside to replace worn-out capital

depression severe recession or 
contraction in output

derived demand the demand for an 
input derived from consumers’ demand 
for the good or service produced with 
that input

dirty float system a description of the 
exchange rate system that means that 
fluctuations in currency values are partly 
determined by government intervention 

discount rate interest rate that the Fed 
charges commercial banks for the loans 
it extends to them

discouraged worker an individual 
who has left the labor force because he 
or she could not find a job

disposable personal income the 
personal income available after personal 
taxes

dividend the annual per share payment 
to shareholders based upon realized 
profits

double counting adding the value of 
a good or service twice by mistakenly 
counting the intermediate goods and 
services in GDP

durable goods longer-lived consumer 
goods, such as automobiles

economic goods scarce goods created 
from scarce resources—goods that are 
desirable but limited in supply

economic growth an upward trend in 
the real per capita output of goods and 
services

economics the study of choices we 
make among our many wants and 
desires given our limited resources

efficiency when an economy gets the 
most out of its scarce resources

efficiency wage model theory stating 
that higher wages lead to greater 
productivity

elastic when the quantity demanded is 
greater than the percentage change in 
price (ED > 1)

empirical analysis the use of data to 
test a hypothesis

Employment Act of 1946 a 
commitment by the federal government 
to hold itself accountable for short-run 
economic fluctuations

entrepreneurship the process of 
combining labor, land, and capital to 
produce goods and services

equilibrium price the price at the 
intersection of the market supply and 
demand curves; at this price, the quantity 
demanded equals the quantity supplied

equilibrium quantity the quantity 
at the intersection of the market supply 
and demand curves; at the equilibrium 
quantity, the quantity demanded equals 
the quantity supplied

excess reserves reserve levels held 
above that required by the Fed

exchange rate the price of one unit of 
a country’s currency in terms of another 
country’s  currency

excise tax a sales tax on individual 
products such as alcohol, tobacco, and 
gasoline

expansion when output (real GDP) is 
rising significantly—the period between the 
trough of a recession and the next peak

expansionary fiscal policy use of 
fiscal policy tools to foster increased 
output by increasing government 
purchases, lowering taxes, and/or 
increasing transfer payments

expenditure approach calculation 
of GDP by adding the expenditures by 
market participants on final goods and 
services over a given period

expenditure multiplier the multiplier 
that only considers the impact of 
consumption changes on aggregate 
expenditures

externality a benefit or cost from 
consumption or production that spills 
over onto those who are not consuming 
or producing the good

factor (or input) markets markets 
where households sell the use of 
their inputs (capital, land, labor, and 
entrepreneurship) to firms

factor payments wages (salaries), rent, 
interest payments, and profits paid to the 
owners of productive resources

fallacy of composition the incorrect 
view that what is true for the individual is 
always true for the group

federal funds market market in which 
banks provide short-term loans to other 
banks that need cash to meet reserve 
requirements

fiat money a means of exchange 
established by government declaration
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fiscal policy use of government 
purchases, taxes, and transfer payments 
to alter equilibrium output and prices

fixed investment all new spending on 
capital goods by producers

flat tax a tax that charges all income 
earners the same percentage of their 
income

fractional reserve system a system 
that requires banks to hold reserves 
equal to some fraction of their checkable 
deposits

free rider deriving benefits from 
something not paid for 

frictional unemployment the 
unemployment that results from workers 
searching for suitable jobs and firms 
looking for suitable workers

GDP deflator a price index that helps 
measure the average price level of all final 
consumer goods and services produced

gold standard defining the dollar as 
equivalent to a set value of a quantity of 
gold, allowing direct convertibility from 
currency to gold

goods items we value or desire

Gresham’s Law the principle that 
“cheap money drives out dear money”; 
given an alternative, people prefer to 
spend less valuable money

gross domestic product (GDP) 
the measure of economic performance 
based on the value of all final goods 
and services produced within a country 
during a given period

gross national product (GNP) 
the difference between net income of 
foreigners and GDP

human capital the productive 
knowledge and skill people receive from 
education, on-the-job training, health, and 
other factors that increase productivity

hyperinflation extremely high rates of 
inflation for sustained periods of time

hypothesis a testable proposition

import quota a legal limit on the 
imported quantity of a good that is 
produced abroad and can be sold in 
domestic markets

income elasticity of demand the 
percentage change in demand divided 

by the percentage change in consumer’s 
income

increasing opportunity cost the 
opportunity cost of  producing additional 
units of a good rises as society produces 
more of that good

indexing use of payment contracts 
that automatically adjust for changes in 
inflation

indirect business taxes taxes, such as 
sales tax, levied on goods and services 
sold

individual demand curve a graphical 
representation that shows the inverse 
relationship between price and quantity 
demanded

individual demand schedule a 
schedule that shows the relationship 
between price and quantity demanded

individual supply curve a graphical 
representation that shows the positive 
relationship between the price and 
quantity supplied

inelastic when the quantity demanded 
is less than the percentage change in 
price (ED < 1)

inferior good if income increases, the 
demand for a good decreases; if income 
decreases, the demand for a good 
increases

inflation a rise in the overall price level, 
which decreases the purchasing power 
of money

inflationary gap the output gap that 
occurs when the actual output is greater 
than the potential output

innovation applications of new 
knowledge that create new products or 
improve existing products

intangible goods goods that we 
cannot reach out and touch, such as 
friendship and knowledge

inventory investment purchases that 
add to the stocks of goods kept by the 
firm to meet consumer demand

investment the creation of capital 
goods to augment future production

job leaver a person who quits his or 
her job

job loser an individual who has been 
temporarily laid off or fired

labor the physical and human effort used 
in the production of goods and services

labor force the number of people 
aged 16 and over who are available for 
employment

labor force participation rate 
the percentage of the working age 
population in the labor force

labor intensive production that uses a 
large amount of labor

land the natural resources used in the 
production of goods and services

law of demand the quantity of a good 
or service demanded varies inversely 
(negatively) with its price, ceteris paribus

law of supply the higher (lower) the 
price of the good, the greater (smaller) 
the quantity supplied

leading economic indicators 
factors that economists at the 
Commerce Department have found 
typically change before changes in 
economic activity

legal tender coins and paper officially 
declared to be acceptable for the 
settlement of financial debts

liquidity the ease with which one asset 
can be converted into another asset or 
into goods and services

long-run aggregate supply (LRAS) 
curve the graphical relationship 
between RGDP and the price level when 
output prices and input prices can fully 
adjust to economic changes

M1 the narrowest definition of money; 
includes currency, checkable deposits, 
and traveler’s checks

M2 a broader definition of money that 
includes M1 plus savings deposits, time 
deposits, and noninstitutional money 
market mutual fund shares.

macroeconomics the study of the 
whole economy, including the topics of 
inflation, unemployment, and economic 
growth

marginal cost the cost of producing 
one more unit of a good

marginal propensity to consume 
(MPC) the additional consumption 
resulting from an additional dollar of 
disposable income
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marginal propensity to consume 
(MPC) the additional consumption that 
results from an additional dollar of income

marginal propensity to save (MPS) 
the change in savings divided by the 
change in disposable income

marginal thinking focusing on the 
additional, or marginal, choices; marginal 
choices involve the effects of adding or 
subtracting, from the current situation, 
the small (or large) incremental changes 
to a plan of action

market the process of buyers and 
sellers exchanging goods and services

market demand curve the horizontal 
summation of individual demand curves

market economy an economy that 
allocates goods and services through the 
private decisions of consumers, input 
suppliers, and firms

market equilibrium the point at 
which the market supply and market 
demand curves intersect

market failure when the economy 
fails to allocate resources efficiently on 
its own

market supply curve a graphical 
representation of the amount of goods 
and services that suppliers are willing 
and able to supply at various prices

means of deferred payment the 
attribute of money that makes it easier 
to borrow and to repay loans

median voter model a model that 
predicts candidates will choose a 
position in the middle of the distribution

medium of exchange the primary 
function of money, which is to facilitate 
transactions and lower transaction costs

menu costs the costs imposed on a 
firm from changing listed prices

microeconomics the study of 
household and firm behavior and how 
they interact in the marketplace

minimum wage rate an hourly wage 
floor set above the equilibrium wage

mixed economy an economy where 
government and the private sector 
determine the allocation of resources

money anything generally accepted 
in exchange for goods or services

money market market in which money 
demand and money supply determine 
the equilibrium interest rate

money market mutual funds 
interest-earning accounts provided 
by brokers that pool funds into such 
investments as Treasury bills

money multiplier measures the 
potential amount of money that the 
banking system generates with each 
dollar of reserves

moral hazard taking additional risks 
because you are insured

multiplier effect a chain reaction of 
additional income and purchases that 
results in total purchases that are 
greater than the initial increase in 
purchases

national income (NI) a measure of 
income earned by owners of the factors 
of production

national income accounting a 
uniform means of measuring economic 
performance

natural rate hypothesis states that 
the economy will self-correct to the 
natural rate of employment

natural rate of unemployment the 
median, or “typical,” unemployment 
rate, equal to the sum of frictional and 
structural unemployment when they are 
at a maximum

near money nontransaction deposits 
that are not money but can be quickly 
converted into money

negative externality occurs when 
costs spill over to an outside party 
who is not involved in producing or 
consuming the good

negative incentive an incentive 
that either increases costs or reduces 
benefits, resulting in a decrease in the 
activity or behavior

negative relationship when two 
variables change in opposite directions

net benefit the difference between 
the expected marginal benefits and the 
expected marginal costs

net exports the difference between the 
value of exports and the value of imports

net national product (NNP) GNP 
minus depreciation

nominal interest rate the reported 
interest rate that is not adjusted for 
inflation

nondurable goods tangible items  
con sumed in a short period of time, such 
as food

nontransaction deposits funds that 
cannot be used for payment directly 
but must be converted into currency for 
general use

normal good if income increases, the 
demand for a good increases; if income 
decreases, the demand for a good 
decreases

normative statement a subjective, 
contestable statement that attempts to 
describe what should be done

open economy a type of model that 
includes international trade effects

open market operations purchase 
and sale of government securities by the 
Federal Reserve System

opportunity cost the value of the 
best forgone alternative that was not 
chosen

peak the point in time when expansion 
comes to an end, that is, when output is 
at the highest point in the cycle

personal income (PI) the amount of 
income received by households before 
personal taxes

pie chart visual display showing the 
relative size of various quantities that 
add up to 100 percent

positive externality occurs when 
benefits spill over to an outside party 
who is not involved in producing or 
consuming the good

positive incentive an incentive that 
either reduces costs or increases benefits, 
resulting in an increase in an activity or 
behavior

positive relationship when two 
variables change in the same direction

positive statement  an objective, 
testable statement that describes what 
happens and why it happens

potential output the amount of real 
output the economy would produce if 
its labor and other resources were fully 
employed, that is, at the natural rate of 
unemployment
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preferred stock a stock that pays 
fixed, regular dividend payments despite 
the profits of the corporation

present value the value in today’s 
dollars of home future benefit

price ceiling a legally established 
maximum price

price controls government-mandated 
minimum or maximum prices

price-earnings ratio (PE) a measure of 
stock value that is determined by dividing 
the price of the stock by the amount of 
annual corporate earnings per share

price elasticity of demand the 
measure of the responsiveness of 
quantity demanded to a change in price

price elasticity of supply the 
measure of the sensitivity of the quantity 
supplied to changes in price of a good

price floor a legally established 
minimum price

price index a measure of the trend in 
prices paid for a certain bundle of goods 
and services over a given period

price level the average level of prices in 
the economy

private good a good with rivalrous 
consumption and excludability

private property rights consumers’ 
right to use their property as they see fit

producer goods capital goods that 
increase future production capabilities

producer price index a measure of 
the cost of goods and services bought 
by firms

producer surplus the difference 
between what a producer is paid for a 
good and the cost of producing that unit 
of the good; for the market, it is the sum 
of all the individual sellers’ producer 
surpluses—the area above the market 
supply curve and below the market price

production possibilities curve the 
potential total output combinations of 
any two goods for an economy

product markets markets where 
households are buyers and firms are 
sellers of goods and services

progressive tax tax designed so that 
those with higher incomes pay a greater 
proportion of their income in taxes

public good a good that is nonrivalrous 
in consumption and nonexcludable

quantity theory of money and 
prices a theory of the connection 
between the money supply and the 
price level when the velocity of money is 
constant

rational behavior people do the 
best they can, based on their values 
and information, under current and 
anticipated future circumstances

rational ignorance lack of incentive to 
be informed 

real business cycle theory the belief 
that economic fluctuations are the 
result of external negative and positive 
productivity shocks to the economy

real gross domestic product 
(RGDP) the total value of all final goods 
and services produced in a given period, 
such as a year or a quarter, adjusted for 
inflation

real gross domestic product per 
capita real output of goods and services 
per person

real interest rate the nominal interest 
rate minus the inflation rate; also called 
the inflation-adjusted interest rate

recession a period of significant decline 
in output and employment

recessionary gap the output gap that 
occurs when the actual output is less 
than the potential output

reentrant an individual who worked 
before and is now reentering the labor 
force

regressive tax as a person’s income 
rises, the amount his or her tax as a 
proportion of income falls

relative price the price of a specific 
good compared to the price of other 
goods

rent seeking efforts by producers to 
gain profits from government protections 
such as tariffs and import quotas

required reserve ratio the percentage 
of deposits that a bank must hold at the 
Federal Reserve Bank or in bank vaults

research and development (R&D) 
activities undertaken to create new 
products and processes that will lead to 
technological progress

reserve requirements holdings 
of assets at the bank or at the Federal 
Reserve Bank as mandated by 
the Fed

resources inputs used to produce goods 
and services

retained earnings the practice of using 
corporate profits for capital investment 
rather than dividend payouts

rule of rational choice individuals 
will pursue an activity if the expected 
marginal benefits are greater than the 
expected marginal costs

savings and loan associations 
financial institutions organized as 
cooperative associations that hold 
demand deposits and savings of 
members in the form of dividend-bearing 
shares and make loans, especially home 
mortgage loans

scarcity exists when human wants 
(material and nonmaterial) exceed 
available resources

scatter diagram a graph showing the 
relationship of one variable to another

secondary reserves highly liquid, 
interest-paying assets held by the bank

securities stocks and bonds

services intangible items of value 
provided to consumers, such as 
education

shoe-leather cost the cost incurred 
when individuals reduce their money 
holdings because of inflation

shortage a situation where quantity 
demanded exceeds quantity supplied

short-run aggregate supply (SRAS) 
curve the graphical relationship 
between RGDP and the price level when 
output prices can change but input 
prices are unable to adjust

simple circular flow model an 
illustration of the  continuous flow of 
goods, services, inputs, and  payments 
between firms and households

slope the ratio of rise (change in the 
Y variable) over run (change in the X 
variable)

special interest groups groups with 
an intense interest in particular voting 
issues that may be different from that of 
the general public
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specializing concentrating in the 
production of one, or a few, goods

stagflation a situation in which lower 
growth and higher prices occur together

stockholders entities that hold shares 
of stock in a corporation

structural unemployment the 
unemployment that results from workers 
not having the skills to obtain long-term 
employment

substitutes an increase (decrease) 
in the price of one good causes the 
demand curve for another good to shift 
to the right (left)

supply shocks unexpected temporary 
events that can either increase or 
decrease aggregate supply

surplus a situation where quantity 
supplied exceeds quantity demanded

tangible goods items we value or 
desire that we can reach out and touch

tariff a tax on imports

the economic problem scarcity 
forces us to choose, and choices are 
costly because we must give up other 
opportunities that we value

theory statement or proposition used to 
explain and predict behavior in the real 
world

theory of rational expectations belief 
that workers and consumers incorporate 

the likely consequences of government 
policy changes into their expectations by 
quickly adjusting wages and prices

time-series graph visual tool to show 
changes in a variable’s value over time

total revenue (TR) the amount sellers 
receive for a good or service, calculated as 
the product price times the quantity sold

total welfare gains the sum of 
consumer and producer surpluses

transaction deposits deposits that can 
be easily converted to currency or used 
to buy goods and services directly

traveler’s checks transaction 
instruments easily convertible into 
currency

trough the point in time when output 
stops declining, that is, when business 
activity is at its lowest point in the cycle

underemployment a situation in 
which a worker’s skill level is higher than 
necessary for a job

unemployment rate the percentage 
of the population aged 16 and older 
who are willing and able to work but are 
unable to obtain a job

unintended consequences the 
secondary effects of an action that may 
occur after the initial effects

unit elastic demand demand with 
a price elasticity of 1; the percentage 

change in quantity demanded is equal to 
the percentage change in price

unplanned inventory investment 
collection of inventory that results when 
people do not buy the products firms are 
producing

variable something that is measured by 
a number, such as your height

velocity of money a measure of how 
frequently money is turned over

vertical equity different treatment 
based on level of income and the ability 
to pay principle

wage and price controls legislation 
used to combat inflation by limiting 
changes in wages and prices

wage and price inflexibility the 
tendency for prices and wages to only 
adjust slowly downward to changes in 
the economy

welfare effects the gains and losses 
associated with government intervention 
in markets

winner’s curse a situation that arises 
in certain auctions where the winner is 
worse off than the loser because of an 
overly optimistic value placed on the 
good

X-axis the horizontal axis on a graph

Y-axis the vertical axis on a grap
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