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Preface 

Tlw llame of constellation has been suggested to me by my friend and colleague Alexander 
Grossmanll to denote a concept I introduced in 1974, ignoring at that time that Ettore 
Majon1na was a precursor; in fact, in 1932, this great physicist published an article in 
tlw Nuuvo Cirnento [22] where he studied the evolution of the spin of a particle in a 
homog(~JJ(xHiS magnetic field. He showed that, for a particle of spin s, the spin state 
was described by a set of 28 (not necessarily distinct) points on a sphere. Grossmann 
noted that such a set reminds the notion of a constellation of stars in the celestial sphere 
since it tak<~s into account the possibility of stars to be in coincidence (double or multiple 
stars). Majon1na demonstrated, in his paper, that the state evolutes in precessing regularly 
around a dianwtm paralld to the magnetic field. Constellations arc now well-defined 
gcomctrical objects with nice properties. 

My point of view was slightly different of Majorana's oue; the problem 1 wanted to 
solve was to derive a classification of the states of a particle of spin 8 according to the 
symmetry of the constellation they form, with respect to the spin rotation group. The 
states which have the maximal symmetry are those which are eigenstates of a component 
of the spin operator (Sz, for instance), with an eigenvalue m. They have an SO(2, lR) 
symmetry except when m = () (with s an integer). In that case this symmetry is slightly 
higher; it becomes 0(2, IR). All the other states have a finite symmetry described by some 
subgroup of the rotation group, the generic state having no symmetry at all. That means 
that its sYlIlllwtry group is trivial: it reduces to the identity transformation. 

Independently, in 197G, Ronald Shaw used the constellation concept in order to give 
a nic(~ (!Privation of Pctrov's classification of Einstein spacetimes and a description of the 
Wigncr 3j-symbols. He used, for that, a spinor description of states. 

Later on, I discovered new and various applications of constellations: I made evident 
their link with the spin coherent states, with the electromagnetic field, with the generators 
of tlw Lorcnt~ group, with the minimum ullcertainty states for angular momentum, with 
the Clebsch-Gordan series of the rotation group. Before this abundance of matter and, 
thanks to Joshua Zak, 1 had the opportunity to teach constellations at the Technion in 
Haifa and I became tempted to devote a whole book on the subject. I lllust add that, ill 
Haifa, I learnt, from Asher Peres, that the "Majorana representation" was also used by 
Roger P<~nrose in the context of the Bell inequalities. 

I must say a few words about tlw precise way everything started for me. 1 was teaching 
quantuIll Ilwchanics to undergraduate students, and in order to present the axioms of 
this theory, 1 decided to treat abstractly the case of a two-dimensional Hilbert space. 
Obviously, in discarding the phase of the vectors, I arrived at the sphere S2 as the space 
of states. This sphere has a simple physical geometrical meaning when the Hilbert space 
is the one of the electron spin states. In other cases, usually referred to as quasi spin 
states, the sphew is only an abstract one. Then the following question came to my 
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mind: does exist a simple geometrical way to describe the set of states associated with 
a Hilbert space of any dimension, for instance the set of states of any spin? I succeeded 
and I arrived at a classification of the (pure) states associated with an arbitrary spin 
s. Progressively, I became aware of the fact that constellations were not necessarily 
related with the only rotation group. They can be associated with the Lorentz group 
and other larger Lie groups, the projective orthogonal and symplectic complex groups 
in an arbitrary dimension. In all these cases, the sphere 8 2 plays a particular role and 
that explains why mathematical physicists are referring to various spheres, namely the 
lliemann the celestial sphere, the Poincare sphere, the sphere of spin electron 
states and the Bloch sphere. Behind that, KIehl's ide&'l on geometry became visible, but 
from that point of view, there is only one This proves that mathematical physics 
must be distinguished from concrete physics. In an analogous way, from all abstract point 
of view there exists only one three-dimensional rotation group. However, mathematically, 
one must distinguish in the Euclidean group the rotation groups around different points 
and the class of all those subgroups. Klein's ideas are also needed in spinor theory. Spinors 
do not define a given geometry. In order to define a geometry, one must precise which 
group is acting on the set of spinors. It could be the 8U(2) group or the SL(2, <C) group 
or some other group. Even on the set of ray-spinors, we could make the rotation or the 
Lorentz group acting, defining in this way two distinct geometries. 

As I learnt from Rene Thom, all manifolds of dimension two have a nice property in 
common, which explains the interest of constellations defined on the sphere 8 2 . Given a 
manifold At, one may consider the symmetrized product. of n copies of At. The necessary 
and sufficient condition for the product t.o be a manifold is that M is of dimension two. 
This was an invitation for looking for generalizations of constellations to other manifolds 
than the sphere 8 2 , namely, the real plane, the projective real plane and the torus. Some 
informations are given about that in the present book. 



Chapter 1 

Group theory all.d geometry 

Historically, the link between group theory and geometry was emphasized in the famous 
Erlangen's program proposed in the XIXth century by the German mathematician Felix 
Klein. The presentation of this program is considered generally as an import.ant. event. 
in t.he history of mat.hemat.ics. However, although the program is oftcn mcntioned ill 
geometry textbooks, its content is not really taken into account, if we except. books on 
projec:tive geoIIletry. A possible explanation of t.his fact is that, nowadays, geometry 
Iwcanw a much richer domain: since it includes differential geometry, with a lot. of modern 
notions such that fiber bundles, connections, etc. Moreover, geometry is to-day nothing 
els(' than the "trivial part." of the noncommut.ative geometry, a concept introduced by t.he 
French mathematician Cormes. However, for our purpose we only need Klein's ideas. 

1.1 The old definition of a group 

III 1872, which is t.he year where the Erlangen program was introduced1
, a group was not 

defined as an abstract structure, but as a set of "transformations" (permutations) of some 
"spac:(~" (set) !vI satisfying the following properties: 

• t.he group contains the identit.y transformation I d(l'v!) , which maps every element. of 
Ai on itself. 

• if 9 and 9' arc t.ransformations of the group, the transformation 9 followed by the 
t.ransformation 9' is also a transformation of the group denoted 9'.9 

• if 9 is a t.ransformat.ion, it.s inverse 9- 1 , defined by 9-1 .9 = 9.9-1 = I d, is also a 
transformation of tIl(; group. 

As an example, the set S( 111) of all permutat.ions of M is a group. In fact, the first group 
explicitly studied as such in the mathematicalliteratllre was the group of permutations of 
t.he roots of an equat.ion, t.he so-called Galois group. It permits the French mat.hematician 
Galois to say when a polynomial equation is solvable: it is when the Galois group is it.self 
solvable, a term which will be explained later on. In the case where M has 1, 2, 3, or 
4 distinct. elements, the group S(lI1) is solvable. This term comes from the fact that 
equations of degrees one, two, t.hree and four are said to be solvable. 

1 For a detailed version of the program. it is better to consult the French translation Le programme 
rl'Er-langen [21] 

9 



10 CHAPTER 1. GROUP THEORY AND GEOA1ETRY 

In giving such an importance of group theory in geometry, Klein made real improve­
ments. He permitted to classify the set of theorems and properties of Euclidean geometry 
according to their symmetry group, separating, for instance, the definition of a triangle 
from the definition of a angled triangle. One of the main concepts he introduced was 
the one of subordinate geometry, which permitted him to discover the exact link between 
projective geometry and Euclidean geometry. It is well known that this last geometry is 
derived from projective geometry in supposing fixed the straight line (in the case of di­
mension two) at infinity. Klein insisted on the fact that such a derivation corresponds to 
a change of group. This new point of view makes clear that, in projective geometry, all 
straightlines are equivalent (there exists a projective transformation which maps a given 
straightline on another given straightline) and the choice of the one "at infinity" is not 
essential. 

In the present introduction, we are not much concerned in history of mathematics, our 
next task is to present the Erlangen program in a modern language. 

1.2 The modern definition of a group 

A group (G,.) is a set G endowed with an inner binary composition law, denoted by a 
dot, and the following properties: 

• the law is associative: (g.g/).g" = g.(g/.g") 

• there is a neutral element denoted bye, that is an element satisfying e.g = g.e = 9 
for any 9 

• each element g has an inverse belonging to the group and denoted g-1. This inverse 
is such that g.g-1 = g-1.g e. This element is not nece."lsarily distinct. from 9 itself. 
\Ve note that e is its own inverse. Any other element with this property is called an 
invol ution. 

As it is easily checked, these axioms are direct consequencPB of the properties of trans­
formations which were presented above. In particular, the set S(JVJ) has a group structure. 
More generally, any old fashioned group is a group. 

From now on, we decide, for convenience, to denote by the let.ter G the set as well as 
the group itself. 

Although the modern approach makes a sharp distinction between a group and the way 
it acts on a space, we must recognize that., in mathematical literature, a group appears 
generally as a group which acts OIl some space M. It seems, at first. sight, that if we 
ourselves a (modern) group G and a space on which it acts, the two definitions would 
coincide. This is not exactly true, essentially because, in the "action" of a group, there 
are perhaps many elements which act in the same way. If this is not the case, the group 
is said to act effectively We will examine t.his point later on. 

lf the group has a finit.e number of elements, this fillite number is called the order of 
the group and the group is said to be a finite group. 

A group is said to be Abelian2 if any two elements 9 and h commute: g.h h.g. 

the name of the Norwegian mathematician Niels Henrik Abel. 
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1.3 Subgroup 

Any subsd. H of a group G which has the structure of a group, with respect to the same 
W7II.lJ08itio71 law. is Haid to be a subgroup of G. As an example, if N i~ a subHet of Af, 
S(N) call Il(' col1sidered as a subgroup of S(M), in supposing that each element of Ai ~ N 
it; invariallt under S( N). We write H <; G or G ::: H to express that H is a subgroup of 
G. If H is dist.inct from G. we write H < G or G > H. 

A subgroup H of G is said to be 'invaTiant or nOTTrw.l if, for allY 9 E G, g.H = H.g. In 
that cast:, tlw equivalence relation ill G 

9 rv g', iff g.H = g'.H 

ha.'l an illtewstillg cOllsnqu('llcn: the set of equivalence da.-;ses form a group called thn 
quotient group G / H. Note that G is an invariant subgroup of G itself. \Ve note, in 
particular. that the quotient group G /G has only one elelllent. 

\Vc also note that any subgroup of an Abelian group is invariant. 
Each group hm; two invariant subgroups called improper subyroups: first, the group G 

itHdf, second, the t.rivial group {e}. 

1.4 Homomorphism, isomorphism, automorphism 

If them exists a mapping (jJ of a group G into a group G' vdlieh preservei:i the group law 
(i. e. Huch t.hat the image of a product. is the product of the images and the of 
an illveflw is the inverHl' of the image), (jJ is called a homomorphism. The kernel of a 
hOlllolllorphism (i.e. thp Hot of elements which are mapped on the neutral element. of G') 
is a normal subgroup K er( 0). The proof of that property is left to the reader. If ¢ is 
hijective, the homomorphism is called all iHomorphislll. The kernel of a isomorphism is 
the t.rivial subgroup {e}. III the cafie, the image ifi isomorphic to t.he quotient 
group G/Ker(¢). 

By definit.ion, an automorphism iH all isomorphism of a group into itself. 

Remark Ui:mally, when one referH to a given group G, one llleallfi the class of all groups 
iflOmorphic t.o G. For instance, the rotation group denotes the daSH of groups isomorphic 
to 80(3, R), the group of 3 x 3 orthogonal real matrices of determinant one, with the 
standard multiplication of matrices as an internal law. However, the physicist must. be 
mon~ prudent.. He' haH, for instance, to make a distinctioll between 1) the rotation group 
around a given point in space, 2) the quotient group lI\) /T(3), where E( 3, It) denotes 
the real Euclidean group in threp and T(:3) denote; the three-dimensional 
translation group, As we already concrete physics is richer than mathematics. 

Example The group en of order n is the group composed of plane rotations of 
angles 2Tik/n , where k 0,1, ... , n ~ 1. Let w be a complex number such t.hat n is the 
lowest Huch w" 1. In that case, w is called a nih primitive root of one. The 
set {I, w, ' ... ,w" I} has a group structure with respect to the Illultiplication law. It is 
isolllorphic to the cyelic group en. Let Tn be a divisor of n. The subset {l, w m , w2m , ... } 

is a fmbgroup of en. This subgroup is isomorphic to the cyclic group Note that the 
cyclic groups are all Abelian. 
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1.5 Simple group, solvable group 

We write H « G to that H is an invariant subgroup of G which is not contained in 
another invariant subgroup of G, except G itself. Suppose that we may write a composition 
se1'ies, that is a relation of the form: 

{e} « HI «H2 « ... «Hn «G. (1.1) 

The quotient groups Qi = Hi+l/ Hi are known as the prime quotient groups. vVe note 
that a given group may have many distinct composition series. However, the set of Qi's 
does not depend on the composition series (Jordan and Hoelder theorem) 3 . 

A finite group G is said to be simple if it possesses the (unique) composition series 
{e} «G. In other words, the only invariant subgroups of G are G itself and {e}. In 
particular, the cyclic group Cp , for p prime, is 

A group G is said to be solvable if all the Qi 's are cyclic. 

1.6 Action of a group on a set 

vVe say that a group G acts on a set. Iv! if there exists a homomorphism ¢ from G in 
S( M). We already said that the kernel K er( ¢) (the set of elements which are mapped on 
Jd(M)) form a normal subgroup. Any element k of Ker(¢) acts as e and any element of 
type kg or gk acts as g. 

If e is the only element which is mapped on Jd(A1), one says that G acts on Iv! 
effectively. \Vhen it is not the case, one can verify that it is the quotient group G/ Ker(</J) 
which acts effectively. As we shall see, the notion of effective action plays a fundamental 
role in relating the old and the modern definition of groups. 

Example Consider the group SL(2, <C), that is the group of complex 2 x 2 matrices 
with determinant one4

• One can make this group on the complete Cauchy plane, 
that is the Cauchy plane with the point at l1!1!1!1cy. 

az+b 
(1.2) 

cz+ 

We intend to show that this group does not act effectively. Indeed, there is an element of 
SL(2, <C), other than the unit matrix, which acts as the unit matrix. This element is such 
that z whatever is z. It is such that c = 0, d = a, and b = O. One obtains, apart 
the unit 1, the matrix -1. One verifies that these two elements form an invariant 
subgroup, denoted Z2' Since the elements g and -g act the same way, the group which 
acts effectively is the quotient group S L(2, <C) /Z2. 

Let us mention another definition. A group G is said to ad freely on a set 1\11 if M 
has no fixed point (G is "free" to move any point of .M). As an the reader will 
verify that the rotation group SO(3, R) acts freely on the It means that given an 
arbitrary point on this sphere, there exists a rotation which moves it. This is not the case 
for the subgroup of plane rotations SO(2, R) OIl the sphere. Two antipodal points 
are invariant. 

analogy with the decomposition of natural integers into prime factors is evident. 
4The letter L stands for linear, the letter S for spe.cial (determinant. equal to one). 
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1. 7 Action of a group on itself 

Tlw matlwmaticians consider the three following ways for a group to act Oll itRelf: 

• left ad.ioll: g tramiforlns g' into g.g' 

• right action: 9 tram,fonm; g' into g',g-1 

• conjugation action: 9 transforms g' into 0(9 )9' = 9.9' 

The fad, that the left and right actions define of the permutation group S(G) 
is known, for fillit<, groups, as the Caylc'y theorem. It is a simple matter to show that. t.hey 
arce effective actiolls." 

Let us dCIlote by C( G) the set of elements of G which commute with every element 
of G. This set is a subgroup called the ccnta of G. The conjugation action is effective if 
and only if C is trivial (C = {e} ). If it is not the case, it iR the quotient group G I C which 
act effectivdy.fi 

1.8 Orbits and strata 

A group acts 011 "~1 if for any couple of x, y E ,\1, there exists a 
transformatioll mapping x on y. As examples. the rotatioIl group acts transitivdy on 
the splwl'(' and til(; Euclidean gronp actR OIl the three-dimensional real spaee. 

When a group acts transitively 011 a space Ai, this space is iciaid to be a tW1nAJ.Qf::nt'OllS 

8paCE. of the group. 
\Ve note that the action of a group on itself by left or right translations is transitive. 

It follow~ that a group iici a homogeneous space of itself in two ways (the left and the 
right oneici). TIl(' word homogenwus seelllS unappropriate in thiH case ~ince t.here is a 
distinguished dmnmlt, namely the neutral element. Section 1.16 will permit to clarify this 
apparent contradictioll. 

In a more g('ueral case, we have to define orbits. Two points x and y belong t.o the 
same o'f'bil if there is a transformation which mapH x on y. Each orbit is a homogeneomi 
Hpace. The Het of orbit~ forlll a partition of the space ]1.1 (the uIlion of orbits is 1v[ itself and 
the interRection of two arbitrary orbits is When the action is transitive, AI is t.he 
uniqne orbit. For two points, to belong to a given orbit iR an equivalence an orbit 
is an cquivalmlce da .. 'lH. One checks thaI homogeneity of a spaee lv! means equivalence of 
all points of AI. 

Example The action of plane rotatiollS around the point 0 of R 2 divides the real plane 
in orbits which are lalwlled by a positive number R, the radius of a given circular orbit 
(R 0 corresponds to a trivial orbit {O}). 

The action of G on itself by conjugation is neither transitive since the element e is 
always nmp]>('d on itself (fixed point). In this peculiar action, the orbits have a special 
name; they are called C07lj'liga.CY classes. {e} is the trivial conjugacy class. Two subsets 
or two elelllents which belong to the same orbit are said to be conjngate. 

"Ill those actions, t.lwr(' is no fixed point. The group ads freely. 
iiIf C = G, tht' !-,'TOllP G is Ahelian. 
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The set of elements which map a given point x on itself is a subgroup G;c called the 
stability subgroup of x. Other names are stabilizer, isotropy subgroup and little group. 

Two points x and y which lie on a same orbit have conjugate stability subgroups. It 
means that there exists an element 9 such that g.Gx.g- 1 Gy . The proof is easy. Since 
x and y lie on the same orbit, there exists an element 9 of G such that ¢(g)x y. From 

x, one gets ¢(g)¢(Gx)¢(g-l)y = y. 
By definition, two points whirll have conjugate stability subgroups lie on a same stm­

tum. 7 The points of a given stratum are said to be of the same type. It is clear that a 
stratum is a union of orbits of the same type. In the last example of plane rotations, we 
have two strata: first, the point 0, second the plane minus the point O. Every physicist 
knows another example, the one concerning the action of the connected Lorentz group on 
the four-momentum space. The strata are six in number: 

• the zero four-momentum, 

• the set of all future time-like four-momenta, 

• the set of all past time-like four-momenta, 

• the set of future light-like four-momenta, 

• the set of all past light-like four-momenta, 

• the set of all space-like four-momenta. 

It is important to note that the action of the connected Poincare group on this space 
leads to the same strata. This is due to the fact that translations do not act (the Poincare 
group does not act effectively on the four-momentum space; it is its quotient by the 
translation subgroup which acts effectively; this quotient is isomorphic to the connected 
Lorentz group). Note also that the Poincare group acts transitively on the Minkowski 
space-time. This is a good reason to conclude that, geometrically, the four-momentum 
space cannot be confused with the Minkowski space-time. 

1. 9 Geometries 

The main idea of Erlangen's program can be stated in the following way. A geometry 
is a system (G, M, ¢), where ¢ is an isomorphism from G to some subgroup of S (111.1). 
The group G is supposed to act effectively and trans'itivelyon the set M. The set M is 
called the geometrical space. Abusively, when G does not act effectively (that is when ¢ 
has a non trivial kernel) one can say that the system (G, A1, ¢) still defines a geometry. 
However, usually this is an accepted definition only when there exists an orbit of G which 
is dense in M. To be more precise, we will refer to an elementary geometry cach time the 
group G acts effectively and transitively OIl the set !vf. 

Generally, for the sake of simplicity, the elements of iI/I are called 1)oints. 
\Ye now have two problems to examine. The first problem consists in determining 

when two systems define the same geometry, the second one in studying the possible 
relationships between distinct geometries. 

7The concept of stratum is due to the French mathematician Rene Thom. It was popularized with till? 
present meaning by the French physicist Louis Michel. 
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For the lllOlIlPnt, wC' only thf' answer to the first question. It is quite simple. Two 
geometri(:H (G, At, ¢) and ,At', 0') are identical if and only if 1) G and G' are isomor-
phic, 2) tlw groups S(lvl) and S'(M') are isomorphic, 3) <p(G) and arf' C'onjugatf' 
subgroups of S(M). 

Let us exarnill(: briefly SOllle' examplf's of geometries in physics. \Vhen we speak of t.he 
g(>()ltletry of the :t\1inkowski space, we have in mind either the Lorentz group aR the gTOUp 
Hssociat.('d with it or the Poinc:ar6 group. TheRe geoIIlf'trit's arc distinct. In t.he same way, 
t.he two-<iimelH-iiollal spinoI' RpaC(: does not define a uniqne geometry. \Ve have to know 
which group (the group SU(2) or the group S'L(2, CI:» is concerned. Conversely, given a 
group, say the Lon:lltz group, many di"tinct geometries may be constructcd, depending 
011 the Hpace on whi('h tlH: group is acting. It could be t.he MinkowHki space, but abo 
the four-1II0ment.llln space, the two-dimensional or the four-dimensional spin or space, t.he 
eC'lestial sphe]'(" the set of all electromagnetic fields, et c. In all these examples the role of 
the group and the 1'olp of the space' are clear. But what about ¢? Let us ('xamille a case 
where ¢ lllllst be neeeHsarily fixed in order to know t.he geomet.ry we arc cOIlcerned. The 
SL(2, (C) group act" in the two following ways on a spinOI' sp,lCe: 

A E SL(2,([]). ~; (1.3) 

UHually t 1mi<' geonwtries aw said to apply on two kinds of spinOl's. 

1.10 Figures 

\Vc adopt til(' standard following simple definition: A jigureis a subset of AI. However, 
\,IlPI'(' arc objc(ts which arc sometimes called figuff's and which do not. Hatisfy that def­
lllltJOll; we can as exam pieR, the case of an oriented cirele and the case of a cube 
(as a set of eight vertices, twelve sides, and Hix fact's) in Euclidean geometry. \Ve have 
abo ill mimi other objects, namely t.he mnstcHatious. \Ve will group these and 
the ordinary figures uuder t.ile llHUJ(' of generalized jigur·es. The only requirement for an 
object. to be 11 generalized figure is that we can make the group G acting 011 it, the action 
being deduced from t he action 011 At. 

Two geueralized F and F' are said to be congruent if there exists all element 
9 E G which lllaps F Oll F'. It is not difficult to check that the congruence relation is an 
cquiva.lcmce rdatioll. Let llS give some simple examples of generalized figures . 

• The simpl('st generalized figure after the point is a couple of two (not necessa.rily 
(Lz.'itl,jrID;) points (in a given The set of all couples is the Cartesian product 
kf2 AI x A1. If the group G acts tram,;itively on 1\12, we say that the action of G 
is 2-transitive OIl 11.1. Similarly, we could define th(' set of triples (resp. quadruples, 
etc.) we would denote by Af3 = M x At x M (resp. l\.f4 = M x M x 1vl x Af' 
etc.) and define correspondingly the 3-tran"itive (resp. 4-transitive, etc.) action. 
As an example, OIle ha.H the oriented (including the degenerate ones) ill 
planc Euclidean geometry . 

• Another simple set of figures is the set. M * 2 of pairs of (distinct) points. A pair is 
different. from a conple in t hat its elements are distinct and not ordered. The two 
couples y) ami (y,:c), where =1= y, correspond to the unique pair {x,y}. There 
is no difficulty to illt.roduce tlj(~ sets lH *n for n > 2, A figure of 1\1 *n is a subset. 
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of n (distinct) points. \\Te may mention, as an example, the set of nondegenerate8 

tri;'Hl~~les in plane Euclidean geometry . 

• The next set of generalized figures we want to introduce is not cla.'3..';ical, but quite 
convenient. It is the set C2 ( 1'.1) lv! x AI of pairs of not necessarily distinct points. 
This set is called the set of constellations of order two on space M or the cief of order 
two. It is a simple matter to generalize this definition and introduce the deux of 
order three, four, etc., that is C3 (Af) M x Iv! x 1\1, C4(M) = .:..:..:..-...:...:....:..:..:..-...:...:....:.:::.....:...:....:.:::..' 
etc. Obviously, the del of order one C] (1'vl) can be identified with M itself and the 
del of order zero Co( 1\1) with the empty set. The choice of these words is induced by 
the idea of constellations of the celestial sphere (constellations may involve multiple 
stars). The celestial which will be defined later, is an example of a manifold 
satisfying an interesting property mentioned in the preface: it is a two-dimensional 
manifold and the necessary and sufficient condit,ion for the cieux built on M to 
be manifolds is that M is of dimension two. That is why we will be interested in 
constellations on two-dimensional manifolds and, especially, on the sphere S2. 

According to what we have said about the Erlangen program, if we want to study the 
geometry of S2, we are obliged to decide which group is acting transitively on it. A possible 
obvious choice is the rotation group but one could prefer a larger group, for instance one 
of the Lorentz groups. There also exist intermediate choices. We will see the relationship 
between all these geometries and the spinoI' geomt'tries. 

1.11 Simply related geometries 

We introduce the three following definitions. 

Definition 1.1 (Derived geometry) Let (G, M) be a gfomftrylO, Fa generalizedjigure 
and G F the congruence class of F. The geometry ( G, G F) will be called a derived geometry 
of the geometry (G, M). 

As an example, if G is the Euclidean group, M the real 3-dimensional affine space, and F 
a circle, the geometry (G, GF) is the geometry where the space is the set of all circles of 
AI. 

Definition 1.2 (Subordinate geometry) Let (G, A1) be a geometr:lJ, H a subgroup of 
G. Let us consider' the action of H on AI. If H does not act transitively on AI, the 
space 1}1 splits into orbits of H and every syste'Tn (H, M'), where M' is an orbit, is a new 
geometry. Such a geometry will be called a subordinate geometry. 

The most interesting case is when M contains a dense orbit of H. Then we speak of a 
strict subordinate geometry . 

Example G is the three-dimensional rotation group and Al the ordinary sphere 52' The 
action is effective since any nontrivial rotation moves at least one point. It is transitive 

°1Jriallgl<~s with angles equal to 1800 and 0° aTe not discaTded. 
9 Ciel means sky in French (pronuneiation: sjd), The plural of ciel is cieux, 

lOIn order to simplify the text, we deeide to omit the letter ¢ in the system defining a geometry. 
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sincc Olle' can map allY point on allY ot.her point with the aid of a rotation. The system 
(G,52 ) defines a geometry. Consider the stability subgroup II of a point, say the North 
pole (t hc Earth language is used for convenience). II is the one-dimensional rotatioll group 
around the pole axis. The sphere 52 is a union of orbitH paralleIH). These parallels are 
circles execpt the North and the South poles which arc points. The system (II, 
decompoHcs into subordinate geometries of two types: (II, C) and (II, P). where II is the 
one-dimensional rotation group, C a circle aud P a point. 11 Obviously, (II, P) haH no 
int('H'St. The group II act.s effectively and freely on C. 

Example of a strict subordinate geometry Consider the case studied in Section 1.6. 
nalllely the p;roup 51.,(2, (0) acting on t.he complete Cauchy plane. The subgroup which 
leaves invariant the point at infinity is made of the transformations of the type: 

----' az + b. 

This defines a four-dimcllsional of 51.,(2, <C) which ha$ the CtlUchy plane as a 
hOlIlogeneous ;;pace. The Cauchy plane is dense in tlw completE' Cauchy plane. 

Definition 1.3 (Subgeometry) A .mbo'rdinate geortl.etry is ealled a subgeollietry when 
the (;orrespondmg 81LbgTOl1p H act8 tmnsitillely on lvJ. 

Example G is the proper real similitude group in two dimellsion;; 
group of llilltrices of the form 

1R), that is the 

( 

cC:JS rf; -c sin ¢ a

i
) 

CSlll <p ceos rf; 
o 0 

witb a, b, C real ami c > O. (1.4) 

The space l'vJ is til(' real plane 1R2
• The action is described by the matrix multiplication: 

( 

C c:)S 0 -c sin ¢ a) (X) ( 
C Sill 9 c cos ¢ b y 

o 0 1 1 

cos dJ y sin + a ) 
sin rf; + J cos ¢) + b (1.5) 

It is it simpi!' matter to check the effectiveness and the of the action. The 
proper Eudiciean 1iUbgrollP H = E+(2, JR) is made of those matrice" for whieh c 1. It" 
action iH abo effective and transitive. \-Ve have two distinct !vI) and (II, i\;f) 
with the hallle Hpacc 111. The geometry (II, AI) is a snbgeometry of (G, l'vI)). 

\\There does the difference between those two geometries lie? Clearly not in the action 
on J'1 itself. Let 11S examine the action OIl figures ill the general case. It is clear that 
if two figures are congruent ullder II, they are congruent under G. Generally, a class of 

split into 8ubclass(>s in the geometry (II, AI). In our example, let us 
COl1'sidcr the set; of circles. The similitude group acts trallsitively OIl this set. That is 
why w(' call say that ill this geometry there is only one category of cir"Cles. In EuclidC'an 
geometry, this set splits into each subset contains circles of a given radius. 

two puleR arC' fixed point,~ in the action of H on M. 
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1.12 A strict subordinate geometry 

Let us an alternative definition of a strict subordinate geometry. Consider a figure F 
in the geometry (G, M). Let H be the stability subgroup of F. It could happen that H 
acts transitively on the set IiiI' M F, where lv!' is dense in .M. In that C&'le, one says 
that F is the absolute which permits to go from the geometry (G, M) to the geometry 
(H, AI'). This last geometry is said to be a str'ict subordinate of the geometry (G, AI). 

Before giving a historical example of such a situation, let us give the definition of a 
geometrical invariant. It is a property of a figure, which is invariant under the group 
action. This implies that all congruent have this property in common. Care! it 
does not follow that an invariant characterizes the congruence class. 

\Ve intend to illustrate all the notions we have introduced with the cl&'lsical example of 
the two-dimensional real projective geometry (the reader will without difficulty 
the following discussion to the n-dimensional case). The space of this geometry is the 
projective real plane P2(JR) and the group is PGL(3,1R). The elements of P2(R) are 
equivalence classes of elements of R3 {(O, 0, O)} defined by the relation 

(1.6) 

where a is any non zero real number. A convenient known notation for the equivalence 

dos, of (n ~xyz 
For almost all one has z f 0 and the equivalence relation 

defines a map of this set of elements on the plane ]R2. This proves that P2 (R) is "a little 
bit more than" R2. 

The elements of the group PGL(3, R) are the non singular 3 x 3 real matrices with 
the equivalence relation 

(1.7) 

where a is any non zero real number. The action of the group is the one defined by matrix 
multiplication (left action). The space P2(JR) is a two-dimensional manifold and the group 
PGL(3, R) is an eight-dimensional continuous group. 

Let us consider some sets of figures. \Ve start with the set of A straight-
line is the set of defined by an equation of the type mx + ny + pz 0, with m, 11, p 
not all zero. One checks that this definition is compatible with the equivalence relation 
(1.2). There is an fact. Since a straightline is defined by a triple n,p), i.e. 
a row matrix, and since (m 11 p) and (am an ap) define the same straightline, we see that 
the set of straightlines also defines a projective real plane, called the dual. The group 
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PCL(3, ]11) a.cts on the dual OIl the right. Thifl duality b a basic property of projective 
gcomctry. 

Tll(' flpace P2(1R) iH a homogeneous spa.cc of PGL(3, 111) and its dual is also a homo­
grncolls spa("('. We know that. the stabilizen; of two elements of a homogcncolls space are 
conjugate subgroups. Let us look for the stabilizer of the straightline (0 0 1). vVe haVE' to 
solve the mat.rix equation 

( 0) (911 912 913) ( () ) o 921 922 923 = 0 
1 9:n 932 93:; a 

with a cf O. Om' obtains 9;11 = 9;12 = 0 and 9:;;j f O. The stabilizer is the set of matrices 

( 

911 912 
921 922 

() 0 

Due to Eq. (1.3), this set of matrices is isomorphic to the group of nOll HiIllgular matrices 

( 

911 912 91:1) 
92] 922 923 ,with 911922 

() 0 1 
(1.8) 

Duality perlllits m; to give all alternative description of this fact. The equation of the 

'''m'ghtli'''' (0 0 1) " , ~ o. The, ,tm'ghWlle i, tl", ,nh,,·t of 1'0' nt' of type ( i ). Wo 

check that the subgroup of matrices (1.8) acts transitively on this subset. 
Let us call the straightline z 0 the absol1Lte and consider the space obtained in taking 

away I.h .. almolut.o fmm P,(Il). Th', new 'PM" cont.ai~ all of the I.ypo ( ~ ) 

with z f O. We saw that the equivalence rdation (1.2) permits us to write any 
clemcnt of this space in a Ullique way in the form. \Ve arrive at a new geometry where th(' 
group is the one defined by Eq. (1.8) (the one which preserves the absolute). The actioIl 
is defined by the matrix mult.iplication 

(1.9) 

OIle re('oglIilo:es the two-dimensional real affine geometry, tire group of which i:; the affine 
group ill two dimensions. 

Let. us give a rcsullJ(~ of O\ll' results. vVe have stated definitions of two geome-
tries. They are 

• The two-dimensional real projective geometry. 
Group: PC L(3, 1R) Space: the projective real plane P2(R) 

• The two-dimensional affine real geometry. 
Group: Af f(2, 1R.) the real plane R2. 
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The group Af f(2, R) is a six-dimensional subgroup of PGL(3, R) and the real 
plane R2 is obtained from the projective real plane P 2 (R.) in throwing away a given 
straightline. Af f(2, R) is the stabilizer of this straightline. We note that if we 
had chosen another straightline than the absolute, we would arrive at a conjugate 
subgroup of Af f(2, R). 

\Ve can an interpretation of these results in ordinary geometry where the absolute 
is called the straightline at infinity of the real plane. This interpretation is related with the 
theory of perspective. In fact, projective geometry came from the theory of perspective. 12 

Let us consider the image of a landscape given by a dark room. To simplify the 
description, we suppose that this dark room is a quite opaque cubic house. The 
vertical wall lV in front of the landscape has a small hole at its midpoint O. An observer 
standing in the dark room would see the reversed image of the landscape on the opposite 
wall W'. To simplify the geometrical description, we will suppose these two walls infinitely 
large. For the observer, the state of a point A' of Hi' is the image of some point A lying 
on the line Ll which goes through the points AI and O. Since he is ignoring what is going 
outside, it is better, for him, to say that AI is the image of the whole line Ll. 13 The 
problem is to know if the mapping of lP on the set of straight lines containing 0 is a 
one-to-one mapping (a bijection). The answer is no. straightline which contains 0 
cuts the plane W' in a single point except the straightlines which belong to W. Because 
mathematicians do not like exceptions, they prefer to invent the points at infinity in order 
to have a general statement and say that "every straightline which contains 0 cuts the 

WI in a single point (the image); in particular, if the straightline belongs to W, the 
image is a point at infinity". 

We note that the straightlines which belong to a given plane have their images on a 
straight line of W'. It follows that the set of points at infinity form a stmightline at infinity. 
\Vith these extra points at infinity added, the plane ~V' is said to be complete. It is the 
projective plane P2(R).The bijection which exists between the complete plane and the 
set S of straightlines through 0 permits to identify these two sets. Clearly, the group 
GL(3, lR) acts on S. Then it acts on WI. The systems (GL(3,R),S) and (GL(3,R,), W') 
are equivalent and seem to define a given geometry. However, the group G L(3, lR) does not 
act effectively. This means that it has superfiuous elements, namely elements which act 
as the identity operator. vVe already say that these superfiuous elements of a group G (in a 

action) form a normal subgroup H and that it is the quotient group G / H which acts 
effectively. Here the superfiuous elements are the diagonal matrices of GL(3, R). They 
form a subgroup isomorphic to R* (the multiplicative group of nonzero real numbers). 
The group which acts effectively is the quotient group GL(3, R)/lR*. This quotient group 
can be used 3.'l a definition of the so-called projective group PGL(3,lR). 

The group PGL(3, R) has an element which maps a straightline of S on any 
other straightline, even a straightline of W. It is equivalent to say that this group may 
map any point of W' on any other point, even at infinity. We know that the affine group 
Af f(2, R) cannot do it. It maps the straightline at infinity onto itself. This straight line 
is the corresponding absolute figure. 

exact link between projective geometry and the theory of perspective is presented iu details in 
H. Bacry, La symetrie dans taus ses €tats, chapter 4, Paris, Vuibert, 2000. 

13\Ve are concerned with mathematics. Obviously, the observer knows that A cannot lie anywhere on 
Ll; it lies on a half-line having () as an origin. 
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Groups PGL(3, JR.) Aff(2, JR.) S+(2, JR) E+(2, JR.) 
Spac(~s P2 (JR) Aff(2, JR) S(2, JR.) E(2,JR) 
Namc of tij(' geometry projective affine proper proper 

(two-dilllensional real) group group similitude Euclidean 
group group 

Invariants: 
Distance no no no yes 
Angle no no yes yes 
Ratio of two segrnentD no no yes yes 
Collillearity of three points yes yes yes yes 
Ratio of two collinear 
scgmcnts no yes yes yes 
Cross ratio of four 
collinear poillts yes yes yes yes 
Excclltricity of a conic no no yes yes 
Parallelism of straightlines 110 yes yes yes 
Non degenerate cOllics one class three classes: infinite infinite 

ellipses number number 
hyperbolas, of dasses of dasses 
parabolas 

Table 1.1: Some related geometries 

Tlwre arc other interesting figures in the real plane, namely the conics. A conic in W' 
is the ilIlag(~ of a quadratic cone in S. The group PGL(3, IR) may Illap any quadratic cone 
onto any other one. It follows that it may lIlap any conic in W' onto any other one. The 
group AJ f(2, JR) cannot do it. It maps ellipses on ellipses, hyperbolas on hyperbolas and 
parabolas on parabolas. Why'? Because an ellipse docs not cut the straightline at infinity, 
a hyperbola cuts it ill two points and a parabola is tangent to it. One deduces that there 
is only one kind of conic in the real projective plane geometry, but there are three kinds 
of conics in the real affine plane geometry. We verify here a general fact: when the group 
becolIws slllaller, a congruence dass lIlay split into subclasses. 

To conclude this section, we put in a table a set of informations about four of the 
groups we have considm-ed, namely the groups of the chain PGL(3, R) > Aff(2, R) > 
S+(2, IR) > E+(2, JR). The first group acts 011 the projective real plane P2(R), the three 
other oncs on the real plane ill 2. Vie will note that the "no" is more frequent on the left 
handside. More gelwrally, tlw number of invariants increases when the group is smaller 
and smaller. 

1.13 Classification of all elementary geometries asso­
ciated with a group 

In order to classify the elementary geometries associated with a given group G, we have 
to examine morc carefully the notion of homogeneous spac:e. We recall the reader that a 
hOlllogelleous spac:e is a set on which the group acts transitively. 
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Two elements 9 and g' are said to be H-equivalent if g-1.g, belongs to a given subgroup 
H. This relation is reflexive since g-1.g = e belongs to H; moreover it is also symmetric 
since g-1.g' E H implies (g-1.g')-1 = g'-1.g E B; and transitive since the conditions 

.g' E Hand g,-1.g" E H imply g-1 .g'.g'-1 .g" g-1.g" E H. The classes of the 
partition defined by this equivalence relation are called left eosets because, as we shall see, 
they are related with the left action of G on itself. (Another equivalence relation will lead 
to the definition of right eoset.~. It is the one we obtain in replacing the product g-1.g' by 
g.g,-1 in the definition). 

Let us show that the left eosets are the subsets g.B. First, if k and k' are elements of 
g.H, one has k = g.h and k' g.h' where hand h' belong to H. Therefore k-1.k' = h-1.h' 
belongs to Hand k and k' are equivalent. Conversely, suppose k -1. k' E H, k belonging 
to some subset g.B (say k g.h). This implies that we have h-l.g-1.k' E H or k' E g.B. 
We have proved in this way that the subsets g.H are the equivalence classes. 

\Ve now examine the set G / H of all left cosets. The group G is acting on this set 
by left translations in a transitive way. The stabilizer of the coset H is H itself. The 
stabilizer of the coset g.H is the conjugate subgroup g.H.g-1. One sees, in this way, that 
each class of conjugate subgroups defines a geometry associated with G. Conversely, if 
(G, M) is a geometry and H the stabilizer of the point x, the stabilizer of the point g.x 
is g.H.g-1

• We arrive at the conclusion that a geomet.ry is uniquely described by a group 
G and a class of conjugate subgroups of G. In order to illustrate these notions, we will 
consider the case of two finite groups, namely the groups 0+ and 83 • 

1.14 The group 0+ 

Let us examine the group 0+ of the 24 rotations which leave invariant a cube, considered 
either as the set of its eight vertices or as the set of its six faces. It is clear that this group 
acts transitively on the cube. Each of the 24 rotations belongs to one of the following five 
conjugacy classes. 

c 

Figure 1.1: The 24 rotations of the cubic group 0+ 

• Class 1. The neutral element (null rotation) 
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• Class 2. Six rotations of 90° (around an arrow like' Ion Figure 1.14) 

• Class 3. Three rotations of 1800 (arrow 1) 

• Class 4. Eight rotations of 1200 (arrow 2) 

• Class 5. Six rotatiolls of 1800 (arrow 3) 

The stabili",er of the' vertex A is the cyclic group C3 generated by a rotation of 1200 

around the axis 2. It follows that the set of vertices is the homogeneous space 0+/C3 . 

The stabiliiler of a face i,; the' cyclic group C4 generated by a rotation of 900 around the 
Hxi" 1. It follows that the "d, of faces ilO the homogeneous space 0+/C4 . We define in this 
way two gpolIldries. The first one has a "pace really made of points. If, for the second 
OllC, we hesitate to call points the six faces of the cube, we could replace the cube by its 
"dual" polyhedrnm, llamely the octahedrOll, the vertices of which are the midpoints of 
the faces. We will not do it. 

Let lUi filld the congruence classes of pairs of points (segments) in both geometries. 

• G(~oIIl('try (0+,0+/0:1): the space ha" 8 points and there are 8;7 = 28 segments. 
If the edges of the cube have length one, the set of 28 segments is made of three 
congruence classes: i) 12 segments of length one (the edges), ii) 12 segments of length 
)2, alld iii) 4 segmellts of length V3. We check that the length is an invariant, a 
property which characterizes the rotation group. 

• Geometry (0+, 0+/C4 ): the space has 0 dement,; (the faces) and there are 6;5 = 15 
pairs of faces. This set decomposes in iv) a congruence class of 12 pairs of adjacent 
fac(~s (or, equivalently, 12 (~dges) and v) a congruence dass of 3 pairs of parallel faces. 

Each congruence class among the five ones we have derived can be used to define a 
gcometry. All of them are m~w but two of them are identical (i and iv). The reader is 
invited to examine these geometries and t.o build other ones by himself. He could also 
study the geometry of the regular tetrahedron defined by the four vertices A, B, C, D of 
Figure 1.14. 

1.15 The group 8 3 

Let us now examine our second example, namely 53, the permutation group14 of three 
objects. This group has the following geometrical interpretation. Consider a regular 
triangle with vertices denoted 1, 2, 3. This triangle is invariant uuder the symmetries 
with respect to each height of the triangle and the three rotations (angles 0, 120°, and 
240°) around the center of mass of the three vertices. The group 53 is of order six (3! = 0). 
Its dements arc e (the neutral clement), the transpositions (12), (23), (31) (where (12) 
permute the vertices 1 and 2 and leaves the vertex 3 fixed), and the two cyclic permutations 
(123) (it rnapH v()rtex 1 onto vertex 2, vertex 2 onto vertex 3 and vertex 3 onto vertex 1) 
and its inverse (132). The group 53 has six subgroups of order 6, 3, 2 and 1 (the order 

14\V'p liSP th" dpcompositiol1 of a permutation in independent cycles. As an example (245)(16) means 
that the object 2 is mapped 011 the object 4, which is mapped OIl the object 5, and the object 5 is mapped 
OIl the obje(,t, 2, tlw objects 1 and 6 are exchanged. The cycles of order one are omitted (the object 3 is 
mapped 011 itsPlf). 
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of a subgroup is always a divisor of the order of the group). The set of all subgroups of 
a group has a lattice structure in relation with the inc:lusion relation. In our case, this 
st.ructure is described in Figure 1.15. It is easy to check that the t.hree subgroups of order 

Figure 1.2: The lattice of subgroups of the group S3. The three subgroups 
of order two are conjugate. (If we put these three conjugate subgroups in a 
unique case, we check that the lattice is still a lattice. However, this is not a 
general property.) 

three are conjugate. It follows that there are four geometries associated with the group 
,'h The geometry associated with the coset space ,'hi S3 has only one point. It is a very 
poor geometry! the only figure is this point itself. The geometry associated with the coset 
space S3/A3 , where A3 is the alternate subgroup {e, (123), (132)}, is also poor since 
there are only two points. This means however that exist: apart the two points, 
say x and y, which are trivial figures, we have the two couples (x,y) and (y,x) and the 
pair {x, y} (the whole space). The geometry associated with S3/{ e, (12)} is the "natural" 
geometry attached with the group S3' Its space has three points and the group Sa acts in 
permuting these three points. Let us denote these points by the letters x, y, z. The main 
figures are the three points, the three pairs, the six couples, the unique subset of order 
three (the whole space). But we have more complex figures as pairs of couples, the 
composed of a point and a pair, and so on. 

The richest geometry is the one associated with the coset space S3/{e}. It. is the 
geometry described by the system (S3, Sa) with S3 acting on itself by left translations. 
The simplest figures are, apart the six points, the thirty couples, the fifteen pairs (sub­
sets of order two), etc. It is a simple exercise to prove that the fifteen pairs form four 
distinct congruence classes, three with three elements each and one with six elements. A 
congruence class with three elements is such that the union of the three elements is the 
whole space. The twenty subsets of order three (triangles) form three congruence classes 
with six elements and one of two elements. The two last triangles are complementary in 
that their union is the whole space. Each other congruence class is made of three pairs of 
complementary triangles. All these results can be obtained in Xl = e, X2 (12), 
X3 = (23), :1:4 (31), X5 = (123) and X6 = (132). The action of the group is described 
by Table 1.15. One readily verifies on this table that the two triangles {Xl, X5, X6} and 
{X2, X3, X4} form a single congruence class. 

We must underline that, although the construction of the six points space was made 
with the aid of the elements of the group which has a privileged element (the unit eiement), 
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Table 1.2: Action of S:l on itself 

the space is hOTnogeneo'ILs. ThiH SOOlllH to be a paradoxal situatiOll. HOlllOgelldty ll}('allS 
that WI) callnot distillguish bet,ween the six poillts as we call1lot distinguish bctw('cll th(' 
elements of allY congruence clast;. Since we are in the case wl1('1"(' the group is a.ctillg Oil 
itself, it is iutercstillg to defille the geometry in the opposik way. that i" ill givillg. an 
axiomatic definitioll of the space firs\' and deduce the group actiOll. A "pac(' defillcd with 
the aid of these lIew axioms will be called a geneml'ized afJine 8]1(/('( (g.n.8.) l!j, a not iOll WI' 

arc going to introduce ill the next s('etlon. vVe will show ill Chap!.('!" 3 \,:bv tlllH Hot ion is 
mor(' physical than the one of a group. 

1.16 Generalized affine space 

A gerucrnl'lzl'(j affine s]lace i" a set endowed with an iUller ternary law 

(a, b, c) abc 

satisfying tlJ(' two following cOllditiollS: 

(Lab baa = b, (axiolll 1) 

ab(cde) (abc)de = a(dcb)e. (axiolll 2) 

The group which ads 011 this space is defined with the aid of coupleli (left tnmslati01lH Hi) 

written rlH~. The point b is the origin and the point a til<' cnd of the couple. Two 
<- <-

translations ab and cd arc equivalent if 'Ix, abx cdx. A translatioll is eqllival('llt 

unique trallslatioll with a given origin o. Indeed abJ; = ab( oox) (abo )O.f implies that 
f---------~ 

is equivalent to (abo )0. The translations, up to an equivalellc:e, is th(' group we an' looking 
.;; ..... --

foT. The neutral element is 00. The inverse of tw iH 60 .. which is equivalellt to (oao )0. 
The product of tram;latiolls baM eqnals which is a very silllpk refllllt. Ol1(' vcritics 
easily the associativity of this product. 

The genemlized affine space COIlles from the following propcrty. III thc case 
of an ordinary affine spaee, the product abc is the point d such that. abed is a parallelogralll. 
The ordinary affine ;,;paec is commutative, Left and right translatiolls an' equivalcut: 
~T~ ba,x. 

an idea arost' in 1978 during a discussion with the French physicist AkxlImkr GrosslIIHlIlI. This 
work is unpublished. 

16Th" right translations can be defined with the aid of couples of tht' tYjlP H]lpli"<l 011 t 110 right handsid,'. 
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1.17 Geometry and automorphisms 

Geometries are usually defined in introducing first the space M and providing it with 
some structure. In doing so, we introduce in an implicit way the group AutO"!) of all 
automorphisms, that is the group of transformations which preserve that structure. A 
geometry (G, M) will be then defined with the aid of a mapping f: G -+ A1d{M). Let 
us examples: 

. Structure of the space M 
Topological space 
Differentiable manifold 
Metric space 
Vector space 

, Complex Hilbert space 

I 

Real Hilbert space 
Symplectic manifold 

N arne of an automorphism 
homeomorphism 
diffeomorphism 
isometry 
automorphism (bijective endomorphism) 
unitary operator 
real orthogonal operator 

, 

Table 1.3: Names of automorphisms for each type of space 
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Exercises 

1. Prov(~ that, if g, g', It a[(~ elements of a group G, the equality g.h = g'.h implies g g'. 

2. Prove that a group has only OIle neutral element. 

3. Prove that (g-lt l = 9 awl that (g.h)-1 It-l.g- I . 

4. Prove tl](' following theorem: a subset H of a group G is a subgroup of G if and only 
if, for any two elf>lllent" h and h' of H, h.h'-I belongs to H. 

5. If ¢ is a homolIlorphi"m of a group G ill a group G', the clement is he neutral 
dement of G' . 

6. Let ¢ he a hOlIlomorphhHn of a group G in a group G' . Verify that Ker(¢) is all 
invariant subgroup. 

7. Check that tlIp quotient group G / {e} is isomorphic to G itself. 

8. Prove' that ev(~ry group is solvable. Relate this property with the factorization 
of tlH~ polyuomial :];" - 1. 

9. Prow that. tI](: gTCHlj) BTl iR "olvable if n 1, 2 or 3. 

10. What i" the Galois group of the pquation x:l - 4x2 + 5x - 2 0'1 

11. Show that any group G acts freely on itself by left or right translations. 

12. Find a fixed point in the conjugation action of G on itself. Show that the set of fixed 
pointH in this action is the center of G. Show that the center of all Abelian group is the 
group itself. 

13. Prove that. for 1;\':;0 arhitrary dements :1', y of a group G, xy is conjugat.e of yx. 

14. Find t.he orhits of the group 8L(2, (8) when it acts on the space (82 (Hillt: find how 
it actfi OIl tl](, lIull spinor and on the spinor). 

15. Find tht, orhits of the group 8+(2, .IR.) on the plane .IR2 

16. Check that the tetrahedron ABeD in Fig. 1.14 is regular. Call the subgroup 
of 0+ composed of those rotations which leaves this tet.rahedron invariant. How many 
subgroups are conjugate to ? Which are they? 

17 . .Join Hw cmlters of faces in Fig. 1.14. COUllt the number of faces, edges 
aJHi vertices of the p()lylH~droll obtained in this way (octahedron). How these llumbers are 
they related to the ones of the cube'? Do the same for the regular t.etrahedron. 

18. Construct the lattice of subgroups of the group 

19. Study the lattict, of suhgroups for the symmetry group H of a regular he:)(a~;m:lal. 
Show that the iatti(:e of subgroups of S3 is a snblattiee of it. 

20. Find the five g.a.s. with one, two, three am! four elements. 

21. One wants to draw a circle in perRpective. Show that it could be represented by an 
ellip,,(\ a hyperhola or a parabola, depending on the position of the circle. 

22. Examine the one-dimensional camera and define the space PI (lR), the real one­
dimensional projective Rpa{:e and the group PGL(2, .IR.). Show that it is homeomorphic to 
the circle 8 1 . 

23. Show that the set of straighthlinefl of the real two-dimensional affine flpace is home­
omorphic to an opm M<ibinH strip. Hint: consider the space parametrized the co­
ordinates a, b, c of the straightline ax by + c 0, where (a, b) cI (0.0) and (a, b, c) is 
eqnivalent to (Aa, Ab. AC) for A cI 0 . 
Show that adding the straightline at infinity cornpactifies the :t-.lObius in identifying 
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all points of its border. 
24. Find the main differences between projective geometry and perspective theory (Hint: 
think of a machine permitting the resolution of perspective). 



Chapter 2 

On some Lie groups 

Here, we intend to give 
ci;,;ely the groUJlS O(n, Q:). 

namely the Euclidean group 
Th(n, Dl). 

informations concerning some Lie groups, more pre­
~:;), and some subgroups of the similitude group Sen, Ill), 
JR), the orthogonal group O(n. JR), and the Thales group 

2.1 The orthogonal complex group O(n, C) 

Let 1/) be a vector of Q:Il, with ('om{lOllf'nt;,; . We def1ne on Q:n a scalar product as follows: 

(V), ¢) L VJa¢fl. (2.1) 
a=1 

A transformation 0 is said to be orthogonal if it preserves the scalar product, i.e. if, for 
arbitrary VJ and (j), Olle h<k'i 

(0~0, O¢) = (2.2) 

that is 
(2.3) 

where the Hymbol T denotes the operator and I d is the identity operator. 
Instead of til(' canonical basis of (]jIl. whieh satisfies (eo, eb) = Sab, we mayan 

arbitrary one fa. One sets 

where gah gbn' Then, instead of (2.3), we get 

COllversedy, giwm an arbitrary symmetric tensor g, 
to O(n, Q:), provided the equation 

Det(g >"1 d) = 0 

ha<; only non-llero rootH (g non-degenerate). 
If we impoRt~ the conditioll 

Det(O) = 1, 

29 

(2.4) 

(2.5) 

(2.5) defines a group isomorphic 

(2.7) 
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we arrive at a subgroup of O(n, <C), namely the group SO(n, <C), known as the special 
complex orthogonal group. 

We note the following interesting case where the tensor 9 is of an antidiagonal kind, 
with alternate values ±l. It is clear that, for 9 to be symmetric, this corresponds to an 
odd value of n. 

2.2 Real forms of the group O(n, <C) 

Suppose that we impose the tensor 9 and the operators 0 to be real. We arrive at a 
subgroup of O(n, <C). These subgroups are not all isomorphic. The class the corresponding 
group belongs to depends on the roots of Eq. (2.6). Suppose that this equation has p 

positive and q negative roots; if pq =F 0, the group we arrive at is denoted by O(p, q). We 
note that O(p, q) is isomorphic to O(q,p). Whenever p or q is zero, the group is denoted 
by O(n, TIl) and is called the real orthogonal group. Whenever p or q equals one, and 
n :::: 2, the group is called the generalized Lorentz group (the Lorentz group corresponds 
to 11 4). For pq =F 0, and 11 5, the two corresponding non isomorphic groups are 
known as the de Sitter groups. 

Obviously, one may again impose the restriction Det( 0) = 1. Then we define the 
groups SO(p, q) and SO(11, TIl). This l&'>t group is known as the real rotation group in n 
dimensions. 

The topology of these groups is the following one. The group O(n, TIl) is two-sheeted. 
The connected component (i. e. the set of elements connected with the identity transforma­
tion) is the group SO(n, JR). The other sheet may be obtained by multiplying all elcments 
of SO(11, JR) by a diagonal matrix with 11 - 1 - 2k times the value 1 and 2k + 1 times the 
value -1 (k has an arbitrary value). This matrix is referred as a parity transformation. 
\Vhen 11 is odd, this matrix is usually chosen as the operator Id. 

As it will be shown for the Lorentz group, the group O(n 1,1) is four-sheeted, and 
its subgroup SO( n - 1, 1) is two-sheeted. For more information, the reader is referred to 
the chapter devoted to the Lorentz group. 

2.3 The symplectic groups 

Let 0' be a non-degenerate antisymetric tensor of dimension 11 and of order two. The set 
of complex matrices S satisfying the condition 

~~=O' ~.~ 

form a group called the complex symplectic group Sp(n, <C). The anti symmetric nature 
of a implies that n is even. More precisely, the groups associated with different O"s are all 
isomorphic. Two interesting facts must be underlined: 

• all the matrices of this group have determinant equal to one, 

• supposing that the matrices S are real defines a unique subgroup called the real 
symplectic group and denoted Sp( n, JR). 

We may impose a to be antidiagonal with alternate values ±l. \Ve have shown that, 
for 11 odd, the group is the orthogonal group O(n, <C). \Ve see that, for n even, it is the 
symplectic group Sp(n, <C). 
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2.4 The homothesis, translation, and Thales groups 

Let. A a non-~cro complex number. The matrices A ld acting on <c n form a group called 
the ('omplex hOlllot.hesis group H(n, <c). It. is isomorphic t.o the multiplicative group of 
non-~cro complex numbers, a group of real dimension two. If we impose A to be real, we 
define the OIw-dinwnsional real hOIllothesis group H(n,JR), a subgroup of H(n,<c). 

TIl<' t.ranslat.ioll group T(n, <C) associated with <C" can be defined in t.he following way. 
Considm' all delllents of <c"+ 1 of the form 

(2.9) 

that is clements with the (n + 1 )th coordinate equal to one. The group T( n, <C) is t.he set 
of matrices of t.lw form 

T = (Id cjJ) 
q, 0 1 (2.10) 

It acts on 1/J a.s follows: 

(2.11) 

Clearly, this group is t.he translation group of <c n
. 

We note t.hat. t.he homot.hesis group H(n, <C) can be defined alternat.ively in the follow-
ing way 

H = (AId 0) 
,\ 0 1 (2.12) 

The group generated by the translation and the homothesis groups will be called the 
Thaks group and will be delloted Th(n, <C). (The notation Th may recall that T is for 
tram;lat.ions and h for llOIIlotlwsis). It is a group of n + 1 complex dimension. When the 
translations awl the hOIIlothesis are real, we arrive at. the real Thales subgroup Th(n, JR), 
a group of real dimension n + l. 

2.5 The Euclidean and the similitude groups 

What we have written for the homothesis group as a set. of (n + 1) x (n + 1) matrices can 
be done for the orthogonal groups O(n, <c), SO(n, <c), O(n, JR) and SO(n, 1R.). Then, the 
following groups can be defined: 

• The complex Euclidean group E(n, <c), generated by O(n, <c) and T(n, <c) 

• The special complex Euclidean group SE(n, <c), generated by SO(n, <C) and T(n, <c). 

• The real Eudidean group E(n, lR), generated by O(n, JR) and T(n, JR). 

• The proper Euclidean group SE(n, JR.), generated by SO(n, JR) and T(n, JR). 
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• The complex similitude group 8(n, <C), generated by E(n, aJ) and H(n, (0), equiva­
lently generated by Th(n, (0) and O(n, <C), equivalently generated by Th(n, (0) and 
80(n, (0) . 

• The real similitude group 8(71, R), generated by E(n, R) and H(n, R), equivalently 
generated by Th(n, R) and O(n, R). If n is odd, this group is equivalently generated 
by Th(71, R) and 80(n, R). 
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Exercises 

1. Find the r('a1 forms of the grollp defined by an antidiagonal t.ewmr 9 with alternate 
valueR ±l. 
2. Prove the h1'it proposit.ion of iieetioIl 2.5. 





Chapter 3 

The rotation group 50(3, JR) 

We do not intend to present to the reader a mathematical definition of this group. It is 
more inte[('Hting to define it from concrete physic;.;, that is from pure kinematical arguments 
concerning the movement of a rigid body. As we will see, the set of possible movements 
of such a body is intilIlately related to the connected Euclideall group in three dimensions 
SE(3, lR), lwreafter denoted E+(3, JR). If we fix a point of our rigid body, we are left 
wit.h a rotation s'l1bgrn'llp of E+(3, JR), If, instead of that point, we fix another point, 
we arrive at a conjugate subgroup. The conjugacy class of these subgroups can be Reen 
as descrihing the possible orientations of the hody. This conjugacy class is nothing else 
than the quotieut group E+ (3, R) jT(3, lR), where T(3, JR.) is the translation subgroup. In 
order to analY;l,e these links, we lle('d to have at our disposal convenient parametrizations 
of theRe groups, Before giving a description of the usual paral1letrizationR of the rotation 
group, we want to give a qualitative description of the two following unusual sets: the set 
of possible positioIlii of a rigid body, and the set of possible ways, for a rigid body, to go 
from one position to another. We will present the groups which are related with these 
setH. 

3.1 The Euclidean group and its covering 

L0t us start with tIl(' simplest case where the position of a very small rigid body is only 
described by tl10 point where it IieR, ignoring its dimensions and its orientatioo There 
is an infinite number of pat.hs from all initial position A to a final aIle B. Sueh a path 
is conveniently described by a fUllction Al(t) where t rlms from 0 to 1 and M(O) A, 
1\1(1) = B.Two paths M(t) and N(t) can be considered as equivalent if M(O) = N(O) A 
and M(l) N(l) = B. The eorr08ponding equivaJenee das8 is dCRcribed by the couple 

--; 

(A, B), often written AB. Note that the two paths M(t) and N(t) have the property that 
they can be deformed olle into the other in a continuous way. One can define the following 

----> 
equivalence relation between the couples: and A' B' are said to be equivalent if ABB'A' 
is a parallelogram. Thc new equivalence classes are called tmn.slation8. They are elements 
of a three-dimensional vector space and the group of translations is an Abelian group 
T(3). 

Note that we started with the notion of t.he set of positions of a small body, the affine 
space, a set in which there is no privileged point, and we arrivc'{i at a set of vectors which 
has a group st.ructure with a neutral element, the null vector. In modern mathematics, 

35 
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one prefers to define first the vector space, then the affine space. One sees that physics 
privileges the opposite way. In fad, there is a way to reconcile mathematics and physics. 
For this purpose, we proceed as follows. 

vVe start with the affine space. Let A, B, C be three arbitrary (not necessarily distinct) 
points. By definition, the product ABC is the point D such that ABC D is a parallelogram. 
We readily verify by a simple geometrical construction the axioms of what we call a 
generalized affine space (g. a.s.): 

AAB = BAA B (condensation axiom) 

AB(CDE) = A(DCB)E = (ABC)DE (skew-associativity axiom). 

(3.1) 

(3.2) 

This g.a.s. is said to be commutative; by that, we mean: ABC = CBA. The left and 
--4 +-- -t +--

right actions of the translation group are identical: ABC = CBA implies = BC CB. 
We have thus related the homogeneous space of all positions of a small body to the 

translation group in three dimensions T(3). Formally, we have derived a group from a 
g. a.s. We intend to do a similar construction for the set of positions of an extended rigid 
body and derive the connected Euclidean group E+(3). ]t is important to underline the 
two main differencPB bet wren the two cases. First, we are loosing the commutativity 
property. The non commutativity is shown on Fig. 3.1, where the initial position is 
represented by a frame Oxyz. Two rotations of 90°, namely Rz and R,n are performed, in 
the first CB...'le in the order Rx and ill the second case in the opposite order. We check 
that the resulting rotations are different. 

t '::,. /-v<. 
x, Z .. .:t,z' 

,,­
I 

o I 

,y" 

+ x·.x" 

y,y',z" 

Figure 3.1: The frame Oxyz becomes Ox'ylzl under the first rotation (Rz on 
the left. on the right), then axil y" Zll under the second Olle (Rx on the left, 
Rz on the right). 

The other difference is a topological one (homotopy). Let us consider the set of continuous 
trajectories from an initial position to a final position of the rigid body. We can choose 
two distinct equivalence relations which ,villlead us to two distinct groups instead of one 
in the previous case. 

• Two continuous paths are equivalent if they have the initial position A and the 
same final position B. An equivalence class is ,vritten and is called a Euclidean 
mot'ion. ]n that CB...'>e, we obtain the connected Euclidean group E+(3). The quotient 
group E+(3)jT(3) is isomorphic to the rotation group SO(3, IR), the group of real 
orthogonal 3 x 3 matrices of determinant one. 



3.2. FIRST PARAMETRIZATION OF THE ROTATION GROUP 37 

• Two contiullow; paths arc equivalent if they have the Rame initial and final positions 
and they be continllously transformed one into each other. This condition splits 
the class ill two fiubda .. 'ises; the group we obtain ifi the double covering of E-,-(3). 
Tlw qnotimlt ~ro\lp is isomorphic to the group 5[1(2), itself the double 
('overing of 50(3, JR). 

To proV(~ thifi property rigorously we Heed parametrizations of the Euclidean group and 
the rotatiol1 group. However, there is an experimental way of cheeking that. Perform a 
continuous or'ientutiou change of angle 2IT of a rigid body; it means that you perform a 
rotation in ignoriug a possible translation motion; at the cnd, the body is brought to its 
initial position. To be lllore conerete, put, for instance, a book on your right hancL your 
arm standing horizontally, the thumb ill the back direction. Perform a 2IT rotatioll around 
a vertical iglloring a pos"ible translation motioll of the hand, It is clear that your 
arm is not hack to its initial position. This means that this final positioll is not in the 
neighbourhood of the initial position. Now, if you iterate the same rotation you are back 
to the initial situation, A l'Otatioll of 4IT is equivalent to the Hull rotation! \-\Te are 
to obtain that result with the aid of a more mathematical argument. For that, we need a 
parametrization of the rotation group. 

3.2 First parametrization of the rotation group 

For a physicist, a rotation is defined by an oriented axis or a llllit vector u and an angle 
1; sat.isfying. say, O<::<P<::IT, If we denote sHch a rotation by Ru(¢), we sec that we 
have to identify Ru(IT) with R-u(IT). The rotation Ru(<!» acts on a vector r as follows 

Ru{¢)r r+sill¢uxr+(1 cos¢)ux(uxr). (3.3) 

It is easy t.o check this formula in choosing s1lccessively r collinear theu orthogonal to u. 
If we decide that u defines the z direction and if we set r (;r;, y, we sec that the 
rot.ation Ru (9) is described by the matrix 

( 

C~)s 1; - sin 6 O~) 
sm6 cos 9 

o 0 
(3.4) 

This proves, in particular, that the trace of is a fUIlction of 9. It is 1 + 2 cos ¢, 
Our parametrization by u and 1; shows us that the flet of rotatiollfl is a ball B of radius 

IT, in which antipodal points arc identified. If, instead of ¢, we choose the variable tan ~, 
we get, instead of a ball, the whole space, including the points at infinity. We see, in 
this way, that the rotation gTOUp is isoIUorphic, as a manifold, to the projective space 
P;.I(lR.). The surface of the ball ha..'l been mapped, by t.he of variable, on the plane 
at iufinity.l 

The parametrization of t.he rotation group by 6 and u proves that the group is COIl­

nected (there is no proper !Subset which is both open and dosed). It is clear that the 
space we jUflt described is also the set of positions of a rigid body which has a fixed point. 
A mot.ion like the one we have spoken about (the book on a hand) is represented by a 

know that it is a plane. In fact, the curvature of the sphere is going to zero. 
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closed path in P3 (lR) or B . Now we can check that there are two distinct classes of closed 
paths. The first (resp. second) one is made of paths which "cross" an even (resp. odd) 
number of times the plane at infinity. A small closed path in a neighbourhood of 0 is 
equivalent to the trivial path described by the point 0 alone. The 27r-rotation of the hand 
is described by a diameter of B, with end points identified (topology of a It is, 
for instance, the closed path AOA'. \Vithout cutting the circle, it is impossible to map it, 
continuously on the trivial closed path O. If we a second rotation of angle 27r, 
the "total" path AOA'BOB/ can be transformed continuously into the path AOA/A'OA, 
which is equivalent to the trivial path. Because it. has two dist.inct classes of dosed paths, 
the rotation group is said to be 2-connected. It is clear that we can compose closed paths. 

o<J B' 

\ c 

Figure 3.2: The path C is a trivial path. The path OAA'OBB'O is also trivial. 
To show it, move B towards A' (B' towards A) 

The path AxA followed by the path AyA 
of trivial closed paths and by 1 the other 
composition law: 

the path AxAyA. If we call 0 the class 
we arrive at a group structure, with the 

0+ 0 = O. 0 + 1 1 + 0 1, 1 + 1 = O. (3.5) 

This group is isomorphic to the additive group of relative int.egers modulo 2 (replace 0 by 
even and 1 by odd). This group is, by definition, the first homotopy group of the rotation 
group. 

3.3 Matrices 

The isomorphism between the rotation group and the group 80(3,1R) (8 for 0 
for orthogonal) is well knmvn. We are going to make this group acting on the space 8 of 
2 x 2 Hermitian2 traceless matrices. This set is isomorphic to lR? since such a matrix can 
be written, with the aid of Pauli matrices, in the form 

a.r ( 
z x 

xax + yay + zaz = + . x zy 
(3.6) 

Let us consider the group 8U(2). It is the group of unitary matrices of determinant onc, 
i.e. matrices of the form 

(3.7) 

the name of Hermite. 
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If we set a t; + iTj and b = ( iT. we see that the group SU(2) is homeomorphic t.o the 
real sphere S:l of C(luatioll e + Tj2 + (2 + L 

We intend to make tlH' group SU(2) OIl S as follows. Dellote by U an element. 
of SU(2) and H all ('lcmcut of S. We have 

U : H ---t UHU'. (3.8) 

\Ve ('heck that it is all action on S. Indeed, U HU' is Hermitian 

(UHUT = UHU', 

and traecl(~t-;t-; 
Tr(UHU*) = Tr(U*UH) Tr(H) O. 

It. pn'serv(;t-; the quadratic fonn x 2 + y2 + Z2 ~ Det (H). It follows that thit-; trans-
formation is orthogonal. BecauHe the unit matrix I cannot be transformed ill its oppo­
site -1, we are sure that this transformation is a rotation. Moreover, all rotations are 
implement.ed "inee; til(; ullit vector (0,0,1) can be; mapped on an arbitnu'y unit ve;et.or 

e eot-; q}, sin e Sill c/J, cos e): indeed, 

( cos ~ei'?/2 Sill ~ ) ( ~ 0 ) ( eos ) . 0 cos ~ei¢/2 ~1 . II cos Sill 2 SlIl 2 

( cosB Sill ee- idJ ) sin Oei l' cos e 

Vie have proved the homomorphism 

8U(2) 50(3, JR). (3.9) 

The kernel is compo"ed of the matrices 1 d and ~ I d. Denoting the group {J d, ~ I d} by 
we have pl'ov('d the following isomorphit-;m 

(3.10) 

which illlplies that the matrices U and ~U act in the same way on S. This property has 
a topological <inscript.ion. The matrices U and -U lie on the "ame diameter of the sphere 
S3. Notn that thnse two poilItS define a st,raightline going through the center of the sphere. 
We learnt in Chapter 1 that the set of these straightlines define the projective real space 
p:j(JR). Wn verify ill this way that the group 80(3, JR) has the topology of P:\(JR). 

Remarks 

1) The group SU(2) is "imply connected. It means that all closed paths in it are trivial 
or, in other words, that its first homotopy group is triviaL3 

2) When two connected groups G and G/ are related by a homomorphism such that 
G -> G', and G / H ,,-,G', one Hay" that G is a covering of G/. If G is simply c:onneeted, 
it is called the universal cOile ring. In that CIl.'le, H is the first homotopy group of G'. 
Eq. 3.10 provides us with an example of this property. 

sphere 5" haH a trivial first homotopy group for allY n ? 2. The only spheres which have a group 
strnct.ur" arc 51 (til(' group U{l)) and 8:1 ( th" group 8U(2)), 
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3.4 The density matrix and the Hilbert space of states 
of dimension two 

Let us show that the space of states associated with a Hilbert space of dimension two is 

a sphere Let '0 = ( ~l ) be a normalized spinor (1'011 2 + 17P212 1). Since the state 
'lfJ2 

( 
1'0 le- i

</J/2 ) 
is defined up to a phase, one can set .ljJ IJ2Ieid>/2, (where O:::;dI < 2n), which 

.. ( IW1 Ie- i¢/2) ~ 
IS eqUlvalent to 1'02I

ei d>/2 • l\ow, one can set cos 0/2 and 17P21 = sin 0/2, with 

0:::;0:::;11". One verifies that the angles (J and 9 parametrize the sphere 8 2 . It is not difficult 
to prove that the Cartesian coordinates of this sphere are 

X= (3.11 ) 

where the u;'s are the Pauli matrices. 
In fact, each point of the ball a..'lsociated with this sphere has a physical interpretation. 

It represents a density matrix state. We know that such a state is described by a positive 
matrix of trace equal to one. One may write it as 

1 ( 1 + z x 
p =:2 x +iy 

The positivity condition implies that 

the equal corresponding to the case of a pure state. This condition reads 

which proves our affirmation. 

3.5 The plane rotation group 

(3.12) 

(3.13) 

(3.14) 

It is the group of matrices, where 9 runs from 0 to 211". We have R(O) R(211"). It is 
isomorphic to the group U (1) of numbers of modulus one. The corresponding 
manifold is the unit circle. 

All these matrices are simultaneously diagonalized by the complex transformation 

defined by (! ~). They become R'(rj;) (e~q, e~iq,) 
The universal covering group of U(I) is the additive group of real numbers. The 

homomorphism is described by 

f : IR 1;(1), f(x) = X 211" X (3.15) 

where [ 1 means "integral part". The kernel of this homomorphism is the group of numbers 
of the form 211"n, where n is an integer. This group is isomorphic to the group of integers, 
the group'll. 
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According to what w{' have said ill Section 3,3, we must expect that the first homotopy 
group of U (1) is isomorphic to'll. The proof of that fact is left to the reader. vVe underline 
the peculia.r property that the group U (1) is its own covering. Indeed. the homomorphism 

exp( iQ) --+ exp( imQ), 

wbere Tn iii an integer haf' the cyclic group Zm as a kernel. It is an isomorphism if and 
ouly if Tn ± 1. 

3.6 Generators (infinitesimal rotations) 

Eq. (3.3) can be written in a matrix way in using the fact that multiplication by u, namciy 
the operator (u x) is described by the matrix 

( 0 -u, u, ) 
A ~Jz o -'Ii )I 

-11)1 U, 0 

(" o 0) ( 0 o 1 ) (" -1 ~) 'liT ~ o -1 + u" 0 o 0 -j- U z 1 0 (3.16) 
1 0 o 0 o 0 () 

It. is a simple exercif'e to derive the matrix a<<;sociated with Ru (6), It is 

Let liS examine the ease where (;.) iH small, If we neglect the terms of order higher than 
one for rjJ, wp get the matrix 

It follows that one call write, &<; physicists do, 

Ru(rjJ) IdiQ(u.L) (3.18) 

where the "Hcalar product" u,L represents the expression + + the OPer-
ators Lx. heing represented by the Hermitian matrices 

( 0 0 0) (0 0 i) (0 -i 0) o 0 -7 , 0 0 0 , tOO 
o i 0 --i 0 0 0 0 0 

(3.19) 

The operators L"" Ly , Lz are called the generators of the rotation group associated with 
the orthogonal axes Ox, Oy, Oz. We verify the following commutation relations 

(3.20) 

\Ve note that tht' set of operators -iQ(u.L) is represented tIl(' (real) vector space of real 
anti symmetric matrices. We have 

[-i6(u.L). -i¢'(u'.L)] x u').L). 



42 CHAPTER 3. THE ROTATION GROUP SO(3, JR) 

The commutator of two real antisymmetric matrices is a real antisymmetric matrix. The 
commutator defines a Lie algebra structure, characterized by the properties 

[X, Y] = -[Y,Xl (antisymmetry) (3.21 ) 

[X, [Y, Zll + [Y, [Z,Xll + [Z, [X, Y]] 0 (Jacobi identity).4 (3.22) 

The matrix A of Eq. (3.16) has a nice property: for n a positive integer, one h&'3 

(3.23) 

It follows that Eq. (3.17) reads 

(3.24) 

One deduces, from (3.16), 

Ru(cfJ) exp(-i¢(u.L)). (3.25) 

We have to check the convergence of the series. It is a simple matter to show that the 
convergence of the standard series of cos cfJ and sin cfJ for any value of ¢ guarantees this 
convergence. Eq. (3.25) proves that there is a mapping from the Lie algebra of the rotation 
group and the rotation group itself. This mapping is known as the exponential mapping. 
Its image is the group itself. 

Let us add a word about notation. The rotation group being isomorphic to the group 
SO(3, JR), the corresponding Lie algebra is usually denoted by so(3, IR). 

3.7 The canonical generators of 80(3) 

We can always choose an orthonormal basis in such a way that a given rotation of angle 
¢ is described by the matrix of Eq. (3.4). For ¢ =J. 0, it is a simple matter to check that 
the only eigenvectors are the ones collinear to u , with eigenvalue 1 (the axis of a rotation 
is fixed). However, if we complexify the space, we get three orthogonal eigendirections 

~"ociate,j with the eigenvru ne, exp( -i¢), I and e~p( i¢). Th"edrredion, MO, ( ~ ) • 

( ~) and ( -~x ), ,e'PeeLively. Aceo,,!;ng to Eq. (3.25), the mat.,ix a,~daled with 

Ru (¢) and u.L for u in the z direction are 

( 

exp( -i¢) 0 0 ) 
Ru(¢)rv 0 1 0 

o 0 exp(i¢) 
and u.L o ) o 

1 



3.8. THE GENERATORS OF 5U(2) 43 

The unitary matrix () 0 -1 
(

a -ia () ) 
, where ~4 1/ V2 realizes this transformation 

~-a -ia 0 
which lllaps the cxpn'ssiom; (3.19) into 

1 (010) L.rN r -1 (] 1 , 
v2 0 1 0 ( 0 ~i ~Oi) Lyrv ~ ~ 

The matrices L+ = L.r -+- iLy, L_ = Lx iLy and Lz are called (improperly) the canonical 
generators of the rotation group 50(3). 

3.8 The generators of SU(2) 

Eqs (:3.10) and (3.18) permit to verify that a rotation of anglH (j) (OS</>S>iT) around the unit 
vpctor u is described hy one of the two unitary matrices 

i'uy ) sin 
1: . . cos 2 -+- zu z sm ) (3.26) 

If we f'lliarge the range of the values taken by (j) (namely (]S<PS21r), we can suppress the 
sign but we haw) to give a meaning to the matrices Uu (</» for </> 211' whatever i;; u. 

Let llS introduce the Pauli matrices 

CJ,. (3.27) 

olle can write th(~se matri(:('s in a form similar to (3.18), namely 

U ( ) </> 1 .( ). 
u (j) eos 2 - z CJ. U Sill 2 (3.28) 

Remarks 

1) When </> is smali, we get Uu(</>J = 1 - i(CJ.u). The Pauli matrices form a basis for 
tIl(' Lie algebra of If we divide thelll by two, they obey the commutation 
relations (3.20). It follows that the Lie algebras su(2) and 80(3, JR) of SU(2) and 
50(3, JR) arc isolllorphie. 

2) The exponential mapping exp( -i((j.u)~) maps the Lie algebra on the group 

3) We have Tr(Uu (¢)) = 2C08 Note that we have obtained earlier, for a 

rotation, the relation Tr( Ru (¢)) 1 + 2 eos </> 4 cos2 ~ These formulas 

are special eases of the general formula where D is the dimension of the 

irreducible rcpresentation (reprcsenta.tion of spin 
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3.9 The Cayley mapping 

Let C be a 3 x 3 antisymmetric real matrix (C = -6). Then the matrix R = i~g, where 
1 denotes the identity matrix, is orthogonal. Indeed 

C _l_+_C-=: -:-l_-_C-=:' = 1. (3.29) 

Since 1 + C and 1 C are transposed matrices, they have the same determinant and 
Det(R) = 1. Therefore, R is a rotation. This mapping is known as the Cayley mapping. 

Conversely, given a rotation R, the matrix C = i~~, whenever it makes sense, is 
antisymmetric. C is not defined iff R has -1 as an eigenvalue, that is iff R is a rotation of 
angle 1[". It follows that the Cayley mapping maps the Lie algebra of the rotation group 
on the set of rotations of angle less than 1[". This set is represented by the open ball of 
Fig. 3.2, a set which is obviously homeomorphic to the three-dimensional real space. 

A similar calculation can be made for the group SV(2). Suppose K is a traceless 
antiHermitian matrix, that is K* - K and 0. Let liS prove that V 
belongs to SV(2). It is easy to check that V is 11nit!1.rv: 

V.V = 1- K*l- K 
1 + K* 1 + K 

l+Kl K 
1. 

In order to prove that Det(U) 1, we use the Cayley-Hamilton formula 

X 2 Tr(X)X + Det(X)1 = 0, 

for the two matrices l±K. Since Tr(l)±Tr(K) = 2, 

(l±Kf - 2(I±K) + Det(l±K)l = O. 

Therefore Det(l±K)l I K2 and Det(l + K) Det(l K) from which we get 

Det(V) 
Det(1- K) 
Det(1 + K 

1. 

Conversely, let us give ourselves a matrix V of SV(2). We have 

c~~r 
This is an antiH ermitian matrix. Moreover, we have 

( IV) (1 - U*) * 
Tr 1 + V = Tr 1 + U* 

V-I I-V 
V+l -l+V' 

o. 

(3.30) 

(3.31) 

We have to look for the meaning of the expressions i~~ and In order to determine 
it, we consider the case where K and V are diagonal. The diagonal traceless anti-

Hermitian matrices are ± (~ ~i)' The matrix i~~ is always defined. According to 

Eq. (3.7» the only diagonal unitary matrix of determinant one with eigenvalue ~ 1 iH the 
matrix -1. It follows that the mapping maps the Lie algebra su(2) OIl SV(2) {~1}. 
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3.10 30(3, R) as the quotient U(2)jU(1) 

Om' call IWl.ke the group U(2) acting on tho space 8 of Hermitiall 2 x 2 matrices as follows. 

(3.32) 

The matrix V satisfies the relatioll V*V 1. It follows that Det(V) is of modulus OIle, 
sayexp(i¢). This permits llS to set V = ± exp(i</Jj2)U, where U is of determillallt olle. 
\Ve lllay write: 

V ± (_~. :. ), withal
2 + IW 1. (3.33) 

It acts as the identity if it. leaves unchanged the three Pauli matrices. It is a simple matter 
to prove that, ill t.hat. caflC, V is of the form 

V ±cxp(i¢j2)Jd. 

These IIlRtricm; form a group isomorphic to U(l). It follows that 80(3, JR.) is isomorphic 
to the quotient U(2)jU(1). 

3.11 The geometry on the sphere 3 2 

According to the definition of a geometry, the expression "geometry of the sphere" is 
ullprceiRed except if we say which group is actiug all the sphere and how it acts. Here 
we want to make the rotation gronp 80(3, JR.) aet.ing in the ordinary way. \Ve may call 
thiR g('ometry [80(3, JR), S2j. We already know that. the rot.at-ioIl group acts tTansitively 
and effectively Oll the sphere. \Vhat we want to examine is the action of the group on 
sOllle figures. First, circles, thcH oriented circles, and finally figures made of two points 
(coupleH, t.urns anel chords). 

Circles ObviouRly two circles are congru(,nt if have the same radius r. The radius 
takes all the values betwc(m zero and R, the radiuH of the sphere. For r = 0, we get 
points of 82 ; for r R, we get geodesics circles). Let us first consider the generic 
ease corrpsponciillg to a cirde of radillr:i r with O<r<R. Choosing a cirde of radius r is 
equivalent to indicating its center. Consider the orbit of circles of radius r. Since the set 
of centers is th(' sphere of radius we see that the geometry is st.ill the spherical 
geollletry. The set of such centers can be interpreted as the set of rotations of angle 0, 
with 0 0 11" (small eire·les). For r = 0, we get itself as an orbit. and the 
spherical geometry. For r we get the great circles which have the same center 0 (t.he 
center of the sphere). Let us find the Rtabilizer of a great, cirde, say the equator. Clearly, 
this stabilizer contains the rotation group 80(2, JR) around the poles, but it contains also 
all rotations of angle ?T around a diameter of the equator. This proves that there exists a 
imbgroup of 80(3, JR) which contains 80(2, JR.). In the matrix form, these transformations 
are 

(

cosO 
sinO 

o 
sinO O~) 

eosO 
o 
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d=O dE]O,7fR[ d = 7fR 
S2 x S2 S2 P3 (IR) S2 
Orbits of couples 
P3 (IR) S2 S2 P2 (IR) 
Orbits of turns (or circles) 
S2 x S2 S2 SO(3, 1R)/C2 P2 (IR) 
Orbits of chords 
Orbits S2 S2 S2 
of oriented circles 

Table 3.1: Orbits of circles, oriented circles, couples, turns, and chords. 

and 

(
COS e - sin eo) (1 

- sin e - cos e 0 0 -1 
o 0 -1 0 0 

o o ) (COS e - sin eo) 
o sin e cos eo. 

-1 0 0 1 

A look on the effect of the 7f rotation on the equator shows that this group is isomorphic 
to 0(2, 1R). We will see later on that the orbit SO(3, 1R)/O(2, 1R) is isomorphic to the real 
projective plane P2(IR). We obtain, in this way, the geometry [SO(3, 1R), P2(IR)]. 

Oriented circles Let us first consider a small oriented circle (even of zero radius). We 
can associate with it both its center and a unit vector to indicate the orientation. The 
orbit is a sphere. Let us now find the stabilizer of an oriented great circle, say the oriented 
equator. Clearly, it is a subgroup of the stabilizer of the equator itself, that is, according 
to what we have just proved, a subgroup of 0(2, JR). It is not difficult to verify that this 
stabilizer is SO(2, 1R). We will now show that the orbit SO(3, 1R)/80(2, ]R) is isomorphic 
to the sphere S2; it follows that every geometry is of the type [SO(3, 1R), 82]. 

Couples Let us consider the action of the rotation group on the direct product ~ = 

S2 X S2, that is the set of ordered pairs of points (couples) on S2. It is a four-dimensional 
manifold. In general, there is a unique geodesic (great circle) which links the two points 
of a couple (generic case). The exceptions are when the two points are the same (null 
couples) or the ends of a diameter (diameter couples). Let us denote by ~. the subset 
of ~ made of all generic couples. It is easy to see that the stabilizer of a generic conple 
is trivial. Each orbit of ~* is of the type SO(3, JR), that is .Pl(lR). Let us call length of 
a couple the shortest geodesic distance between the head and the tail of it. This length 
is an invariant. It is a number d lying in the interval ]0, 7r R[. The set ~* is the union of 
orbits parametrized by d. 

A null couple (d = 0) corresponds to a single point of S2; it has, as a stabilizer, the 
corresponding SO(2, JR) subgroup. The associated orbit is of the type SO(3, 1R)/80(2, 1R). 
We prove, in this way that SO(3, 1R)/80(2, JR) is isomorphic to S2. 

In the same way, one can prove that a diameter couple (d = 7r R) has the same type of 
orbit. We conclude that ~ = S2 X S2 has the decomposition given in Table 3.11: 

Turns5 Let us consider a generic couple, sayan equatorial couple (M, N); there is a 
rotation of angle e around the poles which maps the head M on the tail N; such a rotation 

5For more details, consult the book by L. C. Biedenharn and J. D. Louck. 
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can be represented by an axial vector OK of OR/'If, this vector pointing towards 
thp pole P defined by the fact that the triplet OM, ON, OP is direct. \Vc note that the 
point J( describes not only the couple (lvI, N) but also any other equatorial couple which 
can he deduccd from it by a rotation around the poles (sliding the geodesics). We 
say that two couples arC' equivalellt ill that ease and that they define a single turn. It is 
dear that to any rotation of angle 0, with () < 0 < To corresponds a unique generic turn. 
We sec that the ,wt of gelleric turns is identical to the set of rotations of angle different 
from "'('1'0 or 'If. This set is equivalent to the set of slIlall dl'cit's (see above). By continuity, 
we id(mtify the set of turns with the rotation group itself. vVe already saw that this set can 
be described by thc interior of the sphere and the itself where two diametrically 
OPPOflite points hav(~ to be idcntified. It follows that two distinct diameter couples are not 
equivalent (except if they are opposite), in contradiction with the fact that they can be 
transformed OIle into t.he other through a rotation along a geodesic5 . 

\Vc just show that the action of SO(3, lR) on turns is all action of the rotatioIl group 
OIl itself. Sinn; thiH action trallsforms a rotation into a rot.atioIl of the same angle, we got 
a way of visualizing the wnjugatiolJ action. 

Lpt, us (>xamiuc the stabilizers of turns. The generic turn OK has the group 50(2, lR) 
&<; a stabilizer. Its orbit is <1 sphere: the invariant of such an orbit is the length d. A null 
turn lies 011 a point of 52' Its orbit is also a sphere (the sphere 52 itself): it corresponds 
to the value d = O. A diameter tllrn is identical to its opposite. Its stabilizer is the group 
0(2, D1) and the corresponding orbit (d = 'If R) is isomorphic to P2 (lR,). vVe get, therefore, 
the dccomposition of the spae(' of turns P3(lR) indicat.ed in Table 3.11. 

Chords The set. of chords is the set of cOllstellations of order two OIl 5 2,that is x 
Null chords coincidc with points of 52; therefore they lie on an orbit isomorphic to 
Diameters coincide with diameter turns; therefore they lie on an orbit isomorphic to 
P2(lR.). We only haw, to study the case. It. is dear a drawing) that sllch a 
chord is invariant under a group C2 with two element.s by a 'If-rotation around 
the diameter orthogonal to the chord. All results about couples, turns and chords are 
indicated ill Table 3.11. 

is a departU1'P frolIl what i:; ll1ade in the Biedenharn and Louck book. For us, theI'e are Illany 
"scalar" tnrns, "aeh :;('alar turn being assoeiat.ed with a diameter. 
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Exercises 

1. Consider a regular n- polygonal of vertices A l , A 2 , ..• , An and a matter point which 
can only have the A;'s as positions. Construct the corresponding g.a.s. and deduce from 
it the cyclic group Cn . 

2. With the aid of Eq. (3.28), prove the relation 

0". [Ru(¢)r] 
O".r + sin¢u x r + (1- cos¢)u x (u x r)]. 

Problem 

We define a set of transformations T(ao, a) on a three-dimensional real space 8, where ao 
is real and a a vector of 8, such that a6 + a 2 =f. O. The action is as follows: 

r --+ r' = (a~ - a 2)r + 2aoa x r + 2(a.r)a 

a. What is the action of T(ao, a) on a? on a vector orthogonal to a? Show that T(ao, a) 
is a rotation followed by a positive dilatation. Find the parameters and the axis of the 
transformation. 
h. Verify that the T(ao, a)'s form a group G. Does it act effectively? If not, find the 
group G' which acts effectively. 
c. We now define the group r as the group of 2 x 2 complex matrices A acting on a spinor 
space and leaving the scalar product invariant up to a nonzero factor A. 

< A1fJIA¢ >= A < 1fJ1¢ >, for arbitrary 11fJ > and I¢ > . 

Compute A + A and show that A cannot take an arbitrary value. 
d. Prove that A is of the form 

A = exp(ir) ,with 0::;, < 27r. 

e. One makes r acting on 8 as follows. One associates with each vector r the matrix O".r. 
The action of the group r is given by 

Verify that it is an action. Does r act effectively? If not, find the group r' which does. 
f. Prove that there exists a homomorphism 

r ' --+ G' 

and find its kernel. 



Chapter 4 

The subgroups of 50(2, IR) and 
50(3, IR), polygonals and polyhedrons 

4.1 Finite subgroups of 80(2j JR) 
Since the group 50(2, JR) is Abelian, each of its elements forms a conjugacy dass. 
This means that every suhgroup has no other conjugate subgroup except itself. 

For a shorthand, we will denote by (j the rotation of angle (j, with 

OS;(j < 2IT. 

The group law (called the sum) will be denoted by the sign #. It is defined by the rciation 

where the symbol Int [ ... ] meaml "integ;raJ part". More generally, 

nt IT. I [
01 + (j2 + (j;l + ... + 0 11 ] 2 

2IT 

\Ve will denote by nO t.he sum of n clements equal to 0: 

(4.2) 

Let G be a finite subgroup of 50(2, JR) and denote by () its fuuallest clement. The order 
of () will be the i'ilIlallest integer n sueh that nO = O. It is easy to prove that: e = ~. 

Let us now show that the subgroup G only contains as elements the rotations 0, (j, 2£1, 
3(j, ... , (n l)(j. III fact, suppose that it contains some clement (}f such that 

k(j < (jf < (I.: 1)£1. 

Since G is a group. (jf - k() must also belong to G, that is 

o < (jf k£1 < (j, 

which is impossible since (j denotes the smallest rotation of G. 

49 
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We just have shown that any finite subgroup of SO(2, JR) is defined by some positive 
integer n. The corresponding subgroup is called the cyclic group Cn and its order is equal 
to n : 

Cn = 0, -,2-, ... , (n - 1)- . { 
271" 271" 271" } 
n n n 

( 4.3) 

The group SO(2, JR) can also be considered as the multiplicative group of all complex 
numbers of modulus one. The group Cn is isomorphic to the subgroup of SO(2, JR) which 
contains the n complex numbers z such that zn = 1. These numbers can be written 
exp(21rik/n) , where k = 1,2, ... , n. Among them, there are, by definition, ¢(n) primitive 
roots of unity. Each primitive root is a generator of the group and corresponds to a unique 
oriented polygonal in the unit circle of the Cauchy plane. The function ¢(n) is known as 
the Euler totient function. It is the number of numbers less than n and prime to n. One 
has 

¢(1) ¢(2) = 1 

¢(3) ¢(4) = ¢(6) = 2 

¢(5) 4 

¢(7) 6, etc ... 

For p prime, ¢(p) = p -1. As a consequence, there exists four oriented regular pentagonals 
in the unit circle Izl = 1. The proofs of the following propositions are left to the reader. 

Figure 4.1: The four oriented regular pentagonals. 

Proposition 4.1 Cn contains Cm as a subgroup if and only if m divides n. 

Proposition 4.2 Cn has no proper subgroup if and only if n is prime. 

Proposition 4.3 The mapping z ---+ zm is an automorphism of Cn if and only if m is 
relatively prime to n. 

Proposition 4.4 ¢(n) is even, except for n = 1 and 2. 

4.2 Subgroups of 80(3, R) 

Our intention is not to give the way one can construct the subgroups of SO(3, JR). There 
are quite good books where the reader could find information on that subject. We prefer 
to present here a rational description of the list of these subgroups. If we except the trivial 
subgroup {e}, each subgroup is the symmetry group of some figure. These figures can be 
classified in seven categories. 

1. The regular pyramidals (the cyclic groups Cn , n = 2,3,4,5, ... ). 
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2. The circular cone (the group 50(2. JR)). 

3. Til(' regular prismH (the dihedral groups Dn , n = 2. :3, 4, 3, ... ). 

4. The circular cylimkr (the gronp O2 (11)). 

5. The regular 1drahedron (the group T). 

0. The ('ul)(' (the regular hexahedron) or the octahedron gTOUp 0+). 

7. The regular clodccalwdrou or t.he regular icosahedron (the group Y+). 

I and 2. TIl<' cyclic group Cn is composed of the n rotations which leave invariant. the 
regular n-pyramidal, that is a right pyramidal with a regular n-polygonal as a base. The 
ea;.;e n 2 corresjlonds t.o a degenerate pyramidal (an i80celes triangle). The n-pyramidal 
has n 1 faces (n isoceles t.riangles and t.he polygonal base), 2n sides (n of a given length 
and Tl of another length), and n + 1 vertices. III t.he limit where n goes to infinity, 
t.he group becomes the 50(2, IR) group, namely the rotation group ill one dimension. This 
group could also be denoted Ceo. All these groups are Abelian. \Ve note that if m divides 
n, Cm is a subgroup of Cn . 

:3 aIH14. The regular n-prism has n + 2 faces (n rectangles and two regular n-polygonals 
a.c; basC'o,), 3n sides. and 2n vertices. The dihedral group Dn has 2n elements and has Cn 
as a subgroup. The other elements arc rotations of anglc 7r which permute the two hases. 
In the case n = 2, the priSlll is degelleratc in a rectangle. The only group which is Abelian 
is D 2 . \VlJen n goes to iufinity. one gets the group DOG, which is isomorphic t.o the group 
0(2, 1Il). The group D" has two generat.ors: a generator of and a 7r-rotation permuting 
t.he two base;; of the prism. 

5 to 7. The other subgroups arp associated with one of the fiw Platon regular convex 
polyhedrons, namely thp tetrahedron (fom t.riangular faces, six sides, fom vertkes), the 
hexahedron or cube (six square twelve sides, eight vertices), the octahedron 
t.riaugular faces, twelve sides, six vertices}, the dodecahedron (twelve pentagonal 
thirty sides, twenty vertices), and the icosahedron (twenty triangular faces, thirty sides. 
t>velve vertices). 

\Ve Bote that each pyramidal, prism or Platoll polyhedron obeys the following Euler 
rule: F + II - S = 2, where F, vT

, S are the number of of vertices, and of sides, 
respectively. This rule is a general oue; it is valid for any cOllvex1 polyhedron in our 
threc-dimensional spaee. 

TIl<' Platoll solids have the following property: if we join the centers of faces, we get 
a Platon solid with the same symmetry. The number of sides is unchanged; the 

!lumber of faces becolIles the number of vertices and the number of vertices the number 
of faccs. Uuder H1Wh a transformat.ion, the tetrahedron becomes a tetrahedron; the cube 
gives risc t.o an octahedron and t.he octahedron to a cube; the dodecahedron rise to 
all icoHahedron and an icosahedron to a dodecahedron. That is why t.he five Platon solids 
correspond t.o t.hree groups only. 

The group T has 12 elements. Among the twenty-four permutations of the four vertices, 
only t.welve are rotations (the ident.ical rotation, eight rotations of angle 1200

, and three 
rotations of 180°). They are t.he twelve even permutations of the four vertices. Note that 
the other twelve permutations - the odd oIles - are not orthogonal transformat.ions. The 

polyhedron iH said to be convex if given any face, it is located entirely on one side. 
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group T contains four subgroups isomorphic to 0(3) associated with each vertex, and 
three subgroups isomorphic to 0(2) associated with each pair of opposite (orthogonal) 
sides. 

I 

i I 
i I ;, / 
:1/ 
~ / ----

Figure 4.2: Cube, tetrahedron and octahedron. 

The group 0+ (the symmetry group of the cube and the octahedron) has 24 elements. 
It is a subgroup of 0, the complete symmetry group of the cube, that is the group with 
forty-eight elements we examine in a previous chapter. The other 24 elements are improper 
rotations (orthogonal transformations of determinant -1). There are four subgroups of 0+ 
isomorphic to T (as shown on Fig. 4.2, each diagonal of the cube corresponds to two 
tetrahedrons with the same symmetry). This permits to see that 0+ contains ~ rotations 
around a diagonal of angle 1200

• To each set of parallel faces corresponds a subgroup 
isomorphic to 0 ( 4), which means that we have 3 x 2 = !i rotations of angle 90° and Q 
rotations of angle 1800

• To each pair of opposite sides corresponds a subgroup isomorphic 
to 0(2), that is!! rotations of angle 180°. If we add the identical rotation, we check that 
the number of elements of 0+ equals 8 + 6 + 3 + 6 + 1 = 24. 

The group Y+ (the symmetry group of the icosahedron and the dodecalledron) has 60 
elements. It is a subgroup of the group Y, a group of order 120, which includes improper 
rotations. Let us consider a icosahedron. To each pair of parallel faces corresponds a 
subgroup isomorphic to 0(3), that is 10 x 2 rotations of angle 1200. To each pair of 
opposite vertices corresponds a subgroup isomorphic to 0(5), that is 6 x 2 12 rotations 
of 72° and 6 x 2 = 12 rotations of 1440

• To each pair of opposite sides corresponds a 
subgroup isomorphic to 0(2), that is 15 rotations of angle 180°. If we add the identical 
rotation, we arrive at a total of 20 + 12 + 12 + 15 + 1 = 60 clements. 

Some relations s: length of a side, 1': radius of the inscribed sphere, R: radius of the 
circonscribed sphere. 

2rtan(1r/n) = stan(f3/2) 

2R = stan(f3/2) tan(7r/m) 
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Tetrahedron )etahedron Dodecahedron Icosahedron • 

.N 11mb(~r of 
vertiee;l (V) 4 8 6 20 12 

NUBiber of 
faees (F) 4 6 8 12 20 

.N umupr of 
sides (5) 6 12 12 30 30 

Sides converg. 
to a vertex (rn) 3 3 4 3 5 

tan( 1f 1m) V3 v'3 1 v'3 

Sides of a 
face (n) 3 4 3 5 3 

tall( 1f In) v'3 1 v'3 vI3 

Angle of two 
adj. sides (a) 1200 90° 1200 108° 120° 

eosn 0.5 0 0.5 1····y'5 0.5 4 

1 I 
v'3 

./3 
( ang] e adj. 70°32' gO" 109°28' 116°34' 138°11' 

1 0 3 

1 1,-.13 
-2-

Table 4.1: Some 
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Exercises 

1. The group Cn is isomorphic to the additive group of integers modulo n. 

2. Find a geometrical proof of the fact that rj>(n) is even for n > :3. 
3. Prove the identity: 

n LO(d), 
din 

where the sum is taken on all divisors of 71,. 
4. Show that, if 71, and m are relatively prime, the totient Euler function verifies ¢( n )rj>(m) 
¢(nm). Any function satisfying this property is called an arithmetical function. De­
duce from that property that, for n palrc, where p, q, r are prime numbers, ¢(n) = 

71,(1 - IIp)(l - llq)(l 111') 
5. Show that the homogeneous space SO(2, R)/Cn is a group isomorphic to SO(2, R.). 
In the ease where n = 2, this homogeneous space is isomorphic to PI (R.). 
6. Make SO(2, JR) acting on the set of chords of a circle. Classify the orbits and find the 
strata (they are two in number). 
7. Auswer the same question by considering, instead of he chords, the set of all inscribed 
triangles. 
8. Draw the part of the lattice of subgroups of SO(3, lR) which implies the group Cn for 
n 1 to 13. This can be drawn without intersecting lines. 
9. Show that a rotation of a cube is an even permutation of the vertices. 
10. Prove that the group 0+ is isomorphic to the permutation group S4 (Hint: make the 
group acting on the set of diagonals of the cube. 
11. The even permutations of Sn is, by definition the alternate group An of n elements. 
Show that T is isomorphic to A3 • 

12. Prove that C n is the invariance group of a regular oriented n-gonal and that Dn is 
the invariance group of a regular 71,-gonal. 
13. Proof of a Legendre theorem. Consider an arbitrary convex polyhedron; denote by 
Fn the number of faces with n sides. "Ve have: F F3 + F4 + F5 + ... 
a. Prove that 2S + 4F4 + + ... ; deduce that F3 + + F7 + ... is even. 
b. Use the Euler identity in order to prove the inequalities: 

V? 2 
F 
:2 and S;::: 

c. Prove that 2S ;::: 3V. 
d. Prove the inequality 

Deduce that every polyhedron has necessarily faces which are either triangular, quadri­
lateral or pentagonal. 
e. COllnt the number of hexagonals and pentagonals of a football. Compute the Humber 
of faces, vertices and sides. Check the Euler identity and the last inequality. 
14. Construct the snub cube described in the figure 4.2. Its invariance group is not 0, 
but onlyO+. It has F = 36 faces: F4 6, and F3 32. It follows, from the preceding 
exercise that S 60. The Euler formula gives V = S F + 2 = 24. Show that the 24 
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vertices lie OIl a single orbit of the cubic group 0+, that the square faces form an orbit 
of t,}w type 0+/C4 , and that the 32 regular form two orbits: the trivial orbit 
(triangles nalll(~d ll) and, for the dght t.riangle" named A, the orbit 0+/C3 • Verify the 
ineqllaliti(;K of Exen:iHc 12. 
Cheek that the opposite face of a square is a square. Compare to the cube case. 

Fi/'.;ure 4.3: The snub eube. 





Chapter 5 

The Mobius group 

5.1 The projective complex line P1(C) 

The complex liIH' <C is of complpx dimension OIlC, but because it is of real dimensioIl two, 
the complex liue is commonly referred to as the complex plane!l It is better to call it the 
Cauchy plane. 

If we add the point at infinity to the complex line, we get the extended Cauchy plane 
which is, ill fact. homeomorphic to a sphere, the Riemann sphere. A rigorolls way of 

construe-tillg the ext.ended Ca1lchy plane is the following. Let. be a nonzero elemellt ( 
z] ) 
Z2 

of <c 2
, that is a llOHr-era spinor2. \Ve introduce an equivalence relation between the set of 

1I011:wro spino!'s: 

'1/ is equivalent to 1jJ' q!li. __ ( ZI ) ( z; ) z; if there exists a complex number A such that 

1// A1/'. 
The projPctive complex line PI (<C) is, by definition, the set of equivalence classes of 

spinOl's. This set is isomorphic to ~ and to the Riemann sphere. Let us show it. Consider 

the class of tlIP spinor ( ). If Z2 =I- 0, a of its class call be obtained in 
Z2 

multiplying this spinOI' , it is with z = Z2
1 

Z1. These classes are parametrized 
( 

4.1~ ) 

by a complex number z. Note that this spinor is also equivalent to ( z1 1 ) \Vben 

tCIHif; to r-era, it hecomes ( ~ ), the point at infinity x which eompactifies the plane and 

transforms it into (C = <CU{ oo}. 

We are interested in two ways of const.ructing the Riemann sphere. We start in de­
scribing the algebraic method which makes use of the Pauli matrices. For that purpose, 

lIf we do want to associat(' in a rigorous way the words cOTnplcx and plane to denote it, we ean usc 
th{' expression the real plane of complex numbers. 

2Thc word "spinoI''' is not well defined since it is associated with various geometries: then' are rotation 
spinors, Lorentz spinors, Dirac spinors. 

57 
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01le decides to express the spinor 1/) in another way. We define: 

IZ112 + IZ212 = p2, 

Z2/Z1 = tan(O/2) exp(iq» , 

with 0 and q> runs from zero to 21T. 
One is led to write 

p cos( 0 /2) exp[ ( -iq> + io:) /2], 

psin(O /2) exp[(iq> + io:) /2]. 

(5.1) 
(5.2) 

Two spinors with the same values of 0 and rp are equivalent. Then one associates with the 
spinor 1jJ the three-vector: 

R 

The components of this vector are 

x Oeos</>, Y psin8sinq>, Z = peosO. (5.3) 

Since p is arbitrary, one may set p = 1. We obtain the spherical coordinates of the 
Riemann 

Let us now turn to an import.ant geometrical construct.ion, the so-called stereogrophic 
projection. vVe consider a sphere of radius one and center O. We define on this 
a North pole N and we identify the equatorial plane with the Cauchy The real 
and the imaginary axes are called the X-axis and the Y-axis, respectively; the vector ON 
defines the Z-axis. These three axes define spherical coordinat.es on the sphere. Let z be 
a point of the Cauchy complex plane. The straightline joining z to N cuts the sphere at 
the point of coordinates 0, ¢ such that 

z cot(O /2) eXL>llW I. (5.4) 

We note that the South pole (resp. North pole) corresponds to = 0 (resp. z = 00). 
The link between the algebraic and the geometrical approaches is given by 

(5.5) 

5.2 The homographic transformations 

Let (~ ~) an invertible 2 x 2 complex matrix, that is an element of the group GL(2, (C), 

the general linear group (ad - be f 0). One can make this group on the Riemann 
sphere C; or PI (C) as follows: 

(
a b) . 
cd' Z 

az + b 
cz + 

Let us examine if the action is effective. The equation z 

c 0, a d, b O. 

(5.6) 

what.ever is z, implies 
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Tlw~e conditions defillc the' group (1,;* of invertible diagonal scalar complex matrices3 , a 
group which could also be denoted 1 G Ldiaq ( 1, (it is the center of the group C L(2, <C )/<c*). 
It followH t.hat the group which acts effectively is CL(2, <c)/<c*. 

Remarks 

1) It is cOlJvenient sometimes t.o define homographic transformat.ions ill replacing 
GL(2,<C) by 8L(2,<c) (sec Section 1.6). Because Z2 < <C*, Olle al'1'ivet:> at the iso­
morphisms: 

GL(2, (C)/<C*",SL(2, <C)/Z2 or, 

C L(2, <C) /GLdiag(l. C)",SL(2. <C) /SLdiag(l, <C) 

This group is known as the tvlC)bins group. Since it will be shown to he isomorphic 
to the conuected Lorentz group, we will also denote it by L. 

2) A Mcibius transformation of ~ is a bijection. 

3) The group GL(2, <C) is of dimension four. the group 8L(2, C) of dimension three. 

4) The Mohimi group acts transitively on. Therefore the sphere is a homogeneous 
space of tb<~ Mobim, group. We arc going to prove that 

~ L/8(2, JR) 

where 8(2,111) iH the real similitncie group S(2,lR), generated by translations, rota­
tions and dilatat.ions. 

5) The subgroup of CL(2, <C) which leaves invariant the point at the infinity is the 
group of trallsformat.iollfi z' az+b (a i 0). Hint: write (5.6) ill the form ~ 

. If we set x + iy. z' :;/ + iy', a 0.1 + ia2, b = b1 + ib2 , one obtains 

(5.7) 

The mat.rices of 8L(2, <C) corresponding to these transformations are of the form 

± (~a b/Ja ) 
o l/Ja . 

The sllhgToup of GL(2, C) which leaves invariant an arbitrary point is conjugate, 
thereforf' isomorphic, to the group 5(2, lR). 

6) The most general bijection of on which is conform and direct is a Mobius transfor­
mation/). 

is put for ([; {OJ. 
4The index ''(!iag'' avoids It confusion with other isomorphie subgroups su<,h as the ones which transform 

z into az or into 1/ (:z. 
°For It proof, scc' L. R. Ford, Automorphic Functions, page 3. 
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5.3 Fixed points of a Mobius transformation 

Generally, this problem is pn,seJ[lted as follows. The point z is a fixed point if 

(a-d)z-b=O. 

• If c =I 0 and (a - d)2 -+- 4bc =I 0, we have two fixed points. 

• If c =I 0 and (a d)2 -+- 4bc = 0, we have one fixed point. 

• If c = 0 and a d =I 0, there are two fixed points and, among them z = 00. 

• If c = 0 and adO, there is one fixed point: z 00. 

• If c = A - d = b = 0, all points are fixed (identity transformation). If we except this 
la:st case, the number of fixed points is either one or two. 

These results can be simplified if we remember that ~ is the Riemann sphere. Instead of 
speaking of fixed points, it is more natural to claim that any Mobius transformation leaves 
a chord (or a constellation of order two) invariant. After all, from the group theoretical 
point of view, the Riemann sphere is a homogeneous space and the point at, infinity ha'l 
no privileged role6 : whatever is the point we discard from a sphere, we are left with a sct 
which has the topology of the plane. Then, we have th(' following simplified statement. 

Theorem 5.1 Any Mobi'us tmnBjormation leaves a constellation of m'der' two invariant. 

5.4 The real similitude group 8(2, JR) 
The relationship between 8(2, R) and L is of the same type as that between the Euclidean 
and the projective group. In both cases, the subgroup is derived in fixing a 3.'i an 
absolute, It is the point at infinity in the Mobius C3..,e, the straightline at infinity in the 
projective C3.'3e. This is not surprising since we have shown that the Mobius group W3.., 
also a projective group. 

We can decide to find the subgroup of 8(2, R) which leaves a point of <C fixed. We are 
free to choose the point and we take z = O. The condition 

o a.O + b 

gives b O. (5,7) tell us that the group is the one of 2 x 2 real matrices of the form 

(

COS () - sin () ) 
sin () cos () . 

This is the direct product of the dilatation group D(l, H1) by the rotation group 80(2, R).We 
deduce from that result that the set of couples of a sphere 8 2 is the homogeneous space 
L/[D(l, R) x 80(2, R)]. 

There is an interesting subgroup of 8(2, R), namely the Euclidean group E(2, R) 
defined by the transformations 

z' az b, with lal = 1. 

in the framework of functions of a complex variable, the point of view is different. 
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It has the property of acting on <C x <C in preserving the distance 
group acts on <C x <C x <C in preserving the 3-points ratio: 

The similitude 

Z2 - Z;j 
(5.8) 

that it; the ratio of lengths 1"2' z" I and the arg V = arg (21 - 23) arg - Z3). .\Jote 
t.hat if two of the thre(~ points arc identical, the 3-point ratio takes one of the three values 
L 00, O. 

Application We readily see that a necessary and t;ufficient condition for three points 
to lip on a straightline is that 1/ is reaL One deduces that the equation of a straigbtline 
joining and 22 is given hy 

or 
i(zi' - O. 

It lIwanH that a straightline is given by an equation of the form 

B*z + Bz' + C = 0, with Creal. (5.9) 

We intend to show that It permutation of the three numbers Z1, Z2, affects generally the 
value' of the thn'e point mtio. It is not difficult to get the following results: 

e V(Zj, Z2, A 
(12) V(Z2' Zj, 

1 
3: 

(23) V(ZI' Z:l,22) 1 A 
(5.10) (13) V(Z:l, Z2, ZI) 

(123) Z:3, ZI) I 
:\ 

(132) ZI, Z2) 

It followii that a llondegenerate triangle docs not define uniquely the :3-point ratio; in­
stead, one call associat.e with any nondegellerate triangle a set. of six point;; (a hexagonal) 
contained ill (C where the points 0 and 1 arc discarded. The knowledge of one of these six 
points implicH the knowledge of the other oncs. We note that this set of six points can be 
reduced to a Hef of three or two points in three eases: 

• One of the three is the midpoint of the two other oneH. The set reduces to the 
three numbers: -1, 2. 

• The Zi'S form it regular triangle. The set reduces to two nllmberii: H 2v':! 

• If two of the are equal, the six uumbers reduce to three, namely 0, 1, 00. 

Application the geometrical COllHtruction of the hexagonal. \Ve know that the 3-point 
ratio V (Zl' Z2, iii invariant by a similitude, Since there exists a similitude which maps 
(ZI' 22, Z:l) on 1,0), we construct this oriented triangle. ThiH determines uniquely the 
number z. But V(Zj,Z2, V(z,l,O) z. \Ve are left with the construction of the 
points l/z, 1 z, z/(z 1),1 l/z and 1/(1 - z). 
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5.5 The cross ratio (or biratio) 

We come back to the homographic transformations. \Ve have t.he following lemma. 

Lemma 5.1 Given two non degenerate oriented triangles T = (Z1, Z2, 

there is a unique homographic transformation which maps T on T'. 
andT' = (zi. z;, zb); 

Proof Let us first prove that there is at most one such transformation. Suppose that 
they are two in number, say 9 and g'. One would have g'-lg(Z;) = z,. According to 
Section 3.3, the only transformation which has more than two fixed points is the identity 
transformation. It follows that 9 g'. 
Kow, the transformation defined by the following equality 

(z' - z; )(z~ zb) 
z' - z~)(z; - z!j) 

(z Zl)(Z2 - Z3) 

Z Z2)(Zl - Z3) 

maps trivially each Zi on even if one of them equals 00. 

(5.11) 

• 
By definition, the cross ratio of four complex numbers is given by the formula 

Theorem 5.2 If each of the qu,(Iriets 
distinct numbers and if 

(5.12) 

are made of four 

there exists a 'u.nique Miibi1ls transformation which maps each Zi on the corresponding z~. 

Proof The transformation (5.11) maps (z 1, Z2. 

ratio. 
on (z;, z~, z&l and conserves the cross 

• 
Consequence Any W(Zl,ZZ,Z3,Z.1) is equal to some W(zi,z;,z~,oo) = V(zi, z&). 
This implies that under a permutation of the four numbers Zi , the cross ratio takes the 
six values mentioned above (Eq. (5.10)). The only problem is to classifY the permutations 
of the permutation group 84 • The calculation the following results: 

A e (12)(34) (13)(24) (14)(23) 
I/A (12) (34) (1423) (1324) 
I-A (23) (2431 ) (2134) (14) 

(5.13) 
V(A - 1) (13) (1432) (24) (1234) 
1 - I/A (123) (243) (142) (134) 
1/(1- A) (132) (143) (342) (124) 

5.6 Harmonic conjugation 

The value A = -1 plays a peculiar role. 'When it takes this value, the numbers Zl, Z2, 

Z3, Z4 are said to be harmonically conjugate. We see that this value of the cross section 
is obviously invariant under a subgroup of 8 4 of order eight; this subgroup contains the 
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pCl'InutatiOll:-; of th[~ fir:-;t. two row:-; of Eq. (5.13). This subgroup has two generat.ors, 
namely (12) and (142:3) Sill(,(~ 

(12)(34) 
(13)(24) 
(14)(23) 
(12) 
(:34) 
(1423) 
(1324) 

(12)(12) 
(1423)(1423) 
(1423)(12) 
(12)( 1423) 
(12) 
(12)(1423)(1423) 
(1423) 
(1423) (1423)( 1423) 

The harmonic conjugation condition can be written in an alternative way: 

Perm ( 
Z2 

0, 

where Perlll denotes the permanent of the matrix7 . Note that the permanent of the most 
general 2 x 2 matrix is invaril'llIt under t,he only following six permutations of the entries 
(among 4! 2,1): 

- 1: i(kntical transformation, 

- Pr : permutation of t.he rows, 

pennut at-ion of the columns, 

~f1: sYlIImetry with respect to the main diagonal (rows replaced by columns and 
vice VC'r8 (l) , 

- P'h: symmdry with respect. to the other dia.g01lHI, 

- PTPc PrJ] P'i2 : symmetry with respect to both diagona.ls. 

Moreover, when thi:-; permanent is null, it is invariant under eight 
cntries (among 24 = 16): 

C: 110 change of signs 

Cri : change of signs of the row entries, 

- Cd: change> of signs of the itl! column 

of all entries, 

C r1 C'2: change of signs of the main diagonal entries, 

= C1'2C",: dumge of signs of the second diagonal entries. 

Ch,otlll2;es of signs of 

permanent of a matrix is defined in thE' same way the determinant is defined, except t.hat instead 
of alternate signs, all signs arE' plus signs. 
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In combining these transformations (i.e. in taking the direct product), we get a group of 
6 x 8 = 48 transformat,ions (among a total of 24 x 16 = 384). Let us now express the 
elements of the group of order eight in terms of the permutations and changes of signs. 

e IC 
(12)(34) PrPc 
(13)(24) PdlCtot 
(14) (23) Pd2Ctot 
(12) Pr 
(34) Pc 
( 1423) PdlPcCtot 
(1324) PrCtot 

5.7 Geometrical interpretation of the harmonic con­
jugation 

The number arg W in Definition (5.12) is easily interpreted, One has 

It is the angle (h (J4 of Fig. 5.1. ~When W takes the value -1, this difference is equal 
to 7[, which implies that the quadrilateral Z3, Z2, Z4) is inscribable in a circle (see Fig. 
5.1). Such a quadrilateral is said to be harmonic, Moreover, we have: 

This is a well known property of harmonic quadrilaterals: the products of the lengths of 

Figure 5.1: ArgW (J3 - 04 

opposite sides are equal. 
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5.8 Harmonic conjugation and constellation language 

The constellation language is more appropriate whenever the harmonic conjugation prop­
erty is eOIlcf'med. IndC'ed, if the cross product equals minus one, we may write 

( 

ZI -
Perm 

Z2 
0, 

it is simpler to say that the constellations of order two and {;:;2. Z4} are harmonically 
conjugat(' or orthogonaL We write, in that case: 

This property will be gC'llcralized later on to constellations of arbitrary order. 

5.9 Circles of PI (CC) 

Tlw equation of the circle of center Zo and radius n ill (jj is of the form 

that is 

+ +,=0 
with a =1= 0, a cUld , real, crzo + i3 0, 0'2 R2 = crl". 

In order to extend the notion of circle to PI «(jj), we have to define a circle 
the point at infinity. We note that Eq. (0.14) can be written 

cr+f3/z+ 

(0.14) 

through 

(05.105) 

For 00, this equatioIl imposes 0: O. According to Eq. (05.9), Eq. (05.14) describeR 
an arbitrary straightJine in (jj. It become;.;, by definition a circle by adjoining to this 
straightiinE' the point at infinity. Blleh a generalized circle will lw called a "circle", with 
invert(;d COlli 1I1 &<;. 

Theorem 5.3 The MoiJi1},$ group acts transitively on the set of "circles" of Pl(C). 

Proof The proof can be obtained in rpplaeing in Eq. (5.14) by (az + 

One can also IIS0 the following lemma: 

Lemma 5.2 Any clement of the Mobiw; gnmp can be w1'itien as the product 

9 = shs' 

+d). • 

when; 8 and 8' a,re similitudes and h is the trrlnsjormation mapJiing z on 1/ z {ir,wersi,on.}. 

P1'Oof The' lemma is proved by the identity 

((be 0 ale) (0 I) (e d) 
1 1 0 0 I 

(5.16) 

Since similitudes transform circles into circles and sincc thp inversion docll transform a 
eirde into a circle or a ;.;traightline, the theorem is proved. • 
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The space of "circles" is of dimension three. Let us find the stabilizer of the straight 
"circle" 1m = 0, that is z = z·. It is obtained in !'letting 

(az + b)(cz + d)* (cz + d)(az + b)* 

It follow!'l that ac', ad' + bc', and bd* are real numbers. Let us decompose all entries in 
real and pure imaginary parts as follows 

a a' + ia", b = b' + ib/l, c c' + ic'/, d d' + id". 

One obtains the conditions 

a" \' " Aa , c AC', b" p.,b', d" = p.,d', (A ~ p.,)(a'd' ~ b'c') o. 
Because the determinant ad - bc is not zero, we are sure that a'd' b' c' does not vanish. 
Therefore A p.,. \Ve conclude that the subgroup of C L(2, <D) which stabilizes this "circle" 
is composed of all matrices of the form 

. (a' b') (1 +lA) c' d' 

"Ve can suppose that 1 + iA is of modulus one. The stabilizer is the direct product 
U(l) x CL(2, JR.) and the set of "circles" f is 

frvCL(2, <C)/U(l) x GL(2, R). (5.17) 

We verify that this set is of dimension three (3 the order of the group CL(2, <C), that 
is 8, the order of the group U(l) x CL(2, R), that is 5). 

If, instead of CL(2, we start with SL(2, <C), we arrive at a similar result: 

frvSL(2, <C)/SL(2, R). (5.18) 

5.10 Circles of the Riemann sphere 

\Ve are going to show that the stereographic projection maps circles on "circles". This 
has an important consequence: the Mobius group may be defined as the group acting on 
the Riemann sphere in transforming circles into circles. 

Let Uo be a unit vector of coordinates (00,1>0). A circle having Uo as an axis is of the 
form u. Uo = C (constant), that is 

sin 0 sin Oo( cos 1> cos <Po + sin 1> sin <Po) + cos e cos eo = c. (5.19) 

Let Iz = R2 be a circle in the Cauchy plane. Using Eq. (5.4), this equation becomes 

[cot (0 /2) exp(i<p) - zol [cot(8/2) exp( -i1» - R2. (5.20) 

One can identify Eqs (5.19) and (5.20) in setting 

Zo -:::::---'-;;- exp ( i <Po) , 

and 

which proves our assertion. 
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Exercises 

1. V(~j'ify that rrvSL(2, <C)jSL(2, U). 

2. Filld the subgroup of <C) which stabilizes the unit circle IZl2 = 1. Show that it is 

the gTOUp of 2 x 2 uuilllomdular matrices U verifying U*9U g, where 9 (~~1)' 
This group is denoted S[1(l, 1). Deduce t.hat 

r",SL(2, <C)jSU(l, 1) 

and the isolIlorphi:ml of SL(2, I{.) and SU(1, 1). 
3. Prove t.hat for an isocclcs triangle, the 3-point ratio is of modulus one. 





Chapter 6 

The Lorentz group and the celestial 
sphere 

6.1 The celestial sphere and the map of the sky 

\Ve propose to make a distinction between the celestial sphem, a pure geolD('trical object 
where poi ntH are ulldistillguishable and the map of the which corresponds to the 
celestial sphere where Htars are represcnted. Such a distinction is necessary: as we will 
show, the celestial sphere is com.;truct0d from til(' light cone alone but the map of the 
sky involves the light emitted by the stars; its geometrical conMructioll involves their 
worldlines in rdatioll with t.he past light COlle, the summit of which beillg t.he lens of a 
('am era at a given time (an event). 

In fact we introduce the three following maps: 

• Th0 instantllncomi lllap: it is the picture of the sky taken at a given time by it 

terrestrial obHcrver. 

• The inHtalltaneOllS Foncault map: it is the picture of the Hky taken at a given t.ime 
by a terrestrial observer confortably seated on a Foucault pendulum. 

• The standard map of fixed stars. It will be defined later OIl. 

6.2 The instantaneous map 

At a given tirnr., a t.errestrial observer can be considered as associated with a Lorentz 
frame. In such a frame, an event in space-time has four coordinates, namely t, x, y, z. 
Suppose that our tprrestrial observer takes a picture of the sky and that the opt.ical center 
of his camera is at the 0 of the Lorentz frame. The film is supposed to be itself 
spherical, of center O. F()r convenience, the figure is made ill a simplified three-dimensional 
space-time. We consider the worldlines D and D' of two stars. cut the past light 
cone at events M and At' . If OJlvt and OAf' lie on the same light-like shaightline, the 
images of the stars are superpoHed (double star). Note that we always take pictures in 
the past (retarded waves). 

69 
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6.3 The instantaneous Foucault map and the stan­
dard map 

The map is now supposed to be taken from an observer seated on a Foucault pendulum. In 
such a map, the daily rotation of the earth has no effect. Let us take the word instantaneo'Us 
with an approximative sensei this means that we observe the stars during, say a few 
minutes. The sun, the moon, and the planets are not represented. Their movement is too 
complicated compared to the one of the stars. In a good approximation, our observer has 
the feeling that stars are fixed on the celestial sphere. In fact, this is not strictly true for 
two reasons. The first one is that the earth is moving around the sun; the second is that 
stars are not rigorously fixed one with respect to each other; however their movement is 
imperceptible for almost all of them, especially those which are very far from the earth. 
They are called the fixed stars. \Ve restrict ourselves to these stars and examine the 
problem of the earth movement. Let us denote by F one of the Lorentz frames associated 
with the fixed stars. In this frame, all stars worldlines are straight and parallel. In a good 
approximation, the worldline of the sun is parallel to them. The map constructed in F is 
the standard map. 

I & 

o 

Figure 6.1: The stars corresponding t,o word lines D abd D' seem to be super­
posed (0, Ai, Ivl' on the same light-like straightline). 

It is clear that in such a frame the earth is not fixed, its world line is not a straight line 
but a helix around the straight worldline of the sun 1 , with the year as a period. This 
fact explains why the instantaneous Foucault map of the celestial sphere differs from the 
standard map. The helicoidal wordline is responsible of two effects. First, the earth has 
not the same position at two different times of the year, say tl and t2 ; however, because 
the path covered by the earth is small compared to the distance of the stars, only the 
positions of the closest stars are perturbed; it is the parallax phenomenon, a phenomenon 
which does not affect the fixed stars. Second, at each time, the worldline of the earth has 

I In order to get a better approximation, one can choose the straightworldline of the center of mass of 
t,he solar system. 
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a different direction in spac0-time. At time t1 , the earth can be considered as a Galilean 
frame different from .. "hat it is at time t 2 • The corresponding boost B(tl, t2 ) describes the 
plH'llOmenOn known a'"> the aberration of fixed st.ars: each fixed distant star seems to have 
a small elliptic apparCllt trajectory with the year as a period (the boost B(tJ, t2 ) is the 
identity trallsfonnation for it] - t2 an integral number of years. The ellipse would be a 
circle for a polar Htar, a st.raight. segment for equatorial ones. The apparent diameter of 
the major axiH iH the salll(, for aU st.ars and only depends of the ratio v / c (speed of the 
earth divided hy the speed of light). This slllaU phenomenon was used by Bradley in 1727 
t.o evaluate the speed of light 2 • 

The things can be said in other words, we mean group theoretical words: the boo;;ts 
B(t], form a eontinnollR set. of Lorentl: transformations one can make on the 
instantaneous Foucault map. If our observer left his seat on the Foucault pendulum and 
sits on an ordinary chair, t.hese boosts must be combined with rotations. \Ve are making 
a (nOll periodic) continuont; set of Lorentz transformations acting on the instantaneous 
map. Group theoretical transformations are involved just by 'Wait and see! 

6.4 The celestial sphere 

Up to now, we were concerned with maps, that is with camera pictures. These are physical 
objects. Strictly speaking, if we perform a Lorentz transformation 011 the map, the map 
will change drastically, for the same reason that two photographies of a given landscape 
taken at the salllc time from two different places are not related by a Euclidean transfor­
matioll. Indeed, in a landscape, a hird leg can be hidden behind a tree on one picture and 
visible on the other one. However we already saw t.hat, if we discard optical phenomena, 
we may define a georrl.(;irical object, namely the projective space, on which the Euclidean 
group acts. The same lllay be done here. 

The natural matliematieal object we have to introduce involves the Lorentz group 
action on the light ('one. Stars \'lOrldlines are ignored. This object is the celestial spher-e 
defined as the set of light-like straight worldlines. As ill projective geometry, we do not 
carc of the sense of propagation of light; the future and thc pa<;t half-concs play the sallie 
role. It is ('kar that one can make t.he Lorentl: group acting on the celestial sphere. 

Om aim is t.o show that the Lorentz group is isomorphic to the Mobius group and that 
its action on the celest.ial sphere is equivalent to the action of the Mobius group on t.he 
Riemann sphere. Sillce we know that the Lorentz group acts also OIl the instantaneous 
lIlap of fixed stars, on sueh a map, the isomorphism of the Mobius and t.he Lorentz groups 
has the following consequence: if four distant fixed stars lie on a given circle at tillle t, 
they will lie also on a circle at any time t'. 

aherration of" fixed stam is a purdy relativistic effect: it would vanish if c was infinite; Bradley 
uses the propagat.ion of light ill the lEther to explain it. 
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6.5 The Lorentz group and the circles of the celestial 
sphere 

The events IV! and M' have coordinates (t,x,y,z) and (tl,x',y',Z') with the properties 

e x2 _ y2 

The last equation can be written 

t' 

Z2 

X' 

X 

y' z' 

Y 
(6.1) 

t'2 _ X'2 y'2 _ z'2 o. (6.2) 

- Z2 O. (6.3) 

where X (resp. Y, Z) denotes either the ratio x/t (resp. y/t, z/t) or the ratio x' /t' (resp. 
y'/t', Zl/t'). 

Our camera description of the light cone is the relativistic counterpart of what we have 
done in defining projective geometry. The difference between the two approaches is that 
we have taken now into account the fact that light propagates at a finite speed. When 
c tends to infinity, the past and the future half light cones become not diRtinguishable 
and light rays are just straightlines in the x, y, z space. Eq. (6.3) defines the celestial 
sphere. If we are able to prove that the Lorentz group conserves the circles of it, thiR 
would prove that the Mobius group is isomorphic to the Lorentz group. Since the Lorentz 
group conserves the sphere, it is enough to verify that it conserves planeR in order to prove 
that it maps circles on circles. 

Note that the equivalence relation Eq. (6.1) can be used for any direction in space­
time. It is easy to cheek that the sets of time-like, light-like, space-like directions are 
represented by 

time-like directions: X 2 + y2 + Z2 < 1, 
light-like directions: X 2 + y2 + Z2 = 1, 

space-like directions: X 2 + y2 + Z2 > 1. 
(6.4) 

Let. aX + bY + cZ + d = 0 the equation of a plane. In homogeneous coordinates, this 
equation reads ax + by + cz + dt = O. We know that Lorentz transformations arc linear; 
therefore they transform the equation ax + by + cz + dt 0 into an equation of the form 
a'x + b'y + dz + d't 0, that is a plane into a plane. Since the Lorentz group acts on 
JR3 in preserving planes and the celestial sphere, a Lorentz transformation is a Mobius 
transformation. The problem is to know if we get in this way all Mobius transformations. 

It is well known that. the complete Lorentz group is the union of four continuous sheets: 

• L~ : the connected Lorentz group, 

• L~ the connected Lorentz group x parity, 

• the connected Lorentz group x time reversal, 

• the connected Lorentz group x parity x time reversal. 

The subgroups of the complete Lorentz gTOUp which contain the connected subgroup as a 
subgroup are: 
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• = L~UL~UL~UL~, the complete Lorentz group, 

• LI = L~UL~. the orthochron()'us Lorentz group, 

• Lunimod = L~UL~, the enantiochmnmLs Lorentz group, 

• L+ L~UL~, the v.n'imod'u,lar Lorentz group, 

• L~, the connected Lorentz p;roup. 

By eontinuity arp;Ulllents, it is dear that the Mobius group contains the connected Lorentz 
p;roup thcrdore, is isomorphic to one of t.hose five groups. 

6.6 Spinors and light rays 

Let l/J = bn a nonzero spinoI' and 
( 

Z1 ) 

Z2 
(z; zD be its adjoint. We can associate 

withlj; the 2 x 2 Hermitian matrix of zero determinallt alld positive trace: 

H= ) 
= ( T + Z X - il' ) 

X iY T~ Z ' 

DetH ~ X2 y2 Z2 = 0, 

TrH = 2T 0, 

(6.6) 

(6.7) 

Let A be an S L(2, <C) matrix, The matrix AHA + is also Hermit,ian and of null determinant. 
This prOVPH that the group <C) acts 011 the set of 2 x 2 Hermitian matrices of null 
determinant. or the set of future light-like four-vectors. 

Instead of a nonzero spinor we can use a ray-spinor, that is a spinoI' defined up to a 
complex faetor (1jJ equivalent to Alt" with A Ie 0). \:Ve would make the group SL(2, <C) 
acting 011 the set of fut,ure light-like four-vectors up to a positive factor, that is on the 
celestial spherC'. Ld, us examine if it acts effect.ively on it. We have to look for those 
SL(2, <C) matrices which transform every ray-spinal' illto itself. \'Ve have to solve the 
equation 

A'IjJ = A'IjJ, for all1:~, 

If A = (~ ~), this equation reads 

aZl + bZ2 = 

that iti 

or 
b c = 0, a d. 

One conclude that the group which acts effectively is SL(2,fB)/Zz. This proves that this 
group is isoIllorphi<: to the Mi"jbius group. III order to know which of the five Lorentz 
groups we are concerned with, we have to sec if parity n, tiIlle reversal e and ne aTe 
implemented. 
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Suppose n (~~) . One must have 

(~~)(;:i~ ~ ~)=(-~~~y -::ir) (!;. ~:'), (6.8) 

whatever are T, X, Y, Z. It is easy to check that this implies a b = c d 0, which 
is incompatible with n2 = 1 d. 

Analogous calculations for e and ne 

e does not exist, ne - (~ ~). (6.9) 

ne leaves all ray-spinors invariant. It follows that the group which acts effectively on 
the celestial is the connected Lorentz group L~ . Then we have proved that the 
Mobius group is isomorphic to , a fact which could be related to the connectedness of 
the Mobius group. 

6.7 The isomorphism of SL(2,C) and Sp(2,C) 

Let us introduce the alternate form of the determinant on (C2, that is the antisymmetric 
tensor tab, with components 

This tensor induces a symplectic product on (C2 as follows: 

\Ve define the covariant components of a spinor by the relation: 

'lj;a = (6.10) 

It follows that 
(6.11) 

We may write: 

Let A. be an Sp(2, ([!) transformation, that is a transformation satisfying 

(A'Ij;,A4» ('Ij;,4». (6.12) 

We have: 
(A'1j), Acf;) = (fA1jJ)TA¢ 'lj;T ATfT A¢ 1j)Tf T cj). 

This relation must be verifif'n whatever are the spinOIs 1jJ and 4>. One gets the condition 

It is easy to verify that this relation is equivalent to Det(A) 1. This proves the isomor-
phism of Sp(2, ([!) and SU(2, ([!). 
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6.8 The Lorentz group and the set of oriented circles 
of the celestial sphere 

Let us collsider the orient.ed unit circle defirwd by the points (-1, i, 1) ill the extended 

Cam'hy pial!(" that is by the spinOl's ( ), ( ~ ), ( ~ ), given in this Older, and let 

us find t1w t.ransforlllation (; ~), of S L(2, (C) which maps it into the oppo;.;ite circle 

(1, i. -1). One obtains 

-a+b 

that is a O,b=-1,c 

into 

+ d, ia + b + d) a + b -c - d 

. ( T+Z 1, d = O. TIns t.ransforms the four-vector X + iY 

(6.14) 

X it. T ) 

T-Z ' 

(0 -1) (T+Z X 
lOX +iY T 

iY ) (0 1) 
Z - 1 () ( 

T - Z -X +iY ) 
-X iY T+ Z 

one recognizes t.he action of the parity operator II. \Ve deduce that the Lorentz group 
which acts effect.ively all the set of oriented circles is the group LT. 

6.9 The polar decomposition of an SL(n, C) matrix 

Let A be a matrix of <C); it is easy to check that t.he matrix AA* is Hermitian wit.h 
positive eigenvalues (posit.ive mat.rix). AA* can he diagonalized wit.h the aid of a matrix 
X; its positive square root H is uniquely defined as follows: 

Let. us set. 
U= (6.15) 

The matrix U iR unit.ary since UU* = H-1AAH-I = ld. 
The relatioll A = HU iR called the polar decomposition beeamie it the polar 

decomposition of a complex Humber n = 1). Now, cOllsider the matrix A * A. For 
analogous reasons, it. is t.he Rquare of a Hermitian matrix K. \Ve have 

that. is 
K2 A -I H2 A (K A) -1 Hg X A 

a.nd K is uniquely detpl'Inined by 

Tlli" provideR us with a second polar decomposition 

A UK. (6.16) 

which has the same unitary part. a.'i the first one. \Ve note that Hand K ha.ve the same 
iSp[~ctrum. 
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6.10 The group 80(3, CC) 

In the present section, we intend to show the isomorphism of the Lorentz group and the 
complex group 80(3, «J::). This isomorphism is obtained as follows. Let F be a 2 x 2 
complex matrix of zero trace. We can write 

F ( z x iY ) XUl + YU 2 + ZU3 
x +iy 

(6.17) 

where x, y, z are complex numbers. 
A matrix 9 of 8L(2, GJ) transforms F into gFg-l, another 2 x 2 complex traceless 

matrix with the same determinant _X2 y2 - z2. This defines an action of SL(2, GJ) on 
«J::3. It is easy to prove that the group which acts effectively is the group SL(2, «J::)/Zz. In 
fact: 

(~ ~) (~ !) implies d, b c 

( ~. -oi)(ab ab) • implies b 0, 

1 implies a ±1. 

Note that the transformation 

F' F - iJv x F ['Y2 /(1 + 'Y)]v x (v x F) 

'YF iJv x F - ['Y2/(1 + 'Y)](v.F)v, (6.18) 

where v is a real vector such that v 2:::;1 and'Y (1 - v 2)l/2, preserves F2. This proves 
tha.t this transformation is a complex rotation (compare it to Formula (2.1)). Let us define 
the real and imaginary parts of the vector F in setting F = B iE. The transformation 
rea.ds 

B' 

E' 

B -'YV x E- [r2/(1 +'Y)]v x (v x B) 

~fB - 'YV x E - b2/(1 + 'Y)](v.B)v 

E+'Yv x B- [r2/(1 +~()lv x (v x E) 

'YE + 'YV x B - [l/(1 + 'Y)](v.E)v 

(6.19) 

(6.20) 

One recognizes the way the magnetic and the electric vectors transform under a boost of 
speed v. The link with the usual notation F/lV is the following 

The 80(3, GJ) invariant F2 decomposes into the two Lorentz invariants: 

<J?(F) = 2B.E = 1/4c/lvpA FJ1V ppA 

(6.21 ) 

(6.22) 

(6.23) 
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The action of SO(3, <C) on C:l dCC'Olllposes int.o actions 011 complex F2 = constant. 
If F2 is not :t,ero, the group which acts 011 the complex Rphcre is SO(:3, <C)/SO(2, since 
SO(2. (J~) if) of real dimension two, th(:' ('orresponding complex sphere is of real dimension 

four. W<, are \f'ft with the caRe where F2 = O. for instance, F = (~ ~), which 

correRpon<is to B (L (), 0) and E = (0, --1,0). The stabili:t,er is still a Rubgroup of 
complex dimellf>ioll orw; it if> the ,subgroup of SO(3, <C) matrices of the form 

( 

1 + 2f2 2if2 -2if ) 
2ij2 1 2j2 2f 
2if -2f 1 

(('>'24) 

This COfl'('RjlOll(iH to triangular matriceR of SL(2, <C): 

( 
±l b) 
o ±l 

Indeed: 

( 0
2 

20)(ac db) implies a = d, c O. 

6.11 The Lie algebra of 8L(2: C) 

We have RhoWIl that a transformation of SU(2) may always be written as the exponential 
of a linear real ('ombi11atioll of Pauli matrices. \Ve could think that, since the group 
SL(2, <C) is the complex form of an arbitrary element of SL(2, <C) could be written 
a., the exponential of a linear complex comhination of Pauli matrices. Such a property 

would mean that given an arbitrary complex unimodular matrix: 9 (~! ), there 

would exist a F (z - iy ) such that 9 = cxp(F). Let us compute exp(F). 
x + iy -z 

exp(F) 
00 F" 

Lnf 
n=O 

n=O 

sinhR 
c:oshR-t- .. ~F 

( 
coshR+ zsinh(R)/R 

sinh(R)(x + iy)/ R 
sinh(R)(x - iy)/ R ) 

cosh R sinh(R)z/ R ' 
(6.25) 

where R2 x 2 + y2 + Z2. We rea.dily check that Det( exp(F)) = 1. Since R is a eomplex 
Humbor, we can stat(~ R = Rl + iR2' and 

coshR = 
2 

eosh(Rd cos(Rz) + i sinh(Rl) sin(R2)' 
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Similarly, 
sinh R = sinh(Rd cos(R2) + i cosh(R1 ) sin(R2 ). 

It is not difficult to check that any element of SL(2, <C) can be put in thc form of some 
exp(F). 

6.12 The Poynting vector 

The Poynting vector P reads, in terms of F and F*, as the vector product 

P = ~F x F*. 

It is related to the electromagnetic energy density 

p = ~F.F* = F* .F. 

\Ve havc the following lemma: 

(6.26) 

(6.27) 

Lemma 6.1 There exists a Lorentz frame in which the Poynting vector is zero if and only 
if F2 f O. 

Proof Suppose that P # O. It is easy to prove that, under a boost of speed v in the P 
direction, P and p are transformed as follows: 

pi (2,2 l)P - 2~?pv, 

p' (2,2 - l)p 2,2p.v. 

This proves that P conserves the same direction. Let P be the length of P, v the algebraic 
value of v. Expressing, in terms of the speed, we get the following condition for pI to 
vanish. 

Pv2 2pv + P O. 

This is an equation with v as an unknown. It has a physical solution if it has a root v 
such that 1'111 < 1. The two roots have a positive sum (p and P are positive) and a product 
equal to one. It follows that the two roots are positive. If they are distinct, one of them is 
less than one and it is possible to make pI vanishing. If they are equal, they are equal to 
one, it is impossible to make pI vanishing. Let us examine this peculiar case. If 8 denotes 
the angle between the magnetic and electric field, the last equation reads 

B2 2EBsin8 + E2 = O. 

This equation has a real solution if and only if 8 7r /2 and E = B. This situation 
corresponds to F2 = O. The lemma is proved. We note that, if F2 = 0, a boost in the 
Poynting direction leaves P and p unchanged. Moreover P = p. • 

Remark Define the vector U as the vector U = P / p. If U is not a unit vector, there 
exists a Lorentz frame such that its transform U ' vanishes. One has: 

U' (I + v2
)U 2v = 0 (6.28) 

1 +v2 - 2U.v . 

We deduce that 

(6.29) 

Then we have the following corollary. 
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Corollary 6.1 The vector U = p / p obeys the inequality U 2 s: 1, the eq1tality occU'ring 
when and only when F2 0. 
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Exercises 

1. Prove that 

2. Define the inverse of the tensor E. Find its (contravariant) components. 
3. Show that the formula i\.T ET A=ET proves that the representation of 8L(2, <C) on C 2 is 
equivalent to its contragredient. 
4. Find the orbits of 8L(2, C) on C 2

• Give the stabilizers. 
5. Find the orbits on the set of nonzero spinors defilled up to a phase. Prove that the 
stabilizer is unique and isomorphic to the Thales group Th(2, H), i.e. the group generated 
by the translations and homotheties in H 2 . 

6. A Dirac spinor is an element of C 4
• The group S£(2, <C) acts reducibly OIl this space, 

according to the sum AED(A+ )-1. Show that there are two invariants associated with a 
given spinal' 'l/J. They can be written and where ')'0 and ')'5 are two square 
matrices satisfying ~f~ -')'~ = 1. Show that the stabilizer of a spinor for which the two 
invariants are zero (are both different of zero)is isomorphic to H2 (is trivial). 
7. Show that the stabilizer of the Lorentz group acting on the projective Dirac space is 
isomorphic to the Thales group Th(2, JR), i.e. the group generated by the translations 
and homotheties in H2. 

Problem 
We consider the group S£(n, <C) of all n x n complex matrices of determinant one and its 
action on A1", the set of all n x n Hermitian matrices, defined as follow,.,: 

a. Check that the group acts. Does it act effectively? transitively? freely? 

b. Use the property that every Hermitian matrix is diagonizable by a unitary mat.rix and 
the polar decomposition to find the orbits and the strata of Afn . 

c. 'Ve choose n 2. V\'bat are the elements of 11,f2 which describe a densit.y matrix? Find 
the interpretation of the orbits on such matrices. 



Chapter 7 

Axiomatics of spherical 
constellations 

The sph8ricai con;;;t8liations are those defined on the sphere 52. The geometry depends 
on the group which is chosen to act on them. Such a group could be a one which acts on 
52 itHclf. Among thOH(, possible groups, there are the Lorent.z group, the group 0(3), the 
rotatioll group 50(3). 

Definition 7.1 (Constellation) f is called a constellation if it is a mapping of the two­
d'iuwrtsional neal sphere 'in IN such that f-l(N) is a set. He r'e , IN* stands for 
IN - {o}. The trivial constellation e is the zero mapping. 

Definition 7.2 Let v be an elemenl of 52; f(v,) is mllcd the multiplicity of 11. 

Definition 7.3 The order of a constellation f is the nILmber 

w(f) I: feu) (7.1 ) 

Definition 7.4 The appanmt order of a constellation is defined as 

(7.2) 

Obviously 
w'(f)~w(f). (7.3) 

Definition 7.5 The degree of degeneracy of a constellation is defined as 

/:::.(f) w(!)- (7.4) 

If /:::.(j) = O. the constella/,ion 'is said to be non degellerate. 

Definition 7.6 (Ciel) The set of all eonstellations of order n is called the del of order 
n and is denoted Cn . The C'iel of order zero is called the empty ciel. Note that C1 can be 
identified with the itself. 
The union of all Cn '8, from n 0 to 00 is callcd the united del and denoted by C. 

Definition 7.7 (Star) A star is a constellat'ion of apparent order one. A star is said to 
be simple, double tr"iple, ... , O'r of multiplicity n if its aPl}(L'{'ent order equals 1, 2. 3, .... n. 
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Proposition 7.1 There exists a part'ial ordering on the united ciel defined by 

iff \lu E f(u)sg(u). (7.5) 

This relahon defines on the united del a lattice structure. 

Definition 7.8 Oiven two constellations f and g, one defines the 1mion by the relation 

(JUg)(u) = f(u) + g(u) (7.6) 

Proposition 7.2 The union defines an Abel'ian semi-group stmctuTC on the united ciel 

\If,gEC, EC. (7.7) 

The neutral element is the trivial constellation e. 

Definition 7.9 One can associate with a given constellation f a Young diagmm in classi­
fying the multiplicities in the decreasing order. The number of squares is g'/ven by the order 
w(J), the number ofmws by the apparent orderw'(J). A one-column diagram corresponds 
to a nondegenerate constellation, a one-row diagmrn to a star. A Y01mg diagmrn defines 
a class of constellations. A constellation of order 4 belongs to one of the five following 
classes. 

Figure 7.1: Classes of constellations of order 4 

Proposition 7.3 Let G be a group acting on the real sphere. We can make it acting on 
the un'ited del as follows 

\If E C, \lu E \lg E G [p(g)f](u) f(g-lu) (7.8) 

It is a simple matter to verify that the group leaves the classes invariant. Equivalently, 
the classes are subsets of orbits. 

Theorem 7.1 The ciel of order n can be identified, as a manifold 

1) with the symmetrized product S!j / S" , where S" is the symmetric group with n ele­
ments, 

2) with the set of my-polynomials of degree sn, homogeneous with one complex variable, 

3) with the set of my-polynomials of degree n , homogeneous in two complex variables, 

4) with the projective space cn+ 1 / C*, where C* C - {O}, 

5) with the symetr'ic .space SU(n + l)/U(n), 



8:) 

6) with tlu; sP1 of all oricnted of lRn
-i-1, centcr-cd at the 01'igin, having a givcn 

vahte of a2 + b2 (sum of the squares of the 

Proof of TheoT"{;m 7 . .1 - 1) The space 8z I S(n) is compofled of "sets" {Ol. 112 • ... , Un}, 

where thp/Lj's are not llPcessarily distinct. The identification readily follows. • 

Proof of Theorem 7.1 - 2) Consider a polynomia.l of degree '5:71. It can be written in the 
following way: 

Suppose its degree is n. Then it can be factorized as follows: 

]),,(z) = ao(z 

with 

(z -

k 

2::nj n. 
i=l 

(7.9) 

(7.11) 

SUPPOtiC, for instance, that n 8, k = 4. and 'Ill = 3, n2 2, n;l = 1. 114 2. We can 
associate with it the "bet" . Zl, ZI, Z2. Z2, Z4, Z4}, which characterizes a cOllstellation 
by a stereographk projection on t.llC complex lille (Rkmann sphere). Its order is 8 and its 
apparent order is 4. 
\Vhenevcr the degree of the polynomial is less than n, say nl, our factorization is still 
va.lid in replacing n n' roots by 00. Convcrsely, given a constellation of order n, onc can 
assoeiate a polynomial of degree lcss than or equal to n, 'up to a factor·, since and 
.\Pn (z) have the same roots. 

Remark Although Cn is the set of ray-polynomials in olle variabl,' of degree less than 
or equal to 'fl., it iH 1I0t true that C is the set of all ray-polynomials, • 

Proof of Theorem 7.1 - 8) Alternatively. let us eonsider a homogeneous polynomial of 
dep;rec ow' with two complex variables, namely aZl + bz2 . Suppose it is defined up to a 
factor. One can a.'l,sociate with it a C'olllplex number in the extended complex line. This 
complex nUIuber is bla (if a is zero, it is infinite). 
Any homogeneous polynomial of degree n reads: 

(7.12) 

I3ecausc it is defined up to a factor, it can be factorized in a unique way in homogeneous 
polynomials of degree one up to a factor: 

(7.13) 

It follows that thp Sf't of hOIIlOg('JJCOlls polynomials defined up to a factor can bo identified 
with S2/Srt. • 
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Proof of Theorem 7.1 - 4) Any element of (Gn+! has the sequence form (ao, 0.1,0.2, . .. , an), 
with which we associate the polynomial Pn(z) o.ozn + a1 (z)n-l + ... + an. The corre­
spondance is one-to-one. It is also one-to-one for the classes of ccn~1/(G* (ray space or 
projective space) 

(7.14) 

and the dasses of polynomials 

(7.15) 

• 
Proof of Theorem 7.1- 5) Let us make the group SU(n+l) acting on (Gn+l. Let us show 
that this group acts transitively on CCn+l/(G*. To prove it, it is sufficient to show that, 
given two unit vectors 10.] > and Ih1 >, there exists a unitary transformation mapping 
lal > on Ihi >. Let us construct an orthonormal basis lai > (i = 1,2, ... , n) with lal > 
as the first vector, and an orthonormal basis Ihi > with Ibi > as the first vector. It is easy 
to check t.hat the operator 

U = L oijlbj >< ail 
ij 

is unitary and maps la) > on Ibl >. 

Lot u, luok foc th"tabi_ of an element of ~"+, I"', "Y th, dement ( .:. ), whkh 

we decide to write shortly ( ~ ). It is a simple matter to see that the stabilizer is of the 

form U = (~ ~), where B is a row matrix with n elements and D a square n x n 

matrix. The matrix U belonging to SU(n) obeys 

lal2 1, B 0, D'D I d, * DetD. 

This proves that the stabilizer is isomorphic to U(n). It follows that 

(7.16) 

• 
We deduce the following corollaries: 

Corollary 7.1 SU(n + 1) acts transitively on Cn . 

Corollary 7.2 Cn is a symplectic manifold. This property is a consequence of the Kostant­
Sour'iau theorem according to which each coadjoi71,t orbit of a Lie group has a canonical 
symplectic structure. Since the group SUi(71, + 1) is semi-8implc, we may identify adjoint 
and coadjoint orbit8. Adjoint orbits are the ones aS80ciated with the action of the group 
on its Lie algebra. The Lie algebra of SU(n+ l)i8 the set of Hermitian traceless (71,+ 1) x 
(n + 1)-matrice8, Let H be the diagonal Hermitian matrix with 71, times the eigenvalue a, 
namely, 



Proof of ComUa'f'Jj Consi<i('r the adjoint action of a matrix U 

H -> U HU+ = (en DB) (-na 0 ) (n* GI) 
, 0 aId B+ D+ 

Th<, unitary character of U iIllplie,; that 

The connition U HU+ = H implie:s 

!O'1 2 + BB+ 
DB+ 

G= 

1, 

B = o. lod 1, and DD+ = Id. 

It. follows that the stahilizer is isolIlorphic to U (n). 

['moj of Theorem 7.1 (j) Let ns com-lidor the Hamiltonian of the n 
harmonic isotropic oscillator 

TIl(' diff<'r<'utial equation of the movement is 

-x. 

the solution of which is 

x = A cos t B sin t = Re [(A + iB) exp( -it)], 
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• 
dim('nsional 

(7.17) 

(7.18) 

(7.19) 

where A and B are vectors of En. The corresponding trajectory is an ellip:se of equation 
:£2 + y2 1 in the hal-lis A, B. Each solution i,,; uniquely defined hy a complex vector 
of ([;11+1. It. follows that. there is a one-to-one mapping between the set of solutions and 
(CIl+l. 

\V(' have 
dx 

p = dt 

It follow;.; that. tht' en('rgy is given by 

E= 

-Asint + B cos t. 

We readily see that. changing tll(' energy corresponds to changing til(' norm of the vector 
A + iB. Changing tIl(' pha;.;e of this veetor b equivalent. to mUltiplying the vector A + 'iB 
by that is to time translating. It follows that multiplying the vector A + iB by a 
factor is equivaleut t·o changing both energy and time beginning of the motion. Now 
the Cllnrgy of the movement and leaving undetermined the time beginning defines uniquely 
the elliptic trajectory. If w(' choose the vectors A and B along the axes of the ellipse, we 
arrive at the conclusion that the space en <ljtH.l/<lj' can be interpreted as the set of 
ellipses in IRn +1

, centered at the origin and obeying the relation A 2 + B2 constant.. 





Chapter 8 

Ray-polyn.omials and constellations 

8.1 Ray-polynomials of degree two 

L0t us consider an dement a: b: c of P2(D) and an arbitrary element x: y of P1(C). One 
lllay as;;oeiate with them what we call a ray-polynomial of two, namely: 

P( a : b : c, : y) = ax2 + bxy + cy2. (8.1) 

\Vc call roots of this ray-polynomial the element" x : y of PI (C) which makes P( a : b : c, 3; : 

y) vanishing. If we fix the values of a, b, c, we ;;pe t.hat this is a homogeneous polynomial 
of degree two. 

\Ve note that the discriminant 6. b2 4ac of the ray-polynomial is a projective 
quantity (i.c. defined up to a factor). If 6. 0, we have x y as a root. that is 
:1: : y = 1 : 1. If 6. 1= 0, we have x : y x: \Ve do not that a ray-polynomial 
ha.;;; two roots, we prefer to state that a ray-polynomial has a constellation of order two 
as a root, the apparrnt order being one whenever 6. 0. If we remind that PI (C) can 
be identifipd with a sphere of radius one, we sec that. a ray-polynomial of degree two is 
alisociated with a chord of that sphere, the length d of this chord satisfying: OS:dS:2. 

Constellations of order two call also be considered as a special case of a complex 
proj('ctive qua(h·ic. Such a quadric in P,,_I (~) is defined by the equation: 

(x, x, ... x,,) (:: ::: .•• :::)(::) 0, (8.2) 

where. dearly, tho square matrix is an clement of a projective space of dimension n 2 L 
III such a language, cOllstdlatiollf' of order two appear as complex projective quadrics of 
dimension zero. 

More generally, l'Onstellations of any order d can be called alternatively either complex 
projecHve surfaces of dimellsion zero and of degree d or ray-polynomials of degree d with 
two complex variables (or OIl PI (C)). 

8.2 Geometries of constellations of order two 

We aln'ady Raw that one can make the rotatiOll group and the Lorentz group 011 

the sphere. According to the program, the geometry depends on which group is 

87 



88 CHAPTER 8. RAY-POLYNOMIALS AND CONSTELLATIONS 

Length I Stability subgroup Stratum Dimension of the stratum 
d 0 SO(2,R) 82~Pl(fj) 2 

0<d<2 C2 4 
d 2 

I 

0(2,R) P2(R) 2 

acting. Let us start with the rotation group 80(3, It.). It is clear that the length of the 
chord is an invariant. 'When the chord is of zero length (say the North pole), the stability 
subgroup is isomorphic to 80(2, R) (the rotation group around the poles). When the 
chord is a diameter (say the North-South diameter), the stability subgroup is isomorphic 
to 0(2, R). This subgroup contains the rotation subgroup 80(2, R) and any 1r-rotation 
around an arbitrary equatorial diameter. In the generic case (that is, for instance, a 
chord orthogonal to the North-South axis of length d =1= 0, 2), the stability subgroup 
is isomorphic to the cyclic subgroup C2 of order two around the North-South axis. We 
conclude that the four-dimensional space contains three strata: \Ve see that the diameters 
can be considered as real constellations of order two. Each stratum is a union of orbits, 
a<; described in Section 3.11. 

Let us now examine the case where the group is the 80(3, ([:) group. We intend to 
show that the action of this group on can be deduced from the one on ([:3 as 
follows. Let F be an element of ([:3 

F= ( 
z x 

x +iy 
(8.3) 

where x, y, z are complex numbers. Let us denote by F the dass of vectors F defined up 
to a complex factor. F is an element of P2 ([: ) rv(fj 3 /<C. Clearly, the group SO(3, <C) acts 
on P2 (<C), as it was shown in Section 6.10. 

Now, on can associate with any element F a constellation of order two {Zl' Z2} as 
follows: 

F = ( Zl + Z2 
2Z1 Z2 

provided x iy is not zero. We note that 

F ( ;1 ) = (Z2 - zd ( ~l ) 
F ( ;2) (Z2 - Zl) ( ;2 ) 

It follows that the constellation is invariant under the aetion of F. 
Let us examine the commutator of two elements: 

where Zl and Z2 are t,he roots of the following polynomial1 : 

~I 
~l 

in our language, , Z2} is the constellation root of this polynomiaL 

(8.4) 

(8.5) 

(8.6) 

(8.7) 

(8.8) 
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that is 

(8.9) 

TIl(' const.ellation {Zl' Z2} has a vory simple geometrical interpretatioIl, due to the prop-

(ZI - ZD(Z2 - z~) 

Zl Z~)(Z2 - z;) 
-1. (8.10) 

Thi" lIwans that thc constellation {ZI, Z2} is harmonically conjugate to the constellations 
{21' Z2} and {z;, It. is a Himple matter to prove that those two conditiolls ulliquely 
ddines the ('onstellatioll {Zl' Z2}' \Ve arrive at a simple connectioll bet.ween commutators 
and harmonically conjugate constellations. 

Let us HOW examine t.he following peculiar cases: 

• Th(~ constellations {21' Z2} and {z; l z~} are non degenerate (i. e. of apparent order 
two). Since t.Ilt' cross rat.ioH of Eq. (8.10) are equal, we know that there exist." a 
homographic transformation which maps t.he points Zl, ZI. Z2 on the point" ZI. 
Z2' z;. z~, respectively. ThiH is equivalent to say that there exists Ii transformat.ioll 
mapping the const.ellation {ZI) 22} on the constellation {z~, generated by the 
cOllstellation {Zl' Z2} (that i". with {ZI, Z2} as a fixed constellation). 

• Let, us now suppose that and {z~, z;} arc real constellatioIls. that is they 
correspond to diamc1.ers of the R.iemann sphere + 1 z~z~' + 1 0). The 
COIlJIllutator of t.hese two con'ltellatiolls is the diamet.er perpcndi('ular t.o the given 
diameters. This correspouds to the vector product in the t.hree-dimensional real 
space. 

• One of the two constellations, say {z;, z;} is degenerate; this means that we lllay 
write z~ = z~ z'. One obtains: 

----'---'--, z' } 

• Both ("()llstdlatiolls are degenerate. One can :,et: Zr = Z2 

Thcn 
- {'l ~'} - _,.:w 

(8.11) 

z and zi z'. 

(8.12) 

• Suppose that Z2 z~. The commutator of {2r, Z2} and {Z~) 22} is just. {22' Z2}' 

• Whenever Z1 + Z2 = zi + Eq. (8.8) is of degrec one. Sillce we are working with 
projectivE' spaces, we must. say that one of the two roOtH is infinite. The commutator 
of {z],zd and {zi,z~} is {oo, +z2)/2}. 

We can make the following statement: 

Proposition 8.1 With (;ach ray of the compie:); Lie algebra of 8L(2, C) can be associated 
a constellation of order" two denoted {ZI' The constellation {Zl' Z2} associated with 
the camm11tator [{ Zr, { zi, z~} 1 is the one given by the CTOS8 pTOd'U(;t conditions: 

Perm ({zJ, (8.13) 
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wher-e Penn r-epr-esents the permanent of the matrix: 

(8.14) 

Let us precise that a permanent is computed &<; a determinant, except that all are 
plus It is symmetric with respect to the z/s and with respect to the As 
we are to show, our proposition generalizes the concept of harmonically conjugate 
constellations to an arbitrary order. It shows also that this concept is intimately associated 
with the notion of constellations. 

8.3 Geometry of constellations of arbitrary order 

Let us consider two constellations of order n, namely 

(8.15) 

They will be said to be harmonically conjugate (h.c.) if their permanent product, defined 
as 

(Z, Z) 

Zl Zl Z2 ... Zl - Z" ) 
Zl Z2 Z2 ... Z2 Zn 

... ... .., 
Zn - '" Z" Zn 

(8.16) 

with 
Perm (z; Zj) = L (8.17) 

permut 

with the summation extending to all permutations a of the is zero. 
It is clear that the permanent product is symmetric with respect to the z;'s aIld with 

respect to the Z; '5. It follows that the permanent product is of the form 

(Z, Z) L >'kSdzl, z2,.", Zn)Sn-k(Zt, Z2,"" Z,,), (8.18) 
k=O 

where Sk(Zl, Z2, ... ,zn) denotes the symmetric function of order k, namely 

(8.19) 

and the >'k are constants to be determined. It is easy to obtain t,hem in supposing all Z; 
equal to Z and allZi equal to Z. \Ve get 

Since 
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OlIP obtains 

(8.20) 

Remarks 

1) Two constl'llations of order n which have more than n/2 stars in common are tri-"i",lIv 

h.c. (This readily follow8 from the fad that lIlore than a quarter of tIl(' matrix would 
be cOJllposed of zeroes). 

2) Two constellatiolls of order one art' h.c. if and only if they arc equal. 

3) Any constellation of odd order is self h.c. This property follows from the fact that 
any alltisymmetric matrix of odd dimension has a null permanent. 

4) Missing star property: Given two coIlstellatiolls { Zl , Z2, ... , of order nand 
the' other Z {Zl, Z2,"" Z,,-l} of order n. 1, there exisb, a unique star Z" such 
that 

... ,Z,,-bZn}) O. 

This follows from the fact. that this equation is of degree Ollp in Z". 
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Exercise 

1. A constellation {a, b, c, d} of order 4 can be considered 8.<; the union of two constellations 
of order 2 in six ways. Show that if x denotes the value of the cross-ratio of one pair, the 
other cross-ratios have the values I-x, I/x, I-I/x, I/(I-x), and 1 1/(l--x}. Show that 
these values are distinct except when x takes one of the values -1,2, or -1/2 (harmonic 
constellations) or one of the two values -1±iV3/2 (antiharmonic constellations). Show 
that the function 

J(x) 
(x 2 -x+l)3 

27x2(x 1)2 9 

characterizes the constellation of order 4. Check that 

J(x) {[(a b)(b- d)(d aW + [(a - b)(b d)(d - a}p + 
[(a - b)(b - d)(d c)(c - aW } I [(a - b)(a - c)(a d)(b - c)(b d)(c - d)]2. 

Express J (x) in terms of the variable u = x + 1 I x. 



Chapter 9 

Projective classical groups 

\Ve lllay com.;i(h,r that we have defined in Chaptcr 8 the permanent product of two con­
"tdlatioIls on IC. \Vhcrl0ver this product is zero, we say that the constellations are har­
IIlollically conjugaw. TheIl. we have Rhown that the notion of harmonic conjugation may 
be extended to COllHteliatiolls 011 the extended plane, that is on PI (C). \\'e will Hce that 
the sky of collstdlationH of order n is isomorphic to Pn(C). The harmonic conjugation 
defineH a symllletric or ant.iHyrmnetric scalar product on the projective space, according 
to the parity of n. This to define the projective groups PO(n + 1, IC) if n is even 
and PSp(n +- 1, <C) if n is odd. These t.wo groupH have til{' Lorent~ group and t.he rotation 
group SO(3, Il) as subgroups. SOUle applications are ohtained about the Clebsch-Gordan 
product." of cOIlHtdlations. 

9.1 Harmonic conjugation of constellations on C* f",./ 

P1(C) 

Ld A he all element of P,,(<C) repres("nted by a nonzero complex column of <Cll~l 

where ,,\ it; a nouzero complex number. 
VVe associate with A the collstellation Z = [ZI' 

of the polynomial 

a -" 0"" 

(9.1) 

where the Zi are the roots 

(9.2) 

That con"t.dlat.ioll is defined on PI(C) since whenever 0,0 al ak 0 with 
ak+1 f 0, k + 1 of those roots are infinite. 

The relationship bctweell P,,(<C) and constellations OIl PI(C) defines a bijectioll be­
twcell P,,(C) alld the sky en of cOllRtellations of order nOll P1(C). Then we can writ.e 

(9.3) 
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We must interpret the harmonic conjugation in Pn(C), For this purpose, we introduce 
the following (n + 1) x (n + 1 )-antidiagonal matrix g: 

0 0 (} 0 1 
0 0 0 -1 0 
0 0 0 0 0 

(9.4) g= 

0 -(-t 0 0 0 
( --)" 0 0 () () 

and the bilinear form (A', A) = AltgA associated with it. It is now a simple matter to 
prove that 

(A', A) taoa~(-)kSk(ZllZ2, ... 'Zn)Sn-k(Z~'Z;' ... ,Z~)/ (~), (9.5) 
k=O 

which is simply 
(9.6) 

We see that orthogonality defined by the matrix g is equivalent to harmonic conjugation. It 
follows that the groups whieh preserve the harmonic conjugation in Pn(C) is identical with 
the linear group on C n+1 which preserves the bilinear from g. This group is isomorphic 
to PO(n + 1, C) if n is even and to PSP(n + 1, C) if n is odd. They are the projective 
complex orthogonal group and the projective complex symplectic group, respectively. 

9.2 The Mobius (Lorentz) group 

The connected Mobius group is the group of homographic transformations 

az +b 
(9.7) z--+ 

that is the projective linear group PGL(2, C)",PSp(2, C)",PO(3, C) acting on Pl(C), 
The full Mobius group is two-sheeted. It contains homogTaphic and anti homographic 

transformations: 

z 
az* + b 
cz' + d' 

(9.8) 

where z* is the complex conjugate of z. The full Mobius group is the group of all holo­
morphic and antiholomorphic mappings which map the set of circles and straightlincs 
int.o itself. It is e&'iy to verify that the Lorentz group including parity or time-reversal is 
isomorphic to the full Mobius group. 

Any Mobius transformation may be considered &e; a sequence of transformations of the 
following kinds: 

• translations 
• dilations 
• inversion 

and, eventually, 

z--+z+n 
z --+ )'z 

z--+l/z 
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• a complex conjugation z -; z' 

11, is a very i-iimple matter to verify that snch transformations on constellations preserve 
the harmonic cOJ]jugation. It followH that the homographic tn1lli-ifonnations of the Mobius 
group form a subgroup of PO(n+ 1, l1:n or P5P(n+L <c). The representation iF; irreducible 
<l.i-i it followH from tl](' da.'ii-iieal work by Bargmann on the rotation group and polynomials. 
This repwHcntatioll iH oftcn denot.ed by D jo • with n 

Clearly the ant.ihoIllographic transfromatiolls act antillnearly on P,,((f~). It follows that 
we can ('ollsid('l' Djo as a corepn'sentatioll j 

9.3 The projective unitary group PU(n + 1) and the 
rotation group 80(3) 

Let. us consid<'r a Hilbert sp<tcP H of dimcnsion n + 1. The pure statps u,,'isociat,ed with 
it are not vectors bnt rays, They form the projective space P(H) isomorphic to P,,(<C). 
The canonical transforlllations of H are the unitary operators: they form a group U(H) 
isomorphic to U(n 1). [t is the group of linear transformations which preservps the 
Hermitian ::;acalar product < "~)1 > up to a phase, that is which preserves the eX1Prf~ssiion 
1 < 11/'2 > 1 or, equivalelltly, the quantity 

(9.9) 

The group action of U(H) 011 H (or of U(n 1) 011 (jjIlH) induces an action on the set of 
;;tat.es P7l(<C)' The gronp which acts Oll Pn(~) is usually denoted PU(n + 1). It can be 
defined eitlJ0r as dw group preserviug the vanishing of the permanent product or as t.he 
one pn~serving t.he orthogonality of states. 

This last definitioll invites us to express the orthogonality of states ill terms of C011-

stellation language. For this purpOS(~, we introduce the notion of antipodal constellation. 

Definition 9.1 The antipodal constellation of 
- z;-l, .. ~ 

i8 the constellation [-Z;-l , 

The ('XPWSSiOll antipodal is justified by the stereographic projection relating PI (<C) and the 
Riemanll sphere 52. Two constellations are antipodal if are symmetric with respect 
to the ccnter of the sphere. 

Definition 9.2 A constellation will be said to be r'eal if 'it is equal to ds antipodal. 

This denomination follows from the following property. If we identify antipodal points 
on 52, we get t.he projectivo space P2 (lR). Then. any real constellation of order 2n will 
appear a" a constdlatioll of order on P2(lR). In other words P2n(JR.) is the sky of order n 
of P2 (lR). 

We now have' the following proposition. 

corepn'H('ut,ation a representat.ion where some ek'ment,s of t.he group are r('presented ant.ilinearly. 
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Theorem 9.1 Two constellations Z and Z' of order n are associated with orthogonal 
states if and only if Z' is harmonically conjugate of Z , where Z denotes the antipodal 
constellation of Z. 

Proof Let lIP > be a representative of Z in <C n+ I and 17// > a representative of Z'. 

According to (9.5), we have 

taoa~(_)n-kSn_k(Zl'Z2,,,.'Zn)Sk(Z~'Z~'.,,,Z~)/ (~) 0 (9.10) 
k=O 

Since 
Sk(Z~, ... ,z~) (- )n-kSn_d -z;', 

The theorem follows • 
Remarks 

1) In the case where n = 1, harmonic conjugation is equivalent to equality. It follows 
that orthogonality coincides with antipodality, as it is well known for spin 1/2 states 
and for polarisaion states of the photon on the Paine arc sphere. 

2) The orthogonality relation may be written in the permanent form as follows 

< Z/Z' >= O"'Perm [1 + = 0 

3) The group which preserves both harmonic conjugation and orthogonality is the in­
tersection of PU(n + 1) with PO(n + 1, <C) or PSp(n + L <C). It is isomorphic to 
PO(n + 1, lll) or PSp(n + 1, R). 

Let us examine the 50(3, R) subgroup of the Lorentz group. It is the group of 
homographic transformations of the form 

Z-' 
az+b 

+a* 

By performing that transformation on Z and Z', the permanent of 1 + zr Zj is simply 
multiplied by a factor. It follows that 50(3, R) preserves the orthogonality property 
and that Dio is a unitary representation of 50(3, R). 

4) \Vhen n is even. that is when states are those of integral spins, the representation 
of 50(3, R) is real since SO(3, R)cPO(n + 1, R). We note that real constellations 
only appear in those representations. 

5) \Ve have the following corollary. Two real constellations of order two are harmonic 
conjugate if and only if their corresponding diameters are perpendicular. 



Chapter 10 

The spherical rotation constellations 

10.1 Irreps of SO(2, R) rv U(l) 

Strictly speakill1';, thp, 1';1'OUp 50(2. JR) is the group of all real unimodular orthogonal 
2 x 2-lIlatriccs. that is til(; matrices of the form: 

R(¢) 
(

COS 4> 
sin 4> 

where O:S:¢ < 271". 

Sill 9 ) 
('os 9 (10.1 ) 

Tlws(' matriccs arc irrp,dllcible on the real field of llumbp,rs, but they can be reduced 
OIl the colllplex !lumher field. In fad, a change of basis puts t.hem in the form 

( o (10.2) 

This proves that tiw group 50(2, lH) is isomorphic to the group UtI). 
U(l) is an Ahelian group. We know that snch a group ha.'l irreducible represell-

t,ations (irreps) of dimensioll one. It is, moreover, a compact group. It follows that all 
its irwps are unit.ary. These two conditions show that the element exp( ir]J) is represented 
by 11 llullll)('r of modulus one, say cxp[im(<!»], where m is a function to be defined. The 
neutral elemC'nt corn1Bpolld to 9 = O. WC' must have 

exp[im(O)] exp[irn(o)] exp[i1n(¢)], for any value of ¢. 

This implies that 
exp[im(O)] 1, that is O. 

The fUllction ru( 9) must satisfy the condition 

+ m(¢') + ¢'), 

which IIlPam; that for ¢' infinitesimal, 

rn(¢) + Tn(do) 
dm(4)) 

m(<!» + ~d-' -dq). 
.([) 

Let I1S choose 9 = O. \Ve get 

m(O) .dm(O)d 
-- <P 

d¢ 

97 

( 10.3) 
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Since m(O) 0, one gets dr;,~¢) = constant. Let us denote this constant by m. We obtain 
in integrating: 

m( r/J) = m¢ + constant. (lOA) 

The constant is zero (take I/> = 0). It follows that the element exp(i¢) is represented by 
exp(iml/». 

Since the element ¢ 211" must have the same representative than the one for which 
¢ 0, the exponential exp(2im11") equals 1, which means that m is an integer. 

An irrep of U(l) is then characterized by the choiee of an integer m. We will eall sueh a 
representation Dm. We already saw that the group U(l) has two faithful irreps assoeiated 
with the values m 1 and -1. For them, the kernel of the representation contains one 
element, the neutral one. If Tn = 0, we get the trivial representation. Its kernel is the 
group itself. For another integral value m, the of the representation eontains m 
clements, namely the elements ¢ 0, Tn m ... , m 

If we except the trivial representation, all the irreps are complex representations. In 
order to obtain the irreducible real representations, we have to take the direet SlIm of the 
irreps Dm and D_m. We get the set of matriees 

( 
c~s m¢.. - sinm,¢ ) 
smm<p cosmq; 

(10.5) 

10.2 Irreps of SU(2) 

Here we follow the paper by Bargmann on this subject. The group SU(2) acts on the 
space (C2. Let ( and (I two vectors of (C2, with components t,,Tl and e, T/', respectively. 
The inner product is 

(*.(' = C( + T(T/. (10.6) 

Let U be a matrix of SU(2). It satisfies 

U+U Id, that is U- l = U+, and DetU = 1. 

The inverse matrix of the unimodular matrix U ( ac db) l'S ( _de -b) I d'· a . ts a Jomt 

is (~: ~:). It follows that a matrix of SU(2) is of the form 

(10.7) 

We may set 
a cos(<p/2) -, ib3 sin(¢/2), b = -i(bl + i~) sin(¢J2), (10.8) 

where bl, b2 , b3 are real quantities satisfying bi + b~ + b§ = 1, and if:; runs from 0 to 411". 
For bl = b2 0, b3 = 1, the matrix U may be written 

U = ( exp( -il/>/2) 0 ) 
o exp(i¢/2) 

(10.9) 

corresponding to the subgroup U(l) with I/> running from 0 to 411". 
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Let Wi illtro(ll1cC the Hilbert space H of entire analytic functions f( 0, with the fol­
lowillg inner product: 

(f,g) = J exp( -c .(')dl1.( (), (10.10) 

where 
dl1,(() d(ReOd(lm Od(Re 1])d(lm 1]). (10.11) 

Let us find the cxprcsliioll of the inner product of f and 9 in the expansion coefficients of 
their power HCriCH. For that, we compute the inner product (Crl, E,a

l

1]b
l

) and we introduce 
polar (:()ordiJlat(~H f, T0Xp(io:), 1] = sexp(iB). '''Ie have 

dl1.( () T8drdsdnd,f3, 

ami 

(Crt 1]b
l

) J 
0, if a i a' or bib' 
albL if a = al and b = b' 

It followH that all orthonormal complete lid is given by t,he Het of mOllomials . 
If we write the ('xpansion 

f(O 
E,arl L fa,1i VOTbl' 

a,b a .. 

one obtains: 
(J,f) L Ifa,bI

2
. 

a,b 

Note that the fuuction f bdongH to H if and only if this sum iH finite. 

(10.12) 

(10.13) 

(10.14) 

The Hets HJ of all homogeneous polynomials of degree 2j (j = 0, 1/2, 1,3/2, ... ) form 
orthogonal HubHpaceH. A polynomial of H j Hatisfics 

(10.15) 

Coherent states They are labelled by elements of (]j2 Let. z be an clement of ([;2. We 
aSHociat.e with it the following function of H: 

(10.16) 

It i.'i a HilIlJll<~ rnatt<'r to verify that coherent states belong to H. vVe have 

exp(zl*.Z). (10.17) 

Creation and annihilation operators '''Ie consider t.he polynomial basis in Hand 
the four following operatorH ading on them: 

• creation opm'ators: E" 1] : muit.iplication by E" by 1] : 
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• annihilation operators: !Jr, (partial derivations) . 

They satisfy the commutation rules: 

all other commutators being zero. 
Let us show that e and -& are adjoint operators. 

(Crl, U:,a'r/") = (ert E,a'+lr/,,) = a!ba.a'+l 

(~E,arl,ealrl) = a(C1rl,ea'rt = a.(a -l)!ba - 1•a , 

We check that these two inner products are equal. 

(10.18) 

Unitary operators Tu One can associate with each unitary operator U on ([:2, a unitary 
operator Tu on H, as follows 

(Tuf)(O = f(U+() (10.19) 

Because the measure in (10.8) is invariant under U, the operators Tu provide a unitary 
representation of the group SU(2). 

It is easy to check that the subspace H j of homogeneous polynomials of degree 2j is 
invariant under the transformations Tu and that the restrictions to the H j 's subspaces, 
being of different dimensions are inequivalent. Now, an orthonormal basis of H j is provided 
by the funetions 

--;:~====;===~, m = j;j l,j 2, ... , (10.20) 

This representation of SU(2) will be denoted by D j . We will admit the irreducibility of 
those representations and their completeness. 

Note that if U is given by (10.7), one obtains 

(ae b*ry)Hm(be + a*ry)j-m 

J(j + m)!(j - m)! 
(10.21) 

We saw that if b 0, U ha.'> the form (10.9) corresponding to a subgroup U(I). One gets 

Tuv!r, exp( ·-imdY )v;n' (10.22) 

10.3 The irreps of 80(3) 

In Chapter 3 we have proved the isomorphism (Eq. (3.9)) 

SU(2)/Z2""SO(3, R). 

It follows that not all irreps of SU(2) are irreps of SO(3, R). For an irrep of SU(2) to be 
an irrep of SO(3,R), it is necessary that the matrices Id and -Id are represented by the 
identity operator. We have, from (10.21), 
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and 

\Ve ~ee tllat wc ohtain au irrcp of SO(3) provided 
integ<'r. 

is an eV(,1l imeger, that is j is an 

10.4 Spin states and Vilenkin representation 

\V<, rmnind the reader that a st.ate ill quantum mechanics i~ a ray of the Hilbert spa<>e of 
states. It follow~ that a stat(' of spin j ii:i represented by a homogeneous polynomial of 
degree 2j ill two complex variahles 111) to a factor, that is by a ray-polynomial. A ray­
polYllomial is uniquely defined by its 2j roots. those roots being possibly infinite. 
Usillg a stereographic projection, W(~ see that a state of spin j is represented hy a spherical 
constoliation of order 

We readily 1Iote that this description creates a close rclatiOlh<;hip between the rotatioll 
group and spin states, even when spin is half an integer. Said ill another way, the rotation 
group acts dfectivpiy on spin sta/;e8, aIt,hough it doeH not act effectively on spinors. 

III the I3arglllaJlIl representation, the Lie algebra lIa" a" a bfl.c;is t.he following valUCH 

. {) J 
-!- U7 {)( '3 (10.23) 

Vilenkill considers a homogeneous polynomial of degree 2j, say f (f" 1/) fl.S a polynomial of 
d(~gn'e less than or equal to 2j, in setting it ej f(I"7/~)' Denoting the variahle 1//E, by 
and f(l, z) by tIl(' ba;;i;; (10.23) becomes: 

1 

2 
2 d z )­

dz 

The scalar prodllct I)('comes 

where =:c +iy. 

i 
.12 = --(1 + 

2 
d 

The orthonormal bm;is is givCll by the monomials 

+ijz, Ja=j 

m j,j -1,j - 2, ... , 

d 
(10.24) 

(10.25) 

(10.26) 

The corresponding statm;l are mmally denoted Ijm >. They are known as the canonical 
states. The associated constellation is composed of 2j Htars, 2m stars on the North pole 
(::: 0), 2j - 2m stars OIl the South pole(::: (0). 

afC' llofmalized vect.OfH up to a phasE' factor. 
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10.5 The projective complex Lie algebra and constel­
lations 

Let us introduce the following basis in the complex Lie algebra: 

d 

Note the action of these operators on t.he canonical basis 

+ 1 >, 

LlJm >= J(j + M)(j - m + l)ljm - 1 >, 

1-lj-j>=O 

(10.27) 

(10.28) 

(10.29) 

(10.30) 

(10.31 ) 

(10.32) 

The state lim > is unchanged under the operator J3 , as it is unchanged under any operator 
of the form exp( -icfyJ3 ) , that is under rotations around the third axis. This property ha..'l 
a trivial geometrical interpretation. Obviously, the stabilizer of this state is isomorphic to 
SO(2, JR) except in one case: the state IJj /2 >, when j is an integer; such a state is also 
invariant under any rotation of angle 7f around an equatorial axis; then, its stabilizer is 
isomorphic to the group 0(2, JR). 

The operator J+ transfers a star from the South to the North pole, the operator J_ 
does the converse. Obviously, whenever there is no star to be transferred, the action is 
impossible and the result is zero, namely the constellation of order zero. 

These results carl be generalized. First, we note that to be an eigenstate of J 3 is 
a projective property in the sense that an eigenstate of J3 is also an eigenstate of any 
operator of the type )"J31 where).. is an arbitrary complex number. Two linear complex 
combinations of the form aJl + bJ2 +cJ3 and )..(aJl + bJ2 + cJ3 ) have common eigensta.tes. 
We may associate with such a three-dimensional complex ray F a constellation of order 
two. We do it as follows. We take as matrices 2J1 , 2J3 their representatives in spin 
1/2 representation, that is the Pauli matrices. Then, we write 

O'(F) ( 
c a ib) 

a + ib -c . (10.33) 

We associate with it the constellation {ZI; Z2} as follows: 

Then, 

-2 
-(Zl + ) (10.34) 

We note that Det[O'(F)] = - Z2)2 is zero if and only if the constellation is degenerate. 
We also note that its eigenvalues are ±(ZI Z2)' They are distinct if and only if the 
constellation is not degenerate. 
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Tlw ray F will be said to be' real if onE' of it" representative is real. It is easy to 
show that, in such a case, Zj f 22. A real ray satisfies the condition: O"(F)t ACJ(F) 
(H(~rmitian up to a ('Olllplcx factor A). Let us prove that, ill that case, the constellation 
lie" on a diameter. Tak(' the Hermitian conjugate of (10.34). 

O"(F)+ (2; + + ~. 
~1 0"_ 

...".* ..,.* 1 1 1 
+ + 17 t- - --17_, 

~1~2 
~. 22 zi zi "'1 

By cOlllparair-;ol1 with Eq. (10.34), we get. the conditions for 17(F) to he Hermitian up to 
a factor: 

It. is a r-;implc mallm to prove that they arc equivalent. to the unique condition: 

+ 1 = 0, (10.35) 

which rlH~an" t.hat the "tars {zd and {22} are orthogonal, i.e. diametrally oPPof'ite on the 
sphere. \Ve arriw at the following theorem, 

Theorem 10.1 The constellation of order' two associated with a complex ray Flies 

1) on a p()'int, if 17(F) is degenerate. that is if Det[17{F)] = 0, 

2) on a chord, if 17(F) is non rie~ltneT'l;,te, 

S) on a dia:mrter, if O"(F) is Hermitian ~lP to a factoT. In this last cast. the constellation 
is said to be 1mL 

Let us state another thoorem. 

Theorem 10.2 The following assertions hold 

1) The (:oT/stella/,ions a:;sociated with the eigenstate.s of 0" (F) are {2 d a.nd { 22}, if 17 (F) 
is non degenem,te and ILssoc'i,ated with the cow,tellation These eigenstates 
a1'l! or,thogonal (and theiT associated constellations diametrally if and only 
if is rml (ZIZ2 + 1 0). 

2) The constellation associated with the eigenstate of17(F) is (z) z.f17(F) is degenerate 
and associated with the constellation (z, z). 

The.'w two T'!;s1dts can be stated 'in the following way: 

The eigenmnstellations of (Zlo Z2) aTe those of or'deT one which can be defined 'with 
the aid of the "tars (zd or 
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Proof The proof of this theorem is quite simple. 

If Z1 i= Z2, we get two distinct eigenstates. If Z1 

two equations, the unique eigenvalue is zero. 
Z2, one cannot distinguish between the 

• 
Let us examine the three following C&'les. For that purpose, we write 

a(F) (10.36) 

1) Zl 1, Z2 = -1, a(F) = aI, 

2) Z1 = i, Z2 a(F) = a2, 

3) Z1 = 0, Z2 00, a(F) = a3, 

In Fig. 10.5 we see the geometrical interpretation of those formulas. To be an eigenstate 
of the matrix ai means to be invariant under rotations around the ith axis. 

z =-i 

Figure 10.1: Geometrical interpretation of the eigenstates of the Pauli matri­
ces. The stereographic projection is taken from the South pole on the equato­
rial plane. 

10.6 Eigenconstellations of J (F) in representation of 
spin j 

The above results can be generalized in replacing the spin 1/2 representation a(F) by the 
representation J(F) of spin j. The result is the following. 

Theorem 10.3 Given a constellation (Z1, Z2) associated with the matrix a(F), the eigen­
constellations of its representative in the spin j representation are the constellations of 
order 2j of the form Zr, ... , Z1, Zz, 22,· .. ,Z2)' If 21 of Z2, they are 2j + 1 in number 
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and apparent order 1 or 2. fr Z1 = Z2, ther'e is a llniquc cOf}Btellat'ioTl of appar'cnt order 1 
whu:h will be called a Bloch constellation. 

This simple result is proved as followH. Let 

J(F) (10.37) 

he' the representative of a(F) in t.he representation of spin j. It is a simple calculation to 
verify that the state 

J )-rn 

LL 
lII=-j k=O 

(where), is it half-integer obeying ) is an eigem:tat.e 

We know that, a statc of spin j is descrihed by a constellation of order 
is the followillg ODC. Let 

2> + ... + 

IJm >, 

The relationship 

j> (10.38) 

be sllch a state. The &<;sociatcd constellation is (Z1, 22, ... , 

the relations 
where the Zi arc defined 

(10.39) 

S2j = ZI Z2 .•. Z2j 

where the summation is made on all combinations (elementary fllnctiolls). \VE' verify that, 
for j = 1/2, we ar(' back to the relations already writtell. 

It is not difficult to show, after a slllall combination calculation, that the state le/1,>, > 
is reprCHented by the' constellatioll Z}, ... , Zl, Z2," ., where the multiplicity of Zj is 
2,\ and the one of Z2 is 2j - 2),. In the peculiar case whe're Zj = zz, all the IlPA >'8 coJllaI)Se 
ill a single state with tliC' corresponding eigenvalue zero. Such a state has a nice property 
which we are going to describe. 

10.7 Rushin-Ben-Arieh property of Radcliffe-Bloch 
states 

A state of spin j associated with a star constellation can be parametrized by spherical 
coordinates B, $. It will be denoted IJB¢ >. Such states were introduced by Radcliffe 
under thp llamc of sp'in cohC1'ent states. Such a llamc is ill agreement with the Perelomov 
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general definition of coherent states associated with a Lie group. According to Perelomov, 
a set of coherent states is associated with a homogeneous space of the group. Moreover, 
it is also in agreement with the restricted definition of coherent states we have proposed, 
namely the homogeneous space must be canonically symplectic (coadjoint orbit) in order 
to have a classical interpretation. It is the case for the Radcliffe spin coherent states, the 
sphere being a canonical symplectic orbit of the group 80(3, JR). The classical model 
of spin associated with this structure was discovered by Kramers, then studied by the 
Author. A modern description can be found in a book by Souriau. 

The sphere of spin coherent states may be seen as the sphere known by physicists 
as the Bloch sphere. Two physicists, Rushin and Ben-Arieh, have shown an interesting 
physical property of such states. They proved the following property for an arbitrary state 

1 
!:!.11 !:!.12 2: 21 < 13 > 1 (10.40) 

where !:!'1; = V < (Jj- < 1j > )2 > and the signs < ... > denotes the mean value of an 
operator in an arbitrary state Iw >. In particular, 

< 13 >=< w1131'!jJ > (10041) 

The Radcliffe-Bloch state minimalizes the inequality (lOAD). 

10.8 Spherical constellations and classification of pure 
spin states 

Pure spin states of the electron (spin 1/2) are simple to classify. They all look the same. 
An electron in a pure state hac'! always its spin up. vVe only have to specify in which 
direction its spin is pointing. If it is in an eigenstate of 0'3, it is said to point in North 
direction or in South direetion, according to its eigenvalue. We can always state that 
it is pointing in a direction which may be called afterwards the North direction. More 
generally, we know that the set of spin states form a sphere and it is always possible to 
say that the spin is up in some direction. Obviously, we prefer to choose three axes Ox, 
Oy, Oz on that sphere which a.re related to physical objects such as a magnetic field and 
to admit that the direction of the spin is along some axis defined by a unit vector n with 
components sinOcosd> along Ox, sinOsind> along Oy and cosO along Oz. Then the spin 
is in eigenstate of O'.n, with a positive eigenvalue. We note that its state is invariant 
under the subgroup 80(2, JR.) of rotations around n and the set of states is the manifold 
80(3, JR)/SO(2, JR), that is the sphere 8 2 . We understand now why we say that all the 
spin states look the same; they all have the subgroup 80(2, JR.) as a stability subgroup. 

vVe intend to classify in an analogous way pure spin states for any value of the spin. Let 
us start, as an example with spin one states. Spin one states are described by constellations 
of order two on the sphere. In the general case, a constellation of order two is composed of 
two stars pointing in directions nand n ' and the stability subgroup of such a constellation 
is a subgroup generated by the rotation of angle 11' around the direction n + n'. It is the 
cyclic group with two elements. There are also two particular cases, the one where the 
vectors n and n ' are equl and the case where n + n ' O. In the first ca.'3e, the stability 
subgroup is 80(2, JR.); in the second, it is 0(2, JR.) because we have to take into account 
all the rotations around diameters orthogonal to n. Therefore, there exist three kinds of 
spin states of spin one, namely: 
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• The generic case. The set of such states is 50(3, .II1)/C2 . The apparent order of the 
associated cOllstdlatiolls is t.wo. 

• The degenerat.e ca.'.;p. The corresponding set is 80(3, 1R.)/SO(2, 1R). The apparent 
or<kr of the associat.ed cOlltotellatiolls is one. 

• The s]wcial case. The corresponding set. is 80(3.IR.)/O(2, JR.). The apparent. order 
of the associated constellations is two. Note that thcy are real constellations. 

Let. 11S sel' how the' so-called eanollical states are relatedto this elassifieation. The 
erate caHe corn~sp()nds to tiJ(' addition of two I'pin one-half "spin up". This is the case of 
a Hpin noted ill > or 1 I >. The special cas(' correHponds to the addition of a spin 
one-half "Hpin up" and a Hpill oue-half "Hpiu down", that is a spin of the kind 110 >. \Ve 
note t.hat the canonical Hpiu :st.ates are the most symmetric :states, but that these state:s 
are ('xceptiol1nal olles: their symmetry is quite large. 

Before illvcstigatilllJ; higher values of the spin, we note other interesting properties of 
canonical st.ateH ill relationship with constellations description. They are showl! on Figure 
lO.8, where the vector n is chos(~ll to point in the North direction. \Ve 110te the three 
following properties: 

1) All these states are eigenstah's of the operat.or h. This implies that they are also 
eigenstates of the operator cxp( -i¢h), for an arbitrary value of 9. This property may 
be ;;tated in another way: these states an: mvariant under the gmnp 50(2, JR) generated 
by J3 . Thi;.; is an obvious statement. if we look for the cOllstellatrion description of these 
Hiates. 

2) It is well known that we go from the stat.e 11 ~ 1 > to the state 110 > and from 
the ;.;t·at(~ Ill) > to the st.ate : 11 > by making the operator But the way this 
operator is acting is obviouH ill the const.ellation language. It arises OIle ;.;tar in the North 
direction. Once a.ll stars are "up", the operator becomes powerleKs. \Ve readily note 
that the operator J_ operates in t.he oppo.site way, pushillg the stars "down". 

c o o 
II -I> 110> II 1> 

Figure 10.2: Canonical states 

3) The n11mb(~l' of canonical states is the l111mber of ways to put t.wo stars at the end 
of a diameter. that iH three. 

Those three properties may be generalized to the ease of spin j stat.es. \Ve state them 
without proof. 

Theorem 10.4 CanoT/.,tcal states are described by constclla,tions of order 2j 'Which are 
inll(wiant under T'OtatioT/.s around a (Hametc.,.. They are 2j + 1 in number. The 
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operator J+ transforms the constellation {2m,2j 2m} into the constellation {2(m + 
1),2(j m -I)}. Ifj is half an integer, these states belong to j + 1/2 distinct orbits 
isomorphic to S2 (SO(2, JR) as a stability subgroup). If jis an integer-, these states belong 
to j distinct or-bits isomorphic to S2 and one to an or-bit isomorphic to SO(3, JR)/O(2, JR). 

The following question arises: what is the space of orbits of spin one states? In order 
to answer that question, we must note that the angle between the vectors nand n' is an 
invariant under rotations. It follows that the space of orbits is isomorphic to the interval 
[0, as shown on 10.8. 

o 1t 

~~----~~--~ 

Figure 10.3: Space of orbits of spin one 

We now turn to the classification of orbits of spin states for an arbitrary value of spin 
j. Our way of solving this problem consists in answering the question: Given a closed 
subgroup H of SO(3, JR.), how many points can be put on the sphere in such a way that 
the associated constellation has H as a stabilizer? 

Let us first consider a stabilizer of the type Cn , the cyclic subgroup of order n. Let 
II be the axis of rotations of angles 27om/n which form the group en. It is clear that the 
stars associated with a constellation invariant under en are necessarily either on the axis 
II itself or at the vertices of a certain number of regular n-polygons perpendicular to ll. 
For en to be the stabilizer of a state, it must be the maximal subgroup which leaves the 
state invariant. This implies that the constellation must contain at least one n-polygon, 
since without any polygon the stabilizer would contain SO(2, lR) as a subgroup. Because 
the number of stars on II is unlimited, a necessary and sufficient condition for en to be 
the stabilizer of some state of spin j is 2j ;:::: n. 

Let us now examine the case of dihedral groups Dn &S stabilizers. Let II be the n-axis 
of symmetry and II the corresponding diameter. The 2j point.s must be situated on II 
in even number and on the vertices of n-polygonals, with n ;:::: 2. We must. distinguish 
between the two following cases: 

1) There are nonequatorial polygons. Their number is necessarily even, due to the 
symmetry properties of Dn. This corresponds to a number of stars which is a multiple of 
2n. Since the number of stars in the equatorial plane is a multiple of n and the number 
of stars on II is even, we get the condition: 

2j 2na + 2nb + 2c, (10.42) 

where a ;:::: I, b;:::: 0, c;:::: O. 

2) All polygons are equatorial. We get, in that case, 

2j nb + 2c, (10.43) 

with b ;:::: 1, c;:::: O. In fact, this result is not valid when n = 2 because ir corresponds to a 
situation where the symmetry is larger if bland c = 0 (no star on II or if b c = 1 
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Stability subgroup Representations 
0(2. JR) --=----+-J"7. "7h-"-lt-,e-ge-r----------i 

SO(2,JH) all 
Cn 2j 2': n 
D2 j integral (except j = 1). 
D4 j intcgral (except j = 1 and 3). 
DI/ for n > 2 (except n 4) 2j n + nb + 2c (b and c 0) 
T j , (except 1 and 3) 
o j=~~~ 

! Y j lOa + 6b 

Table 10.1: Classification of pure spin states. 

(symmetry of tlw sq\lan~) and when n 4, b = c = 1 (symmetry of the octahedron). \Ve 
arrive at th(~ results presented ill Tklbk 10.8. 

We arc ldt with thc polyhedron subgroups. The situation is quitc simple for the 
octahedron group 0 and the iemmhedron group Y. For 0, the 2j stars must be at the 
vertieeH of all octahedron and/or a cube. Therefore 0 is a stabilizer for all valucs of 2j of 
the kiHd 2j 8a + 6b > 0, for a and b nonncgative integers. In the ca.;,e of Y, the 2.1 stars 
lIlWit lie 011 the V('rtiec~ of a icmmhedroll and/or Ii dodecahedron. It follow~ that Y iH a 
stabili:;:er for 2j = 200 + 12b > O. In order to study the case of tIl<' tetrahedron group T, 
wc HillS!' rerniud that T is a Hnbgroup of O. III order to have T as a stability subgroup, 
2j must be of th{~ form 8a + 6b + 4c 2(4a + 3b ~ 2c), with a 2: 0, b 2': 0, c 2': 1. ThiH 
iIldude~ all integral value'S of .1, except. 1 and 3. 

10.9 The set of spin 3/2 states 

Tlte rcad(;)' will verify by himself the following results: 

1) First orbit: completely degenrate const.ellations. They are of the t.ype 13/2 3/2 >. 
The littlp group iH SO(2). 

2) Seeond orbit: constellations of apparent order t\'.ro. They are of the type 1/2 >. 
Sin(:e the lit.tle group also SO(2), theRe two orbits form a single stratulll. 

3) Third kind of orbits: constellations of the type: with two equal (different of 

Figure 10.4: Third kind of orbits 

These orbits form a stratum with litlle group C 2 . 

4) Fourth kind of orbits. COllstallatiolls representod b)" a regular triangle. The corrc­
Rpondillg stratulll has C 3 as a little, group. 
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5) The fifth orbit of large regular triangles, that is regular triangles having its center 
of mass at the origin of the sphere. The corresponding stratum has D(3) as a little group. 

6)The sixth kind of orbits corresponding to non regular triangles. The little group of 
this stratum is trivial. It only contains the identity transformation. 

10.10 Remar ks on spin coherent states 

This kind of states have been introduced by Radcliffe in 1971. Their Clebsch-Gordan 
coefficients have been studied by Bellissard and Holtz. This set of states may be introduced 
using the general scheme defined by Perelomov from group theory. He defined such a set 
as the set of states belonging to some orbit in a given representation of a group. If we 
adopt such a definition, any orbit of constellations we have founded will constitute a set. of 
coherent states. Unfortunately, from this point of view, any state is a coherent state. In a 
paper written in collaboration with Alexander Grossmann and Joshua Zak, we show that 
the Radcliffe states obey a special condition: the corresponding orbit is symplectic, which 
permit to state that coherent states may be considered as classical ones, a condition obeyed 
by the standard harmonic oscillator coherent states. The Radcliffe states are, indeed, the 
ones for which the little group is 80(2), that is the degenerate constellations of the type 
[z, z, z, ... , the orbit being the two-dimensional sphere 8 2""80(3)/80(2). 

It has been shown by Ruschin and Ben-Aryeh that the Radcliffe states are minimum 
uncertainty states for angular momentum operators, i.e. 

(10.44) 

For all other states, we have, instead of (lO.44), 

(10.45) 

10.11 Clebsch-Gordan product of states 

The product of representations of spin j and spin j' is given by 

(10.46) 

In particular, 
(10.47) 

Suppose we start with two real constellations, one in the x-direction, the second in the 
y-direction. The three product states appearing in the right hand of (10.47) will be: 

• t he trivial constellation of order zero 

• the real constellation in the 2-direc:t.ion 

• the union of the two constellations, that is the constellation of order four with stars 
on the diameters x and y. 
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Not(~ that til(; rcal conHtdlation in Uw z~direction is the two fixed points of the Lorentz 
trallsformatioll which lllaps the first constellation ( thc one in the .r-direction) on tht' 
secoud (thp Oil(' in the yo-direction). 

l'vforn gcucrally, thc Htate of Eq. (10.46) will be always the union of the constel-
lation;.; ass()(·iat.(:d with Dj and Dj' . 

The general ca<;e is obtaincd <l.'i follows. Suppose we want to write the product of the 
following cOI1"tdlatiom; 

z' 
vVe define; tit(, sd. of upw constellation" of order n: 

(10.48) 

(10.49) 

(10.50) 

(10.51 ) 

z# differ" fwm Z by the adding of n 2j times the star and Z!# differs from Z' by 
tlw cuMing of n 2j' times the same star z.we impose Z# and ZI# to be harmonically 
conjugate, a condition which has the form of all equation of degr('e n 2j ill z. The 
corresponding ('om;tdlation is the one composed of the roots of that equation. It is easy 
to show that for n larger than 2j + 2]" the two eonf'tellatiollf' Z# and Z'# are trivially 
harmonically conjugate, whatever is the value of z. 

10.12 Coherent Senitzky states 

This kind of statt's may be cOllsid('red as generalized Radcliffe states defined as follows. 

10'], (\'2, ... , O'n >= ~=--------.~---.: .... ~-

, ... ,h" >, 

where Iht,. ., it" > denotes a Bargmann "tate. 
Beeauf'e 10'),0'2, ... ,0'" >= IAOI, ),0'2, ... ,AO'" > for any value of A (except zero), we 

see that tlw coll(,rent Senit;lky st.ates form the orbit SU(n)/U(n -l)rvPn~d<C). They are 
cOilst.dlatjolH-; of odeI' n 1. 
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Exercises 

1. Use Vilenkin representation in order to find the eigenstates of aJl + bJ2 + cJ3 , where 
a, b, c are arbitrary complex numbers. If a2 + b2 + c2 "I- 0, the eigenstate is of the form 
(z + ZlY!(Z + Z2?j-A, where a is an integer satisfying O::;:A::;:2j. It corresponds to a 
constellation {Zr,Zl, ..• ,Zl,Z2,Z2) ... ,zd of order 2j and apparent order two, made of 
two stars of respective orders A and 2j A. 

If a2 + b2 + c2 0, there is only one eigenstate, of tht' form [(a + ib)z + cJ2j , with 
eigenvalue zero, corresponding to a degenerate constellation of order 2j. If a +ib is zero, 
the constellation is a star at infinity. 
2. Show that the states satisfying condition (10.44) are - if we except the two states IJJ > 
and IJ J > - of the type 

where b is some real number. 
3. Construct the constellations of the product 

where the first constellation is composed of the North-South stars and the second constel­
lation is described by a regular equatorial 2n-polygonal (with n ::: 2). 
Show that 

D n - 1 is the trivial constellation, 
Dn is the regular equatorial 2n-polygonal constellation obtained form the original one 

by a rotation of angle 7f /2n, 
Dn+l is the union of the two original constellations. 

4. 'Write the scalar product of two Senitzky states. 
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The finite irreps of the Lorentz group 

11.1 The representations of SO(4, JR) 
There is a certaiu relationship between the irreducible representations of the compact 
group SO( 4, ffi.), which are all finite-dimem;ional, and the finite-dimensional irreducible 
representations of SL(2, <C). The reason is that; their Lie algebras are real forms of the same 
('omplex Lie algebra, namely thc> one of SO( 4, <C). One of the main difference betweeu the 
two groups is that SO(4,ffi.) i:; compact and SL(2,<C) is not. This explains why thi:; last 
group har., abo infinite-dimonsional irreps. \:Ve lIlUst underline that we arc not concerned 
with this kind of repre;,;entation;,; ill the present book. 

Let 11S show that SO( 4.lR) is isomorphic to the group In order to prove 
it, let us look at the action of SU(2) x SU(2) on the matrices the form 

x ( t + iz ix Y). 
IX - Y t lZ 

(ILl) 

\Ve note that. Det(X) = .1;2 + y2 + Z2 + t2 is the square length of the vector (x, y, z. t) 
The Ill(Jtric(,:; X satisfy the property 

x+ (Det,x) 1 X-I (11.2) 

Let V be two matrices of and let us examine the matrix UXV+. It is easy 
to that the det(>rIninallt and the property (11.2) are conserved. Since the trans-
formation lnwe;,; t,he length unchanged, it may be int.erpreted as a rotation of the group 
SO(4, In). It follows t,lmt there exists a homomorphism: 

SU(2) x SU(2) SO(4, lR) (11.3) 

Tlw kernel of this homomorphism is obtained by solving the equation U XV+ = X, for an 
arbitrary X. In setting 

U= ( a b) V-( -b* a* , -

and writing the conditioll in the form 

UX Xv, 
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a' 
-b/l* ~:* ) , a 

(11.4) 

( 11.5) 
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one gets a = a' and b b' = O. The kernel is made of the couple 

(U, V) = {(Id,ld), (-ld, -Id)}. (11.6) 

This proves the isomorphism 

(11. 7) 

The group 8U(2) x SU(2) is the covering group of SO(4, JR). The covering group of a 
rotation group is called the spin group. If we denote by DjD the irrep of dimension 2j -I- 1 of 
the first 8U(2) group and by DOj the same irrep for the second SU(2) group, we see that 
the general irrep of the spin group may be denoted Djj! = Djo + DcJj'. It is of dimension 
(2j + 1)(21' -I- 1). 

It is a simple matter to see that the irreps of 80(4, JR) are those Djj' , where j and 
l' are both integers or half int.egers. In particular, the vector representation of dimension 
four is Dl/2 1/2. 

Let us consider the subgroup 80(3,JR) of 80(4,JR). It leaves invariant the matrix 

(~ ~). It is easy to prove that the couples (U, V) which leave this matrix invariant 

are of the type (U, U). It. follows that t.he representation Djjl is the direct sum: 

(11.8) 

of irreps of 80(3, JR.). 

11.2 Finite dimensional irreps of S £(2, CC) 

Let us consider the action of SU(2, <C) on the space of Hermitian matrices defined as 
follows. 

L H (
t + z x iY ) b h H .. . . d . 1 1 . et = . t e t e ermltmn matnx aSSOCIate WIt 1 t Ie space-tune 

x +zy z 
vector (t, x, y, z). We have DetH t 2 - x 2 - y2 - Z2. Given A , a matrix of 8£(2, <C), 
we describe its action on H as AHA +. Such an action preserves the determinant and the 
Hermitian character of H. This property proves the homomorphism 

8£(1, <C) -+ L~ (11.9) 

The kernel is obtained in looking for S£(2, <C) transformations which preserve an arbitrary 
matrix H. In order t.o find them, we set 

A = (~ ~), with ad - be = 1, and AH = H(A+)-l. 

We get 

(
a b)( t+z 
c d x + ty 

We obtain the conditions: 

x - iY ) (t + z x 
t - z = x + iy t 

b e = 0, a = d real. 

-c' ) 
a* 

(11.10) 

(11.11) 
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It follows that the kernel is the couple {I d, - I d) }. \Ve obtain the isomorphism 

"-' SL(2. (11.12) 

This relll1ioll is analogous to (11. 7). 
The fillite dilIwllsiollal irreps of S L(2, C) are also labelled by two indices j and j'. If 

Jl , ·h, J:l , 1(1, K 2 , [(:1 are thp representatives of the generators of the gronp, we have 

{ 
(J2-K2}+2iJ.K= +1) 
(J2 - K2) 2iJ.K j'(j' + 1) 

(11.1;3) 

We Hot!' that j j' if and only if J.K O. 
Only irrcps for which j j' is an integer arc irreps of 

11.3 Finite dimensional irreps of L 

T]}(' vectors J and K tnUlsform difl'erently under the parity operation. This can be shown 
if we use Lorentz illdices for these vectors 

i,j,k=I,2,3. (11.14) 

Let II he the parit.y operator. We have 

that is 
IIJII-1 = J. IIKrr- l = -K. 01.15) 

That is why J is called an axial vector (parity +1) aud K a polar vector (parity -1). 
In the same way, the magnetic vect.or B is an axial vector and t.he electric vector E is a 
polar vector. 

It follows t.hat the parity operator permute the two invariants (J2 
- K2)+. 2iJ.K ami 

(J2 - K2) - 2iJ.K. Two cast's occur: 

1) j i j'. TIl<' n'pn;sentatioll DU' Djjl Djlj is irreducible. 

2) j j'. There are two irreducible represent.ations Dt and Djj. 

Let UR examine HOllle ('xamples. The electromagnetic field corresponds to the six-dimf'IlSional 
representatioll DlI). Space-time vectors (like the energy-moment.um four-vector) corre­
spond to the four-dilllenCiiollal represelltation D~/21/2' 
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Exercise 

1. Compute j and j' for spinor representations: 

J K= 

where a are the Pauli matrices. 



Chapter 12 

Petrov's classification of curvature 
tensors 

12.1 The curvature tensor 

The following physical application lies ill the geometry of Lorentt: constellations. It eOll­

(,t'rWi tlu; elassification of curvature temlors for space-time in genf'ral relativity. Such a 
t.elltiOr n is a real one, wit.h components Rn /ho having the following symmetry properties: 

(12.1 ) 

ami satisfying 
(12.2) 

where space-time indices Q, /3, ~r, D. run from zero to three'. Two tensors which are multiple 
one from each other are said to be of the same type. 

The Illllllhcr of different (:omponents of a curvature tellsor equals 20. Indeed, the corre­
sponding span' ('all Iw seen as the symllletric product of the (j-dimcnsional representat.ion 
DIO of the Lownt.z group by it.self. 011e has 

DIO x 

6 x 

DIO 

6 

DrlD 
(s) 

+ 1 

+ DlO 
(a) 

+ 6 + 

D 20 + Dtl 
(s) (s) 
10 ~ 

+ DII 
(a) 

+ 9, 

where t.he sYlIlIIletric (resp. alltisYllletrie) character is ment.ioned together with the dimen­
sion of til!' represent.ations. Eq. (12.2) concerns t.he vanishing of a pseudoscalar qnant.ity, 
that is the representation Doo. \Ve are left wit.h the twenl,y component.s associated with 
t.he represent.at.ions: D~), D2o, and 

In the vaCllUlll, t.he Ricci tensor = grjJ ROilhli is zero. Discarding this t.rivial case 
is equivalent t.o discard the DtrJ Dil part. of the tensor, that is to only retain the D 20 

part.. TIl(' Pctrov das;.;ificat.ioll of curvature tensors concerns the eiassification of t.ensors 
of type D 2o . This five-dimensional representation correspollds to constellations of order 
4. \V(~ know that. they are of five types: 

[a, b. c, d], 

[a, a, b, bj, 

117 
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IIa: [a, a, b, 

lIb: [a,a,a,aJ, 

III: ~,a,a,~. 

We intend to give in the next sections an alternative derivation of the Petrov classification. 

12.2 The Lorentz group as a subgroup of 80(3,3) 

Under the mathematical point of view, this section could be entitled: "the group SO(3, <C) 
as a subgroup of SO(3, 3)". The contents of this chapter may be generalized easily to 
another dimension than 3, and seen as SO(n, <C) as a subgroup of SO(n, n). However, we 
have in mind applications to physics, a fact whklt justifies our choice. 

'Ve have shown that the Lorentz group is isomorphic to SO(3, <C), in using the action of 
this group on the space <c 3

. An element of <c 3 is physically denoted F, in order to remind 
that F is related to the electromagnetic field by the relation F = B - iE, where Band 
E represent the magnetic and the electric vectors, respectively. The SO(a, <C) invariant 
associated with F is given by F2 = B2 - E2 - 2iB.E. 'Ve intend to show that the group 
SO(a,3) is characterized by the two separate invariants B2 - E2 and 2B.E, from which 
it follows that SO(3, <C) is a subgroup of SO(3, 3). 

Let us consider t.he space R 6
, the elements of which are of the form ( ~ ). The two 

invariants may be written as 

(12.3) 

The two symmetric tensors have the same signature, namely + + - - ). It 
follows that the Lorentz group can be seen in two ways as a subgroup of SO(3, 3). In 
other words, it is the subgroup of SO(3, 3) which preserves a second scalar product with 
the same signature. We note that the matrix is the parity operator, since under this 
transformation the vector B is unchanged (axial vector) and the vector E changes sign 
(polar vector). 

The D20 part of the tensor n is symmetric with respect to each scalar product. It 
means that it must satisfy the properties: 

n (~~), 

( ~ ) T (~ ~1) (~ ~) ( ~ ) = ( ~ ) T (~~ ~~) (~ ~1) ( ~ ) 
(~)T(~ ~)(~ ~)(~)=(~) (~~ ~;)(~ ~)(~) 
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It is easy to (hluc(' t.hat n is of the form 

(12.4) 

wit.h Pawl Q s}'IIlllwtrk. t.hat is wit.h six real components each. That is a tot.al of twelve 
components. In the ba;.;is B - iE. B + iE, the mat.rix n is simpler. We have 

(B) 1 (1 1) (B tE) 
E 2 -z B + lE . 

~ (1 -.i) ( P Q) ( 
4 1 1 -Q P 

1) (P + 1(2 0 ) 
-1 0 P - lQ . 

It is clC'ar that Dit, and Doo correspond to the following scalar tensors 

P 1, (2=0, 

P = 0, Q 1. 

The tell ot.her components of D 20 ) correspom\ to Tr( P) =0. 

12.3 Petrov's classification 

The group SO(3, <C) does not act. transitively on t.he set of 3 x 3-dimensional symmet.ric 
compl(;x matrices P iQ. Not ail these matrices are diagoni7:able. Those which are 
diagonizabh' are said to be of Petrov's type I. One has to distinguish t.wo subclasses: 

Ia: Three dist.inct eigenvalues. 

Tt,: A double eigenvalue. 

The ease of three' equal eigenvalues corresponds to the zero matrix and must. be discarded 
a<; an ullsignificant. one from the physical point of view. 

Petrov's t.ypes Ilft awl I h correspolld to matrices which can be put ill the respective 
Jordan forms 

(

pI 0 ) 
o P 0 
o 0 -2p 

and (
0 1 0) 
000 
o 0 -0 

Petrov'" typP I I I corresponds to matrices of the type 

(P + iQ)diag. (
0 1 0) 
() 0 1 
000 



120 CHAPTER 12. PETROV'S CLASSIFICATION OF CURVATURE TENSORS 

Exercise 

1. Find the 50(3) subclasses of the Petrov classes. Show that the stabilizers are the 
following ones: 

Ia: [a, b, c, d], D( 4), T, C(2) x C(2), 

h: la,a,b,b], 0(2)xO(1,1), 

IIa: [a, a, b, C(2), 

I h: [a, a, a, a], S(2), 

III: [a,a,a,bj, SO(2) x 50(1,1). 
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