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Introduction

Philip Arestis and John McCombie

Where does one begin to review Tony Thirlwall’s substantial contribution to 
economics? We considered starting chronologically with his early pioneering 
work in regional economics and labour economics. There he examined, inter 
alia, regional differences in unemployment and how disequilibrium in the labour 
market affects inflation. However, Tony has been so productive that short of an 
intellectual biography, it is difficult to do justice to him. Consequently, we are 
not going to attempt a comprehensive review, but rather let the contributions to 
this Festschrift bear eloquent testimony to his influence on the profession. Nev-
ertheless, we felt it appropriate to write a few words by way of introduction to 
the volume, albeit it as a brief Cook’s tour of Tony’s contributions. It also fol-
lows that we have been necessarily somewhat eclectic. Fortunately, there are 
now two volumes of Tony’s collected essays that provide a useful and convenient 
reference to his work, although, having been published in Thirlwall 1995 and 
1997, it is clearly time for a third volume! Even a casual perusal of these vol-
umes will quickly establish the wide variety and scope of his output.
 Tony Thirlwall is best described as a Keynesian applied economist, a category 
he would probably not object to. Indeed, he considers the term ‘unreconstructed 
Keynesian’ which he has used to describe himself, not to be a pejorative title, 
but more an accolade! He is an applied economist, but not because he eschews 
theory; far from it. As we document below, he has made major contributions to 
economic theory. He is applied because he believes that to be of any importance: 
theory must be related to, in that hackneyed but nevertheless relevant phrase, 
the ‘real world’. He has no time for esoteric theory, no matter how elegant. As 
Tony says, ‘In my own research in, and writing in later years, I have always 
tried to treat economics as a moral science – as a branch of ethics – in the Key-
nesian (Cambridge) tradition, choosing policy issues of public concern and using 
economic theory primarily as an aid to policy analysis’ (Thirlwall, 1995, 
p. ix).
 He has a consistent view of how the macro economy works, which takes its 
inspiration from Keynes and comes from a carefully reading of the General 
Theory – how many economists today can say that? As Tony puts it, ‘If Milton 
Friedman and his disciples had ever properly understood the General Theory, 
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how could they claim that “money doesn’t matter in Keynes”? If Robert Lucas 
and his followers knew their Keynes, how could they possibly maintain that 
Keynes’s macroeconomic model cannot explain stagflation?’ (1995, p. x).
 One of the pleasures of reading any of Tony’s papers is that he writes clearly 
as well as persuasively. This is true of both his technical and his more general 
papers. As far as the latter is concerned it is difficult to do better than to mention 
his 1981 paper Keynesian Employment Theory is not Defunct together with his 
1993 paper, The Renaissance of Keynesian Economics. The first, as its title 
suggests, is a clear statement of the insights Keynes still has for the functioning 
of the economy, while the latter article shows how subsequent economic events 
have amply justified Tony’s earlier arguments. Both these papers should be 
compulsory reading for first year economics students, if only to show them that 
there is more to macroeconomics than may be gleaned from the standard text-
books such as Mankiw (2002).
 It was not only through his writings that Tony kept the Keynesian, or rather 
Keynes’s, message alive during the years of the onslaught from monetarism and 
new classical economics. He organised eleven Keynes seminars at the University 
of Kent between 1972 and 1993 that touched on a wide variety of Keynesian 
topics. The seminars were packed out, and a wider audience was reached 
through the publication of the various papers. In the 1970s, the notable contem-
poraries of Keynes (Roy Harrod, Richard Khan, Joan Robinson, and Nicholas 
Kaldor) were present at one time or another at the seminars. This was perhaps 
the only time many of the younger generation of Keynesian economists had a 
chance to meet these giants of the profession and to see them in action.
 Apart from his work on short-run macroeconomics (multiplier analysis, un-
employment, inflation etc.) much of Tony’s research is focussed on the twin 
themes of growth and development and the open economy. One can see in some 
of his work the influence of the late Professor Lord Kaldor, and much of Tony’s 
work is in what may be best described as the Kaldorian tradition (see, for ex-
ample, Kaldor, 1995). Tony is Kaldor’s literary executive and wrote a definitive 
biography of him, which not only clearly explains Kaldor’s economic Weltan-
schauung, but is a good read into the bargain (Thirlwall, 1987). With Fernando 
Targetti, Tony also compiled a collection of Kaldor’s most influential papers 
published in 1989 as the Essential Kaldor and they also edited (together with 
C. Filippini) Kaldor’s Mattioli lectures.
 Kaldor (and, before him, Gunnar Myrdal) had long argued that it was not 
possible to explain why some countries are rich and others poor without under-
standing that growth occurred by a process of cumulative causation. Feedback 
effects mean that there are powerful forces that perpetuate the fast growth rate 
of the successful countries and cause slow growing countries to be caught in a 
vicious circle of low productivity and low output growth. The early Solow 
growth model, with its emphasis on convergence and its artificial (and not very 
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illuminating) dichotomy of growth into that caused by the growth of factor in-
puts and that resulting from technical change, was not seen as a productive 
approach. There is no point in distinguishing between shifts of the production 
function and movements along the production function and as the two move-
ments are inextricably related. (If the overwhelming economic forces are for 
convergence, how does one explain the fact that two centuries ago the ratio in 
per capita income between the richest and the poorest areas were about 1:3 and 
now they are 1:70?)
 At the heart of Kaldor’s explanation, long before the development of endog-
enous growth theory, was that much of technical progress was induced by the 
growth of output. This was formulated in his famous technical progress function, 
of which the Verdoorn law can best be regarded as an empirical counterpart. 
The Verdoorn law is the statistical relationship found between productivity and 
output growth. A statistically significant (Verdoorn) regression coefficient is 
interpreted as evidence of increasing returns to scale (of both the dynamic and 
static variety) and induced technical change. Tony found much to commend in 
Kaldor’s emphasis on the importance of beginning with empirical relationships 
and ‘Kaldor’s three growth laws’, of which the Verdoorn law is one.1 He organ-
ised a symposium whose proceedings were published in the 1983 edition of 
Journal of Post Keynesian Economics and did much to stimulate interest in these 
ideas. Nearly all of Kaldor’s later key writings were of a verbal nature, and were 
publications of addresses or lectures he had given (see, for example, his 1979 
‘Case for Regional Policies’ or his 1982 ‘Irrelevance of Equilibrium Econom-
ics’). It was Tony who, along with a then PhD student of his, Robert Dixon, 
formalised in 1975 Kaldor’s growth analysis in what has become the canonical 
cumulative causation model. Others have later extended the model by, inter alia, 
including the supply side, but even after 30 years the original article remains 
essential reading for any student of the growth process. He also formalised Ka-
ldor’s two-sector model, neatly capturing the essence of Kaldor’s insights on 
the importance of the growth of sectoral demand in the economic growth proc-
ess, and also clarifying the argument (Thirlwall, 1986).
 Tony has long been interested in the open economy, and indeed he wrote a 
major textbook on the subject that went to four editions, the last co-authored 
with Heather Gibson in 1993. His interests in growth and the open economy 
came together in his famous balance-of-payments constrained growth model 
and what came to be known as ‘Thirlwall’s law’. Mohammed Hussain’s contri-
bution to this volume tells how Tony first introduced the law to his postgraduate 
students at the time when he was still drafting the paper. It is now far too late 
to call it ‘Thirlwall’s rule’, as Mohammed suggests was Tony’s modest prefer-
ence. But it is doubtful if Tony had any idea of just what impact the model, 
published in 1979 in the Banca Nazionale del Lavaro Quarterly Review, would 
have on the profession. There has been a proliferation of papers since 1979, 



4 Growth and economic development

testing the law and elaborating its theoretical basis (see the collection of papers 
in McCombie and Thirlwall, 2004). It is fair to say that it now stands as the 
major alternative explanation to the neoclassical model of why growth rates 
differ.
 The simplest version of the law states that the rate of growth of output con-
sistent with the balance of payments being in equilibrium is given by yB = x/π 
= εz/π, where x is the growth of exports, π is the income elasticity of demand 
for imports, ε is the income elasticity of demand of world demand for exports 
and z is the growth of world income. The explanation of this law is relatively 
straightforward. If changes in relative prices have little effect on the growth of 
exports and imports, and the evidence suggests that this is the case, then any 
growth of income faster than yB will have to be financed from abroad by a grow-
ing inflow of capital. The overseas debt-to-income ratio will grow, but this will 
be unsustainable in the long run. The only way to prevent this occurring is to 
reduce the growth of imports, and the only effective means to accomplish this 
is to reduce the rate of growth of output. If, as a result, this is below the growth 
of productive potential, then the growth rate is ‘balance-of-payments con-
strained’. The result is a lower rate of capital accumulation and induced technical 
change than would otherwise be the case, with increasing overt and/or disguised 
unemployment. In an important paper, Tony, with Miguel León-Ledesma, 
(2002) has shown that the natural rate of growth is indeed endogenous and not 
immutable.
 Differences in growth rates, in this schema, are predominantly caused by in-
ternational differences in the values of ε and π, which reflect all aspects of 
non-price competitiveness – factors which change relatively slowly over time. 
Of course, the model and the argument can be qualified in a number of ways, 
and future lines of research that suggest themselves, for example, elaborating 
and analysing the determinants of non-price competitiveness; what affects it 
and how it changes over time. But the essential insight of the simple model still 
remains and it is remarkable how well the model stands up to statistical testing 
(McCombie and Thirlwall, 2004). The model amply fulfils one of Tony’s re-
quirements that a good model ‘explains a lot from a little’. Its policy implications 
are far reaching. A major problem for a developing country is to acquire suffi-
cient foreign exchange earnings to pay for especially the capital goods required 
for development etc. and at the same avoid the balance-of-payments constraint. 
But if a large number of countries target the same export sector or product, the 
world income elasticity of demand of an individual country’s exports in that 
sector may be low, even though world demand for the product overall is growing 
rapidly.
 In 2000, Tony gave a series of lectures at the National University of Mexico 
on the nature of economic growth. In the resulting short book, The Nature of 
Economic Growth, he clearly and in a successfully non-technical way lays out 
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his views of, in the words of the subtitle, An Alternative Framework for Under-
standing the Performance of Nations. This is, again, another publication that 
should be on every undergraduate’s reading list.
 The tile of this Festschrift, Growth and Development, was chosen with care 
as the other great interest of Tony is in the whole field of economic development. 
His monumental book, Growth and Development, with Special Reference to 
Developing Countries has established itself as the leading textbook in the area 
and is now in its eighth edition, the first being published in 1972. It bears wit-
ness to Tony’s encyclopaedic knowledge of development issues. (As Roger 
Vickerman documents in the next article, Tony has built up a large and success-
ful MPhil in Development Economics at the University of Kent with many of 
his students going on to important posts in development agencies etc.) Much of 
his research, such as the balance-of-payments constrained growth, has immedi-
ate implications for development as Mohammed Hussain shows in Chapter 1. 
Tony has also been adviser to many developing countries, with strong links to 
the African Development Bank. He has, at times, been controversial, daring to 
criticise IMF policies and to raise the heretical view that possibly, just possibly, 
unilateral free trade and unfettered capital liberalisation, as well as exchange 
rate unification in all circumstances, may not be in the best interests of a devel-
oping country.
 Tony’s desire to further understanding of the growth process shows no signs 
of abating. He has recently examined the role of trade liberalisation on economic 
growth (Thirlwall and Santos-Paulino, 2004) and will no doubt produce many 
more important insights in the years to come. We noted at the beginning of this 
Introduction that we would prefer to let the papers contributed to this volume 
bear witness to his significant contribution to the economics; so let us turn to 
these.
 Mohammed Nureldin Hussain was a pupil, collaborator, and friend of Tony’s 
and it is with sadness that we record his untimely death after he had submitted 
his chapter, The Implications of Thirlwall’s Law for Africa’s Development Chal-
lenges, for this Festschrift. Mohammed Hussain provides a fascinating 
pen-portrait of Tony, as well as an intriguing insight into the development of 
Thirlwall’s law, prior to the publication of the famous Banca Nazionale del La-
voro Review article in 1979. He shows the relevance of the law and its extensions 
to the contemporary debate on Africa’s development issues. Thirlwall’s law 
proves to be highly relevant for the setting of African development priorities 
related to: (i) poverty reduction; (ii) growth and debt sustainability; (iii) glo-
balisation and the income dimension of global competition; and (iv) the 
development effectiveness of foreign aid in relation to the issue of transforma-
tion. Hussain also demonstrates that Thirlwall’s Law has a multitude of 
analytical capabilities and he concludes with some policy implications related 
to a long-term strategy of socio-economic development in Africa.
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 Mark Setterfield in Thirlwall’s Law and Palley’s Pitfalls: A Reconsideration 
answers a challenge to the balance-of-payments equilibrium growth model posed 
by Palley (2002). Palley considers that in Thirlwall’s schema, with the growth 
of demand being determined by the growth of exports via Thirlwall’s Law, and 
the growth of the supply of output being determined by the growth of productiv-
ity and the growth of the labour force (through the Verdoorn law), the model is 
over-determined. This is true if the growth of supply forthcoming is interpreted 
as the growth of productive potential or the natural rate of growth, as Palley 
maintains.2 One solution Palley proposes is to have the income elasticity of im-
ports determined by the supply conditions. Thus, if the balance-of-payments 
growth rate is slower than the growth of potential supply, for some reason the 
income elasticity of demand for imports falls, bringing the two growth rates into 
equality. In this scenario, there cannot be, by definition, any balance-of-pay-
ments constraint. Mark Setterfield, however, proposes a more plausible scenario. 
With a lower growth rate and a depressed labour market, the size of the Verdoorn 
coefficient falls. As the Verdoorn coefficient captures both increasing returns to 
scale and induced technical change, this causes the growth of productivity to 
fall. Thus, while the labour force may be fully employed, the growth of produc-
tivity (and hence real wages) is below the level that would occur if export growth 
were faster. This is very much in accord with Tony Thirlwall’s contention that 
the natural rate of growth is endogenous.
 Geoffrey Harcourt, on the other hand, concentrates on a somewhat narrower 
aspect of Thirlwall’s work in his chapter On Specifying the Demand for Imports 
in Macroeconomic Models. Although specifying imports as a function of gross 
expenditure (i.e., expenditure including that on imports) rather than national 
income had been briefly mentioned in the past, it was Tony Thirlwall with 
Charles Kennedy who first fully articulated the case for using expenditure. Geoff 
Harcourt, however, suggests that the conventional use of income, rather than 
expenditure might have been right all along, but for the wrong reason and thus 
presents a challenge for Tony Thirlwall (‘I shall be the first to cheer if Tony 
shows that I am now wrong’).
 Paul Davidson in Post Keynesian Analysis and the Open Economies of the 
Twenty-first Century shows that while the General Theory was essentially about 
a closed economy, it nevertheless contains important insights for the global 
economy, a view with which Tony certainly agrees. Paul Davidson cites chapter 
and verse, arguing persuasively that many of the policies advocated in the Gen-
eral Theory are equally relevant to today’s more open economies. When there 
are unemployed or underemployed resources, an increase in exports by one 
country will merely lead to a fall in demand and employment in the importing 
economy. This can only be avoided by a co-ordinated expansion of demand as 
flexible exchange rates are inadequate to ensure full employment in all countries. 
He shows that Thirlwall’s law, which reflects the dynamic Harrod foreign trade 
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multiplier, is a simple yet powerful explanation for the understanding of growth 
rate differences in both advanced and less developed countries. ‘Consequently’, 
Paul Davidson concludes, ‘Thirlwall’s law demonstrates that international fi-
nancial payment imbalances can have severe real consequences, i.e. money is 
never neutral in an open economy’.
 The next three chapters move away from the open-economy model and con-
sider growth in a closed economy framework. The relationship between 
short-run cycles and long-run growth is a central theme in Thirlwall’s contribu-
tions to growth economics, who has shown that the natural rate of growth is 
endogenous. In the next chapter entitled Cycles, Aggregate Demand and Growth, 
Miguel León-Ledesma discusses the possible relations between cycles, aggre-
gate demand shocks, and growth. He further proposes a simple time-series 
method for analysing this statistical relation that endogenizes the impact of cy-
cles on the definition of trend output. He then applies this method to analyse 
the cases of the US, Germany and the UK and finds that cycles do seem to have 
a strong impact on trend output, but this impact is different for the three econo-
mies in question.
 Mark Roberts revisits a debate concerning the compatibility of Kaldor’s writ-
ings on the cumulative causation nature of economic growth and his well-known 
critique of equilibrium economics. Mark Setterfield (1997) has pointed out that 
the formalisation of the cumulative causation model along the lines of Dixon 
and Thirlwall is not truly path-dependent. This is because the solution of the 
model depends only upon the exogenous parameters. Setterfield constructed an 
extended model to overcome this shortcoming, although, as he later admits, this 
was not entirely successful. While it has been argued by some that it is not pos-
sible to formally (mathematically) model Kaldor’s vision of the growth process, 
Mark Roberts disputes this. He builds on Setterfield’s approach to construct a 
model that is, as Roberts puts it, ‘consistent with the spirit of Kaldor’s historical 
growth process’. This involves the adoption of an ‘open systems-ceteris paribus’ 
approach to modelling.
 The chapter by Philip Arestis and Malcolm Sawyer, Endogenous Growth 
Theory: A Partial Critique begins by pointing to the many contributions of Tony 
Thirlwall. His writings on growth theory with his emphasis on the role of de-
mand, balance-of-payments constraints, endogeneity of the natural rate and the 
role of sectoral analysis have made major contributions to understanding the 
growth process and also provide a continuing (sometimes implicit, sometimes 
explicit) critique of endogenous growth theory. It is, thus, very fitting that Philip 
Arestis and Malcolm Sawyer indulge in a critique of endogenous growth theory. 
The critique is partial in the sense of not being comprehensive which is pre-
cluded by space considerations. (But no doubt Tony Thirlwall himself would 
be partial to it!) They review briefly the endogenous growth theory, and con-
centrate on the returns to scale assumption and its implications. This is followed 
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by a discussion on the approach to investment and productivity growth in en-
dogenous growth theory. A brief review of the relevant empirical evidence is 
offered before they conclude that the critique they offer sits very comfortably 
with Tony Thirlwall’s numerous contributions on this matter.
 John McCombie in The Nature of Economic Growth and the Neoclassical 
Approach: More Questions than Answers? also critically reviews the neoclassical 
approach to economic growth. For reasons of space, this chapter is eclectic and 
deliberately does not concern itself with the Keynesian or Kaldorian approach. 
He considers the role of capital accumulation and technical progress in the Har-
rod–Domar model and the Solow model and concludes, like Richard Nelson and 
others, that these approaches do not tell us much that we did not already know. 
The new growth theory is shown to incorporate certain theory-dependent as-
sumptions that are simply there to give the model a steady-state solution. Finally, 
McCombie draws upon work he has done with his colleague, Jesus Felipe, that 
questions the whole notion of the aggregate production function (a concept 
which is the sine qua non of neoclassical macroeconomics) and whether it can 
be tested. He shows that, in this light, the Mankiw–Romer–Weil (1992) growth 
model has little or no explanatory value.
 John Cornwall is more concerned with important issues of the short run, 
rather than economic growth per se. His chapter, On the Core of Macroeconom-
ics, can be regarded as falling into two parts. The first part provides a critique 
of mainstream macroeconomics theory. It argues that the New Keynesian Mac-
roeconomics suffers from serious errors of commission and omission, ultimately 
traceable to its failure to shed the neoclassical roots of both its short-run and 
long-run analysis. These errors lead to serious inconsistencies in its theoretical 
structure and its inability to explain the broad historical tendencies of macro-
economic development. In the second part of the chapter, Cornwall develops a 
macroeconomic theory based on macroeconomic principles associated with 
Keynes’ General Theory, an approach with which Tony Thirlwall has a great 
deal of sympathy. The result is an extended Keynesian core theory capable of 
describing in greater detail the short-run and long-run macroeconomic processes 
at work in advanced capitalist economies, and of providing an account of the 
historical development of modern economies.
 One of the major macroeconomic concerns in Europe at the moment is the 
functioning (or lack of functioning) of the Stability and Growth Pact. While 
sanctions were brought to bear on a small country, Portugal, that breached the 
Pact regulations, once this was perpetrated by two of the major players, France 
and Germany, the Stability and Growth Pact was suspended. Roberto Tamborini 
and Fernando Targetti outline the problems inherent in the Pact and concede 
that ‘it was obtained with significant damage to the already fragile structure of 
the Community institutions’. The solution, they contend, is not to be found in 
further tinkering with the Pact. What is required is a more radical approach: the 
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creation of a European Confederation Treasury, which would have the substan-
tial fiscal responsibilities that many fully integrated federal systems have. They 
admit hat this is not politically feasible, at least at the present. Consequently, 
they outline a ‘second best’ solution of reforming the budgetary rules and setting 
up a Budgetary Authority without changing the ‘distribution of powers’.
 Keynesian economists have long sought to promote a framework for eco-
nomic decision-making that allows for the clash of ideas to have some impact 
on outcomes. They have not seen democratic accountability and discretion as a 
problem to be overcome through various devices such as independent central 
banks, budgetary rules and so on, but rather as part of the answer to good eco-
nomic policy-making. In their chapter Heather Gibson and Euclid Tsakalotos 
argue that this approach is absent from the institutional framework and the poli-
cies of the EU, which are far from neutral with respect to the choices member 
states make between the two poles of a liberal capitalist economy and a more 
institutional economy. The pressure is to keep as close as possible to the liberal 
pole. They support this argument by examining both the macroeconomic frame-
work and the financial framework and discuss the implications for the new EU 
member states.
 The remaining chapters reflect Tony Thirlwall’s long abiding interest in de-
velopment issues and problems. In Competition and Competition Policy in 
Emerging Markets: International Development Decisions, Ajit Singh examines 
the role of competition policy in emerging markets from a developmental and 
international perspective. It comes to a number of important conclusions. Con-
trary to conventional wisdom, evidence suggests that the intensity of 
competition in leading emerging markets is certainly no less than that observed 
in advanced countries. He shows that analysis and evidence indicates that 
maximum competition is not necessarily optimal in terms of dynamic efficiency. 
There is little evidence to indicate that the current international merger wave 
will enhance global economic efficiency. An implication is that developing 
countries need a competition policy today, because of (i) privatisation and de-
regulation, and (ii) the huge international merger movement. However, the 
current competition policies in the US and the European Union are unsuitable 
for developing countries. Countries at different levels of development and 
governance capacities require different types of competition policies. The 
chapter concludes with a proposal for a development-oriented international 
competition authority to control anti-competitive conduct and growth by merg-
ers of large multi-nationals.
 Next, Valpy FitzGerald takes up Thirlwall’s two models of saving behaviour 
in developing countries in Models of Saving, Income and the Macroeconomics 
of Developing Countries in the Post-Keynesian Tradition, and expresses them 
formally in terms of the modern inter-temporal and open-economy frameworks. 
Reinterpreting Thirlwall’s Keynesian view on the relationship between per 
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capita income and the aggregate savings rate as a wealth effect in the inter-
temporal framework justifies his qualitative insights into financial liberalisation. 
Placing Thirlwall’s Kaldorian model of the link between wages, inflation and 
saving within the modern open-economy framework clarifies the role of the 
exchange rate. Finally the chapter extends these ideas by including an autono-
mous investment function to reveal the medium term effects of the real exchange 
rate on real wages and thus investment and employment in a post-Keynesian 
approach to the adjustment process.
 John Toye, as the title of his chapter The Influence of Keynes on Development 
Economics suggests, returns to John Maynard Keynes, who exercised consider-
able influence on the formative years of development economics through his 
disciples. Key issues were the relevance of disguised unemployment to develop-
ing countries and the supply side policies that would have to complement 
Keynesian demand management. Although Michael Kalecki made a greater 
contribution to structuralist economics, Keynesian accounting formats still 
dominate macroeconomic development models. The legend of Keynes – his 
policy advocacy and intellectual innovation – also inspired emulation by a 
younger generation of development economists, both in ‘revolutionising’ eco-
nomic theory and in promoting the Keynesian version of the international 
economic architecture. Ironically, Toye suggests, his writings on Soviet develop-
ment were neglected, and Keynes’s modern critics unknowingly used his own 
arguments to try to discredit his influence.
 We are extremely grateful to Edward Elgar for his encouragement to put to-
gether this volume in honour of A.P. Thirlwall, and to his efficient staff for 
making this project possible. We are of course equally grateful to the authors 
for their contributions to this volume. The University of Kent Economics De-
partment very generously hosted a conference to celebrate A.P. Thirlwall’s 
numerous contributions not merely to this department but also to the discipline 
of economics. We thank them all for their input to this book and relevant 
celebrations.

NOTES

1. The others showed the importance of the manufacturing sector as the engine of growth and the 
importance of the intersectoral transfer of labour in explaining productivity growth 
disparities.

2. This misunderstands the nature of a binding constraint. The balance-of-payments constrained 
equilibrium growth rate, as it is by definition a constraint on economic growth, is below the 
growth of productive potential (the natural rate of growth). The latter is the maximum growth 
of output that could be achieved, given supply side factors, with the necessary accompanying 
growth of exports. In other words, it is the maximum possible growth of output that would occur 
if there has not been any demand constraints in the past. See Thirlwall (2001). The result is that 
the balance-of-payments constrained equilibrium growth rate leads to increasing unemployment 
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and/or disguised unemployment (especially in the service and public sector), increased emigra-
tion and/or reduced immigration and a slower rate of capital accumulation. There will also be 
a fall in the rate of growth of productivity through increasing x-inefficiency, as labour markets 
are not tight, and also through the Verdoorn effect. As Mark Setterfield points out, the size of 
the Verdoorn coefficient itself may fall.

  However, the growth of productive potential is a somewhat ambiguous concept. The rate of 
growth at which the supply constraint becomes binding will depend upon the past performance 
of the economy. In other words, there is path-dependent process in operation. (See the chapter 
by Mark Roberts in this volume.) Nevertheless, it is unlikely that the growth of productive po-
tential will necessarily converge to the balance-of-payments equilibrium rate, in the sense that 
if a sustained increase in exports occurs, this will eventually lead to an increase in the long-run 
growth of output. All this is either implicit, or explicit, in the literature on the balance-of-pay-
ments constrained growth model (see, for example, Thirlwall, 1979, 2001, and McCombie and 
Thirlwall, 2004). The irony is that one of the putative solutions that Palley himself proposes to 
overcome what he sees as an ‘inconsistency’ in the model is along the lines mentioned above. 
Mark Setterfield gives an insightful discussion of these issues.
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A.P. Thirlwall: the Kent years

Roger Vickerman

In 2005 the University of Kent celebrated its 40th anniversary and for 39 of those 
years Tony Thirlwall has been a member of its Department of Economics. As 
he reaches his own 40th anniversary it is appropriate to reflect on his contribution 
to the Department of Economics at Kent, as well as to the economics profession. 
In their Introduction to this volume John McCombie and Philip Arestis have 
given a more comprehensive account of his contribution to economics, but the 
two are in many ways inseparable, not least through Tony Thirlwall as a supervi-
sor and mentor of those who started their careers as his graduate students or as 
junior lecturers in the Department.
 Following undergraduate study at Leeds and a Masters programme at Clark, 
Tony Thirlwall began a PhD in Cambridge, only to be tempted back to a Lec-
tureship at Leeds by his early mentor Arthur Brown, where he finished the 
PhD. However, in 1966 he made the move south to the newly created Univer-
sity of Kent at Canterbury and, apart from visiting spells at West Virginia, 
Princeton, Papua New Guinea, Cambridge, Melbourne and La Trobe, he has 
spent his entire academic career at Kent, rising rapidly from Lecturer to Senior 
Lecturer to Reader and then Professor of Applied Economics by the age of 
35.
 The Thirlwall contribution to the reputation of the department is immense. 
This is not just in the research output: 15 books (and one in press), 12 edited 
books and approaching 200 chapters and articles in journals, but generations of 
both undergraduate and postgraduate students have benefited from his lectures, 
especially on economic development, and the many doctoral students who came 
specifically to work with him testify to his care and attention as a research su-
pervisor. Those not fortunate enough to study at Kent have nevertheless had the 
benefit of his clear and precise writing, particularly in the major textbook 
Growth and Development: with Special Reference to Developing Economies, 
first published as early as 1972 but recently released in its eighth edition, and 
now with some two-and-a-half times the number of pages as the original. As 
David Greenaway commented on the seventh edition: ‘Few textbooks make it 
to a seventh edition and even fewer deserve to do so! That is not true of Tony 
Thirlwall’s text, which has been a standard reference for students of Develop-
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ment Economics for over thirty years. This excellent new edition will ensure 
that it remains a standard reference’.
 Tony Thirlwall’s contribution to economics has come in a number of phases. 
First came the interest in regional economics and particularly in regional un-
employment. This was followed by a more general interest in economic growth 
(and in particular the role of savings and inflation in the growth process. This 
led to a specific interest in first of all the role of exports in growth and a specific 
concern for the way in which the balance of payments exerts a constraint on 
growth. More recently concern over trade and financial liberalisation has domi-
nated his output. Clearly concern for finding solutions to sets of current 
economic problems, initially in the UK and then more focused on developing 
economies, has been a key feature of the way his research interests have devel-
oped. But this is not the fleeting interest of the academic dilettante looking for 
a topical headline or jumping on to the latest conceptual bandwagon rolling 
through the literature. Throughout all the work there is a consistent view of how 
the macroeconomy works, a traditional Keynesian view of the importance of 
aggregate demand strongly influenced by Roy Harrod’s and Nicholas Kaldor’s 
insights into the process of growth.
 Students, and unsuspecting candidates for lectureships in interviews, have 
often been caught out by their inability to place what they are doing in the his-
torical literature – the seemingly innocent question ‘what is the best book on 
economics you have read?’ followed by ‘how did it influence the way you 
thought about economics?’ certainly showed up how much the recipient had 
really thought about the subject. If they were able to engage in a debate on the 
chosen volume, then Tony Thirlwall’s ability not just to recall a specific refer-
ence, but to rehearse an entire line of argument – who said what and in which 
reference and how they had carried out the analysis demonstrated the mind of 
the true scholar, but the scholar with an eye for detail and one who really cared 
about the origin and development of ideas.
 Of course, the scholar, as opposed to the more mechanical researcher, cares 
deeply about his own work and will defend it to the hilt. Littered through the 
output are examples of debates around the work; comments on pieces written 
by others and rejoinders to those who have criticised. What features in the pub-
lished output is only the tip of the iceberg of correspondence – the inveterate 
letter writer has become more recently the inveterate emailer. This is reinforced 
on current issues with letters and opinion pieces to newspapers. And where it 
really matters to him, as for example on the question of UK membership of the 
Euro, the scholar becomes the pamphleteer and committed member of the ‘No’ 
campaign.
 This is not the place for a full evaluation of Tony Thirlwall’s contribution to 
economics. That would require a much longer work than this short appreciation, 
though this volume does some of that through the various contributions which 
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show how much they have benefited from his own work. But it is fitting to go 
a little deeper into the main areas of his work to show how Tony’s ideas have 
developed, and how the fundamental belief in the correctness of the Keynesian 
and Kaldorian insights provides a clear integrity to all the work.
 Starting with the regional economics of the early work we see how a real-
world problem is analysed using a strong methodological paradigm, harnessing 
available evidence to produce concrete solutions. The renewed interest in using 
policy to address the regional problem in the Labour Governments of the 1960s 
was a strong motivation for this early research. Perhaps ironically, in view of 
his subsequent move to the UK’s southeastern corner, Tony’s first published 
paper was a reply to a piece on ‘Restrictions on Expansion in South East Eng-
land’ (Thirlwall, 1965) in which he argued against a view that restrictions were 
unhelpful in solving problems of regional imbalance. The first key methodo-
logical contribution was an important paper on ‘Regional Unemployment as a 
Cyclical Phenomenon’ (Thirlwall, 1966a), followed by a more detailed analysis 
of different types of unemployment (Thirlwall, 1969a). These two papers, 
supported by a number of others (Harris and Thirlwall, 1968; Thirlwall, 1969c) 
have become standard references on the regional unemployment problem 
which have influenced much subsequent work. The culmination of this strand 
of work comes in the 1970 paper on regional Phillips curves (Thirlwall, 1970), 
which had an important influence on a young master’s student at Strathclyde 
who later became a Kent colleague from 1979 (Carruth, 1979), and is now also 
a professor at Kent. However, these were not just academic exercises, they also 
led to clear policy recommendations and we can observe a pattern in the early 
output on this topic leading to parallel publications in more general journals 
explaining the findings to a wider audience (e.g. Thirlwall, 1966b; Thirlwall, 
1969b).
 In all of these early papers we see the development of a characteristic ap-
proach in which a problem is clearly identified and data are used to provide an 
answer, but all the time with a sound methodological and analytical underpin-
ning. However, by this time the horizon was clearly widening and a number of 
papers on economic growth are published. These were clearly influenced by the 
reappraisal of the causes of growth in Kaldor’s influential inaugural lecture 
(Kaldor, 1966), which became a defining feature of much later work. Initially 
the specific research interest was on savings, inflation and growth, drawn to-
gether in a book (Thirlwall, 1974), but the combination of ideas from Kaldor 
and also from Arthur Lewis led to a stream of publications dealing with, amongst 
other issues, population growth, labour surplus economies and poverty. Coupled 
with the success of the Growth and Development textbook, this firmly estab-
lished the reputation of Thirlwall the development economist, with a growing 
number of research students seeking him out and invitations to get involved in 
practical work in developing countries.
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 As well as the development work, a steady stream of papers emerged on vari-
ous themes, notably an interest in various aspects of the balance of payments, 
although a number of papers continued to appear on regional unemployment 
issues. Combining the growth and regional interests, a key paper (Dixon and 
Thirlwall, 1975a) formalised the ideas of Kaldor (1970) into a formal model 
structure which provided the basis for considerable further work. This was the 
most technically developed approach of the attempts by several earlier authors 
to derive a cumulative causation model of the regional growth process. It was 
also notable as it represents the first of many papers co-authored with a graduate 
student, in this case culminating in a book (Dixon and Thirlwall, 1975b). One 
of the key links in the cumulative causation process is that provided by the Ver-
doorn relationship, which links productivity growth positively to output growth 
and helps to overcome the self-balancing effect of diminishing marginal pro-
ductivity. An English translation of the original 1949 paper by Verdoorn in 
Italian had been made by Tony Thirlwall and was subsequently published as 
Thirlwall (1988).
 Stemming from this interest in foreign trade and the constraints on growth 
comes the key work on balance of payments constrained growth and the simple 
observation in Thirlwall (1979) that has become known as Thirlwall’s Law: that 
the rate of growth is equal to the growth rate of foreign demand multiplied by 
the ratio of the income elasticity of exports to the income elasticity of demand 
for imports. This in turn had developed from some joint work with Kent col-
league Charles Kennedy building on Harrod’s work on trade multipliers 
(Kennedy and Thirlwall, 1979a, 1979b). Thirlwall’s Law led to a significant 
industry in papers which either supported the result on different data sets or at-
tempted to refute it; either way it firmly established the Thirlwall name in the 
history of economics. It led also to further work by PhD students (e.g. Thirlwall 
and Hussain, 1982) and to a highly productive collaboration with John Mc-
Combie, a friend and colleague from Cambridge, resulting in two books 
(McCombie and Thirlwall, 1994, 2004). Interestingly the balance of payments 
question led to a reappraisal of the relationship with the regional problem 
(Thirlwall, 1980b). The balance of payments and its constraining impact on 
growth was not just a key observation in relation to developing countries, the 
initial observations had been made with respect to the British economy. As well 
as a whole series of critical papers on approaches to the balance of payments, 
there was also a textbook (Thirlwall, 1980a), which ran to four editions over 
the next twelve years with the fourth edition of 1992 co-authored with another 
Kent colleague, Heather Gibson, now at the Bank of Greece.
 Following Nicholas Kaldor’s death in 1986, Tony Thirlwall, as Kaldor’s liter-
ary executor, turned his energy towards the editing of some of Kaldor’s later 
work and two major volumes on Kaldor appeared (Thirlwall, 1987; Targetti 
and Thirlwall, 1989) as well as a series of biographical papers and notes. A 
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development of the Kaldorian growth model had also appeared in Thirlwall 
(1986).
 In the 1990s there was a considerable set of parallel interests running, on 
economic growth and development, on the balance of payments, on Kaldor (and 
Keynesian economics more generally), much of it generated by the citations 
(both friendly and critical) to the key earlier papers. The rise of ‘new’ growth 
theory posed a challenge to the earlier orthodoxies and this led to a series of 
papers showing not just that there was less new about these theories than was 
often claimed but also that often their authors had an inadequate understanding 
of the history of economic ideas – the scholar over the mere paper writer yet 
again. This led to further collaboration with younger Kent colleagues such as 
Khaled Hussain (Hussain and Thirlwall, 2000) and Miguel Léon-Ledesma 
(Léon-Ledesma and Thirlwall, 2002).
 However, new directions were also to take hold as the world economy and 
some of its impacts on developing countries changed. The era of trade liberalisa-
tion and the severe international indebtedness of the poorest countries presented 
a serious challenge to the concerned scholar. This led to a series of papers, in-
cluding several written with former PhD students (Thirlwall and Warman, 1994; 
Santos-Paulino and Thirlwall, 2004; Pacheco-Lopez and Thirlwall, 2004). The 
desire to collate and summarise this work for the benefit of others is seen in re-
cent shorter treatises (Thirlwall, 2002, 2003). This ability is recognised also in 
the world-wide appeal of these volumes with Spanish, Portuguese, Japanese 
and Chinese editions of various books having appeared.
 If this relentless activity to probe and test, to seek high standards in the work 
of others and in students, to seek out collaboration with both distinguished col-
leagues such as Kaldor and Kennedy, but also to work not just with junior 
academic colleagues and research students, but also with masters students and 
more recently undergraduate students on their dissertations (Wells and Thirlwall, 
2003), were not enough there is also Thirlwall the editor. First came the series 
of (initially) biennial Keynes seminars held at Keynes College, at the University 
of Kent at which eminent scholars, most of whom had known or worked with 
Keynes, were invited to participate in a seminar on some aspect of Keynes’s 
work and life. Later came the editorial work on Kaldor and other collections 
based on conferences as well as membership of the Editorial Boards of the 
Journal of Development Studies, the Journal of Post-Keynesian Economics and 
the African Development Review. In editorial work the meticulous attention to 
detail displayed in his own work has been a valuable asset.
 What of Tony Thirlwall the teacher and supervisor? Reference has already 
been made to collaborative work with students. Several generations of PhD 
students have benefited directly from his advice as supervisor, many others 
benefited from his advice as Director of the Graduate Programme at Kent from 
its inception through to 2000. Students from many countries across the world 
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came to Kent, drawn particularly by the knowledge of Growth and Development, 
but also by word of mouth from one generation to another. They found not only 
a demanding programme, but also a welcoming environment with an active so-
cial dimension culminating in a summer party in the Thirlwall garden. The 
compulsory badminton tournament on a slope of Himalayan proportions resulted 
in the winner being presented with a suitably chosen book.
 Supervision and teaching has always been meticulous. An admittedly ‘old-
fashioned’ approach with emphasis on a clear exposition of ideas and a discourse 
around them (Thirlwall the author is clearly recognisable in Thirlwall the lec-
turer or seminar leader), eschews the use of web-based lecture notes or 
PowerPoint presentations. But the slightly austere manner does not put students 
off, they want to take his module on development and they appreciate, even en-
joy, the experience. Exposure to Thirlwall the teacher is frequently a basis for 
the selection of a clearly recognisable dissertation topic by advanced under-
graduate or postgraduate students.
 As a colleague, and I have worked with Tony Thirlwall for 29 of his 40 years 
at Kent, life is, as one would expect from such a keen and precise mind, not al-
ways easy. The standards which Tony sets himself are ones which he (rightly) 
expects from other colleagues: hard work, loyalty and above all dedication to 
the best interests of good students. These traditional virtues frequently do not 
sit easily alongside the demands of modern universities; student evaluations, 
peer observation of teaching. The niceties of university budgets and resource 
allocation models and not least, the Research Assessment Exercise, are all seen 
to get in the way of the real business of academic life. But that real business is 
not one of reducing teaching to an absolute minimum in order to concentrate 
solely on research, but rather one which is student-centred. The lament about 
modern students is that they do not read enough, do not show the necessary en-
thusiasm for economics as a discipline and cannot write effectively. There are 
those who may find the formal scholar remote and not student-friendly (that is, 
not prepared to spoon-feed information and provide answers on a plate), but 
any student showing the least spark of interest in a problem will find a generous 
and willing academic who will read their work with as much attention as an ar-
ticle in a core economics journal.
 All in all, whether as a student, colleague or collaborator, working with Tony 
Thirlwall does not qualify one for a quiet life, but all of us have found that 
meeting the challenge is rewarding.
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1. The implications of Thirlwall’s Law 
for Africa’s development challenges

Mohammed Nureldin Hussain*

In the long run, no country can grow faster than that rate consistent with balance of 
payments equilibrium on current account unless it can finance ever-growing deficits 
which, in general, it cannot (A. Thirlwall, 1979).

INTRODUCTION

I first met Professor Thirlwall in 1978 when he was visiting the University of 
Khartoum as an external examiner for the Department of Economics. At the 
time I was a newly recruited teaching assistant in the department, and as the 
youngest staff member, I was pleasantly assigned to look after the social pro-
gram of the Professor and his family, who had accompanied him to Khartoum. 
That brief encounter with the Professor was instrumental in resolving a personal 
quandary: the dilemma of making a choice among the many reputable universi-
ties in the United Kingdom and the United States that had accepted me to pursue 
my postgraduate studies. Impressed by his person and intellect, I joined the 
University of Kent in 1978 as an MA student. My relationship with Professor 
Thirlwall grew over time: he was my mentor,1 my lecturer, my PhD supervisor, 
and then, Tony, one of my best friends.
 It was Tony who first introduced me to the publication business and taught 
me how to tolerate rejections and to knock on all doors if I had a genuine point 
to make. With this sprit, we have worked on two models both of which have 
generated extensive debates. Our work on the supply-side framework for cur-
rency devaluation fuelled a long drawn out published and unpublished exchange 
with International Monetary Fund (IMF) officials.2 The other work we have 
done together was on Thirlwall’s Law, which is the subject matter of this 
chapter.
 Having worked with Thirlwall’s Law in the academic world for some 14 years 
and in the development practitioners’ world for 12 years, I encountered two 
difficult challenges. The first challenge during my academic career was the usual 
‘publish or perish’. And in meeting this challenge I always remembered Tony’s 
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advice that it is easy to publish when you swim with the current of the dominant 
school of thought, but not against it. In the development practitioners’ world, 
in which I am now engaged, the nature of the challenge is different. It is to see 
that pertinent research finds its way into policymaking instead of being shelved 
to collect dust. The second challenge is, thus, to avoid what I call ‘publish and 
perish’.
 I was fortunate enough to be among the few students who read and discussed 
the manuscript of Thirlwall’s Law prior to its publication. I will capitalize on 
this opportunity to provide a brief documentary of the birth of Thirlwall’s Law 
in an attempt to highlight its deep development implications as well as portray, 
if only a trace, of the personality and professionalism of the man behind it (sec-
tion II). The remainder of the chapter will be devoted to discuss the relevance 
of Thirlwall’s Law and its extensions to the contemporary debate on Africa’s 
development issues (section III). These include the question of setting develop-
ment priorities for poverty reduction in Africa; growth and debt sustainability; 
globalisation and the income dimension of global competition; and the develop-
ment effectiveness of foreign aid in relation to the issue of transformation.

THIRLWALL’S LAW: A DOCUMENTARY

It was in the early spring of 1978 when Professor Thirlwall walked into our MA 
classroom at the University of Kent at Canterbury, England – his flashy smile 
habitually preceding his ‘good mornings’. At the time, he was teaching an MA 
class of some 18 students, most of them were from overseas and each of them 
spoke English flavoured by the melody of his/her mother tongue. Upon entering 
the classroom, Professor Thirlwall had the habit of engaging us in an intelligent 
and light-hearted chat before addressing the subject matter of the day’s lecture. 
One of his favourite ‘chatters’ was the pending hazard of Mrs. Thatcher’s eco-
nomic governance – chatter often bejewelled with witty remarks on her belief 
in supply-side economics. That day there was no chatter. The Professor started 
the lecturer in silence, distributing first draft copies of a manually typed manu-
script that did not enjoy the luxuries of today’s word-processing technology. 
The title of the manuscript was The Balance of Payments Constraint as an Ex-
planation of International Growth Rate Differences. A powerful development 
paradigm was laid before our hands. On first thought, our class, myself included, 
were more preoccupied with how to decipher the economics of the manuscript 
for the sake of passing the exams than with appreciating its ramification for de-
velopment thinking.
 Professor Thirlwall embarked on the exposition of his manuscript in his 
simple but inimitable style. A style that can best be described by what we call 
in Arabic the difficult simple: clear, concise, precise, easy to understand, but 
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difficult to imitate. It came naturally to him; testimony to his mastery of devel-
opment economics – theory and practice. He started by saying that the questions 
of what determined a country’s growth rate and why some countries grew faster 
than others had always been central issues in the study of political economy. 
He said the theories that attempted to address these questions could be, broadly, 
grouped into two opposing approaches: the supply orientated and the demand 
orientated. As usual, he whetted the appetite of the class by engaging them in a 
series of intriguing questions. He asked whether we believed that supply created 
its own demand or that demand created its own supply. Some of the young 
economists in our classroom wanted to be on the winning side with the Profes-
sor. They were too green, however, to know which team he supported, despite 
his humorous remarks on what came to be known as Thatcherism and despite 
his very apparent resemblance to Lord Keynes in both looks and intellectual 
orientation. Their answers came head and tails, watching the Professor’s face 
with each throw, lest his sentiments reveal his camp.
 Having listened patiently to our answers, the Professor addressed those who 
genuinely believed in a pre-Keynesian world saying that if supply created its 
own demand then the rate of output growth would ultimately be explained by 
the growth rate of the labour force and technical progress. But, ‘what determined 
either of these?’, he quizzed the pre-Keynesian believers. He noted the wide use 
of neoclassical growth theory in development practice notwithstanding, it had 
very little analytical usefulness in terms of policy implications because it did 
not explain the true sources of growth. Because I was one of two Africans in 
the classroom, he turned his lecture towards me. ‘Mohammed, let us take econo-
mies with fast population growth and abundant labour, such as those in Africa. 
Could the growth of the labour force alone provide a convincing explanation 
for the poor economic performance of these countries, their sluggish rates of 
growth and their inability to utilize the available labour force and other re-
sources?’ Before I ventured to answer, he continued, to my great relief, to say 
that in labour surplus economies it stretched credulity to assume it is an exoge-
nously given supply of labour that determines output in a causal sense. He added 
that the policy implication of the neoclassical approach would be misleading, 
in particular, for primary-producing countries like those in Africa. It implied 
that whatever these countries produced would automatically be sold and lead 
to higher growth, irrespective of the characteristics of the goods produced and 
world demand for them.
 He nevertheless sought to console, after a fashion, those students who be-
lieved in Say’s Law. He said that there is, of course, a trivial sense in which the 
supply-side view of growth was true: that there could be no output without the 
input of resources – not much by way of consolation, I thought. In order to un-
derstand the dynamics of growth, the nature and the extent of demand constraints 
on the utilization of resources and output growth must be understood, he added. 
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He postulated that the most binding constraint on growth in an open economy 
was likely to be the balance of payments.
 The Professor started to work out the mathematics of his manuscript. The 
good old blackboard notwithstanding, the identities and equations of the model 
were animated, left-handedly, in a manner that competes easily with Bill Gates’ 
PowerPoint facilities. The model contained three basic equations representing 
the growth of imports, the growth of exports, and a dynamic expression of the 
overall balance of payments equilibrium. He substituted the first two equations 
into the third and the model was solved to yield an elaborate expression of the 
growth rate of real gross domestic product (GDP). When the terms of trade were 
assumed to be constant the elaborate equation collapsed into an expression 
containing three symbols: y = x/π. ‘The rate of growth (y) of any developed 
country in the long run is equal to the growth rate of the volume of its exports 
(x) divided by its income elasticity of demand for imports (π)’, he explained.
 Our eyes were fixed on the blackboard, attempting to digest the meaning and 
internalize the implications of this tri-legged animal. That job was not easy. For 
the animal distilled volumes of legendary work in economic development, en-
capsulating all of them in a small-sized anti-underdevelopment pill. The teaching 
of Engel’s law, which implies that the demand for primary goods increases less 
than proportionally to increases in global income; the Harrod foreign trade 
multiplier which put forward the idea that the pace of industrial growth could 
be explained by the principle of the foreign trade multiplier;3 the Marshall–
Lerner condition which implies that a currency devaluation would not be 
effective unless the devaluation-induced deterioration in the terms of trade is 
more than offset by the devaluation-induced reduction in the volume of imports 
and increase in volume of exports; the Hicks super-multiplier4 which implies 
that the growth rate of a country is fundamentally governed by the growth rate 
of its exports; the Prebisch–Singer hypothesis which asserts that a country’s 
international trade that depends on primary goods may inhibit rather than pro-
mote economic growth; the Verdoorn–Kaldorian notion that faster growth of 
output causes a faster growth of productivity, implying the existence of substan-
tial economies of scale;5 Kaldor’s paradox which observed that countries that 
experienced the greatest decline in their price competitiveness in the post-war 
period experienced paradoxically an increase in their market share and not a 
decrease; the literature on export-led growth which asserts that export growth 
creates a virtuous circle through the link between output growth and productivity 
growth – all of these doctrines were somehow put into play and epitomized 
within this small-sized capsule. Not only that but the capsule was sealed by the 
novel and powerful ingredient of the balance-of-payments constraint: ‘in the 
long run, no country can grow faster than that rate consistent with balance of 
payments equilibrium on current account unless it can finance ever-growing 
deficits which, in general, it cannot’.
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 The time for class discussion came and all the debate seemed to linger around 
one basic query: if growth could be explained by a rule which contained two 
variables only, what was the relevance of the many other socio-economic vari-
ables that could also influence the growth process? What about the role of 
policies and economic management? What about the role of capital, labour and 
technical progress? The answers of the Professor were convincing to some stu-
dents, but confusing to many others. In an attempt to relieve our baffled faces 
he concluded the discussion by saying, in a pleasant fusion of smile and speech: 
‘Simple laws make good economics’. And as he was leaving the classroom, his 
smile turned gradually into a laugh that engulfed his remark: ‘if this rule came 
to be known as Thirlwall’s Law, I will retire’. Less than one year after the pub-
lication of the manuscript in 1979 the rule was crowned as ‘Thirlwall’s Law’. 
But, retire? He did not. I suppose genuine philosophers like this man will never 
retire even if they wanted to.
 Professor Thirlwall left our classroom with one query bemusing his mind: 
the rule might not be of relevance to poor countries that depended heavily on 
aid inflows. When I enrolled for my PhD under his supervision in 1979, Profes-
sor Thirlwall handed me, in one of my frequent and unannounced trips to his 
office, a hand-written theoretical extension of his balance of payments constraint 
model that incorporated the effect of capital flows. He invited me to do the em-
pirical work for the extended model by applying it to a group of developing 
countries. The manuscript rested on my desk for some time before I did the ap-
plication. Playing back those years, I think the reason for this delay was twofold. 
First, the extended Thirlwall’s model did not fit into the theme of my PhD and 
I was so keen to make solid progress in my thesis before I could carry what I 
considered at the time to be an additional load. Secondly, empirical work in 
those pre-statistical software days was a cumbersome task. To cut a long story 
short, the regression and other empirical analysis that I could do today in one 
minute with my PC, used to take us weeks to finish, not to mention the ‘long 
walks’ from my study office in Keynes College to the mainframe computer 
room, with the Siberian wind of Canterbury blowing non-stop over my African 
head.
 At last, I managed to finish the empirical work of the extended Thirlwall’s 
model, and to draft my interpretation of the results. These were incorporated 
with the theoretical model and the output was a paper titled The Balance-of-
Payments Constraint, Capital Flows and Growth Rate Differences Between 
Developing Countries. It took the Professor and myself numerous drafts of the 
paper, circulated to the University staff and postgraduate students for comments 
before we were ready to face the publication battlefront – or what we called, in 
jest, ‘the publication mafia’. The extended Thirlwall model was then – after 
some battles – finally published in Oxford Economic Papers in November 1982. 
Some of the other studies that applied the model for developed and developing 
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countries include Perraton (1990), Bairam and Dempster (1991), Atesoglu 
(1993), Andersen (1993), Mulligan (1996), Hussain (1999), Elliott and Rhodd 
(1999), and León-Ledesma (1999). McCombie and Thirlwall (1994) devote a 
book of over 600 pages to the critique and defense of the balance of payments 
model and its superiority to other theories of growth performance. See also 
McCombie and Thirlwall (1997) for a survey.

THE RELEVANCE OF THIRLWALL’S LAW TO AFRICA’S 
DEVELOPMENT CHALLENGES

It is now beyond dispute that Africa is the only continent in the world where the 
number of poor people is rising and where the majority of countries are unlikely 
able to meet most of the Millennium Development Goals (MDGs). The question 
of what Africa should do to overcome its development challenges has been ad-
dressed by a voluminous body of literature and the agenda for policy action is 
well known. It is now widely accepted that accelerated GDP growth is the first 
line of attack in the fight against poverty and Africa would have to achieve a 
sustained rate of economic growth well above thrice that of population in order 
to arrest and reverse the spread of poverty. There is also abroad consensus on 
the policies and strategies that are needed to accelerate economic growth.6 
However, the agenda for action is daunting and no single country in Sub-Saharan 
Africa can afford to address all the pending challenges, at all fronts simultane-
ously, and with equal vigour. Additionally the different aspects of the agenda 
for action are interrelated and interdependent, which makes it hard for African 
governments, as well as their development partners, to set priorities. This ques-
tion is pertinent because little attention has been devoted in the literature to the 
issue of formulating prioritized and long-term development visions for African 
countries. Previous economic management has been largely externally driven, 
concentrating on getting macroeconomic fundamentals right, and recent efforts 
emphasize investing in supply-side factors, particularly human capital develop-
ment, in the absence of an all-inclusive vision to overcome the basic constraints 
on growth. It is in this respect that Thirlwall’s Law provides a strong theoretical 
and empirical justification for making the export sector the focal point in setting 
such a development vision.

Making Exports Promotion Central in the Fight against Poverty

One of the many areas where I find Thirlwall’s Law edifying is on the question 
of how to set priorities for poverty reduction in Africa. The teachings of Thirl-
wall’s Law provide a simple but significant thesis for poor African countries 
striving for faster growth and for poverty reduction (see Hussain, 2001). While 
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there is no disagreement that progress in poverty reduction will come through 
increased investment in physical and human capital that brings about an acceler-
ated and broad-based growth, Thirlwall’s Law implies that export expansion 
plays an important role, not only in making such growth possible, but also sus-
tainable. To explain: fast growth generates a large demand for manufactured 
capital and consumer goods. In the absence of growing domestic production to 
satisfy such an increase in demand, the excess demand will spill over into im-
ports, putting pressure on the current account balance. In Thirlwall’s Law, this 
process is put into play by the income elasticity of demand for imports, which 
is usually very high in African countries because they produce only limited 
items of consumer goods and virtually no capital goods. Hence efforts to grow 
faster will generate a faster growth of imports.
 If export expansion is not sufficient to meet the import demand associated 
with faster growth (in addition to servicing foreign debt)7 the sustainability of 
fast growth will be threatened, as the heavy burden of foreign indebtedness will 
eventually close in and capital inflows will eventually dry up. Export growth, 
whose effect in Thirlwall’s model is captured, in the main, by the income elas-
ticity of demand for exports and the growth of world income, is unique as a 
growth-inducing force from the demand side. This is because it is the only 
component of demand that provides foreign exchange to pay for the import re-
quirements for growth. In this sense, it allows all other components of demand 
(consumption, investment, and government expenditure – which all have import-
contents) to grow faster in a way that consumption-led growth or investment-led 
growth does not. In the long run, no country can grow faster than that rate con-
sistent with balance of payments equilibrium on current account unless it can 
finance ever-growing deficits, which, in general, it cannot (see Thirlwall, 1979 
and 1997).
 Thus, in contrast to the now dominant supply-side development philosophy 
that emphasizes investment in physical and human capital per se, due regard 
must be given to the question of how these investments will promote export 
earnings in their totality and in their composition. A growth strategy that con-
centrates on expanding investment in human and physical capital without due 
regard to the ‘the foreign exchange productivity of investment’ will be short-
lived, because the balance-of-payments constraint will eventually put an end to 
such an expansion, rendering domestic resources, including human capital un-
derutilized and the country heavily indebted (see Hussain, 2001). This pattern 
typifies the experience of most African countries since independence.

Economic Growth and Debt Sustainability

The persistence of Africa’s external gap has led to accumulation of debt and to 
debt repayments problems. The state of African’s heavy indebtedness gave rise, 
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in Africa’s recent past, to numerous debt-relief schemes, the latest of which is 
the enhanced Heavily Indebted Poor Country (HIPC) Initiative. While the HIPC 
Initiative is a welcome step towards reducing the debt burden of African coun-
tries, its design and implementation have been essentially based on an arbitrary 
financial criterion, which has not been clearly linked to the nexus of growth and 
poverty reduction. It should be recalled that under the enhanced framework, the 
sustainability concept, which applies for most Heavily Indebted Poor Countries 
(HIPCs) is the ratio of a country’s debt to its exports of 150 per cent.8 This 
measure dictates that once a HIPC reaches the decision point, it should not allow 
its NPV debt-to-export ratio to exceed 150 per cent. This measure of sustainabil-
ity is chosen because of its simplicity and workability. Once the HIPC Initiative 
entered into its implementation phase, the financially based sustainability cri-
terion encountered serious difficulties. Even some of the models that have been 
developed subsequent to the emergence of these problems still suffer from the 
same shortcomings.
 The centrality of Thirlwall’s Law (and its extensions) to the issues of debt 
and development is that it brings together, in one analytical apparatus, three as-
pects important to the question of sustainability: the need to accelerate growth 
towards achieving socio-economic targets, the need to bridge the financing gap 
to attain a target growth rate and the need to utilize foreign aid effectively. To 
illustrate this, it can be argued, in the extreme case, that any poor country can 
achieve ‘debt sustainability’ by deliberately curbing its imports, debt repayment, 
and foreign borrowing to levels that are compatible with its low export earnings. 
While such a policy can achieve ‘sustainability’ because it shuts down the 
sources that can raise the debt-to-export ratio above 150 per cent, the price of 
such practices is to condemn the country to even lower growth rates and an in-
creased incidence of poverty. This, of course, is contrary to the development 
objectives of African countries, which aspire to higher economic growth and 
improved living standards. Clearly, the sustainability of debt must be defined 
in such a way as to allow African countries to realize their targeted development 
objectives by expanding their investment beyond the limits permitted by their 
export earnings – i.e., by borrowing from abroad.
 On the other hand, the root cause of the heavy debt of HIPCs is that most of 
these countries consistently had a current account deficit because their imports 
were persistently more than their exports, and hence they borrowed from abroad 
to bridge the financing gap. The persistence of this pattern indicates that the 
borrowed funds, to bridge the external financing gap, were used in activities 
that did not alter the pattern of trade to generate sufficient foreign exchange 
earnings for debt repayment. The search for a comprehensive concept for debt 
sustainability must also relate to the issue of ensuring effective utilization of the 
borrowed funds, and in particular how the borrowed funds can be used in im-
proving the capacity of foreign exchange earnings of HIPCs.
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 In view of this, the present sustainability concept suffers from a number of 
serious shortcomings. First, there is the problem of economic growth versus 
debt sustainability. First, the yardstick for determining sustainability has no 
built-in methodology to cater for the resource needs of these countries to attain 
the internationally agreed goals such as attaining the MDGs. Secondly, there is 
no simple formal model to measure the impact of debt relief on growth and 
poverty reduction. In the same vein, there is no clear development-orientated 
methodology to assess the impact of external shocks on the gains from the HIPC 
Initiative and on the HIPCs’ long-term debt sustainability. Thirdly, the issue of 
African countries graduating from aid dependency to self-sustainability has not 
been clearly catered for either in the design or in the implementation of debt 
relief. The funds released through HIPC debt relief finance investments in 
mostly social sectors, which do not generate foreign exchange earnings directly, 
nor do they change the pattern of production of the countries concerned. Thirl-
wall’s Law provides a useful tool for addressing such questions quantitatively, 
as well as qualitatively, and in what follows we provide examples of its 
applicability.

The Impact of Debt Service on Growth and Poverty

There is broad agreement that Africa’s debt burden has been a major obstacle 
to the region’s prospects for increased savings and investment; that the conti-
nent’s debt overhang has inhibited public investment in physical and social 
infrastructure; that it has also hampered private investment; that it undermined 
critical investments in health and human resource development – all leading to 
a reduction in Africa’s prospects for accelerated poverty reduction and growth. 
However, such statements are seldom substantiated by quantifiable empirical 
evidence. Thirlwall’s Law, as extended in Thirlwall and Hussain (1982) and in 
Elliott and Rhodd (1999), provides a convenient methodology to estimate the 
impact of the debt burden on the growth rate of individual African countries, 
and the impact of debt on poverty could also be estimated in conjunction with 
the poverty elasticity of growth. In Hussain and Gunter (2005), this methodol-
ogy was applied to 44 African countries, 22 of which had reached the enhanced 
HIPC decision point by May 2005. The estimates covered the period 1985–1999 
and the results are summarized in Table 1.1. The table shows the effect of debt 
service on growth separately in column (A), while all the other effects of the 
model are grouped in column (B).9

 It can be seen from Table 1.1 that the growth rates estimated by the model 
are very close to the actual growth rates. This validates the model as a good 
predictor of the growth experience of African countries.10 The application of 
the model also reveals that debt service had a large negative effect on the growth 
rate of African countries. On average, debt repayment reduced the growth rate 
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32 Growth and economic development

of HIPCs by 5.0 percentage points per annum between 1985–1999. As would 
be expected, the reduction of the rate of growth as a result of debt repayment 
was smaller in the case of non-HIPCs, amounting to an average –4.4 per cent 
per annum, and it averaged –4.5 per cent per annum for all 44 countries in the 
sample. Interpreting these results differently, it could be said that in the absence 
of debt service, the growth rate of HIPCs would have averaged 8.2 per cent per 
annum instead of 3.2 per cent per annum between 1985–1999. The respective 
figures are 6.2 per cent for non-HIPCs and 6.6 per cent for the whole sample of 
African countries.
 Using the poverty elasticity of growth (second last column of Table 1.1) it 
can be easily shown that the reduction in the pace of economic growth resulting 
from the leakage of resources through debt services has caused large increases 
in poverty (as measured by the proportion of people living under the poverty 
line of one dollar a day). According to our estimates, the negative impact of debt 
service on growth had caused poverty to increase in HIPCs by an average of 5.3 
per cent annually during the period of estimation. The increase in poverty as a 
result of debt services averaged 5.4 per cent annually for the whole sample of 
African countries.

The Impact of the HIPC Initiative on Growth and on Poverty Reduction

The HIPC framework has been designed to reduce the negative impact of the 
debt burden through directly reducing the stock of debt and hence debt service. 
Through linking debt relief to economic and social reforms, the framework has 
also been expected to reduce poverty by offering the possibility of releasing 
significantly larger resources for investments in such areas as education and 
health. In the extended Thirlwall’s model, the direct impact of debt relief on 
growth works through the reduction in the rate of change of debt services. In 
Hussain and Gunter (2005), the net effect of HIPC debt relief on growth has 
been measured using the before and after method (Table 1.2) for the 18 African 
HIPCs that have reached their enhanced HIPC decision point by end-2000. It 
can be observed from Table 1.2 that in the period prior to the implementation 
of HIPC debt relief, debt service had a large negative impact that averaged –4.1 
percentage points per annum. In the period after reaching the enhanced decision 
point (i.e., when receiving HIPC debt relief) the effect of debt services on growth 
fell to –1.2 percentage points. Taking the difference between the two, this indi-
cates that HIPC debt relief had a net positive effect on growth that amounted to 
an average of 2.9 per cent per annum between 2001 and 2003. In other words, 
everything remaining the same, the growth rate in HIPCs would have increased 
by an average of 2.9 per cent as a result of the implementation of the HIPC Ini-
tiative. This also implies a reduction in poverty by an average of 2.2 per cent 
per annum between 2001 and 2003. However, in the context of the extended 
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Thirlwall’s Law these are once-and-for-all effects and they can be eroded by 
such external shocks as deteriorations in the terms of trade for HIPCs. Also the 
effects of the HIPC Initiative are once-and-for-all effects and are not expected 
to continue unless debt service continues to decline. This appears unlikely, 
particularly if these countries attempt to bridge the large financing gap to secure 
the resources required by African countries to accelerate their growth rate to the 
levels compatible with the attainment of the MDGs.

The Financing Gap and Development Effectiveness11

The introduction of the MDGs has brought to the forefront the question of how 
to measure the resource gap required by poor countries to accelerate their growth 
rate to the levels required to attain these objectives. The dilemma faced by the 
development community in this regard is the absence of a credible model to es-
timate such a gap. The Harrod–Domar model, which was the traditional 
methodology used to estimate the financing gap, had been largely discredited. 
It might be recalled that in 1997, William Easterly authored an intriguing paper 
titled The Ghost of Financing Gap: How the Harrod–Domar Model Still Haunts 
Development Economics. His investigation shows that the Harrod–Domar model 
fails miserably in explaining the relation between investment and growth. He 
reveals that the Harrod–Domar model, which supposedly died 40 years ago, is 
still used by leading international and regional organizations. Indeed, more than 
90 per cent of the country economists in the World Bank still use the model to 
make growth and resource requirements projections, and to provide advice on 
economic policy. The demise of the Harrod–Domar model has created a true 
dilemma for development practitioners: the ‘absence’ of a credible alternative.
 Hussain (2001) has shown that the extended version of Thirlwall’s Law could 
be used as an alternative approach to the discredited Harrod–Domar model. He 
has shown that the model based on Thirlwall’s Law can be used to predict 
growth, to measure the financing gap, to formulate policy advice, and to provide 
pointers for measuring the development effectiveness of foreign development 
assistance. Comparing the Harrod–Domar model with the one based on the ex-
tended Thirlwall’s Law, it has been shown that the former is susceptible to the 
misinterpretation that all capital inflows (mainly foreign assistance in the case 
of Africa) required to fill the financing gap will be invested. This is because the 
Harrod–Domar model focuses on the saving-investment relationship in a 
planned sense (ex ante). In practice, once the foreign exchange to bridge the 
‘planned’ resource gap is obtained, there is no guarantee that all of it will finance 
investment.
 Stemming from Thirlwall’s Law it has been argued that it is the faulty as-
sumption that all aid is intended for investment that might have partly contributed 
to the negative assessment of aid effectiveness, and hence, to the diminished 



 Thirlwall’s Law for Africa’s development challenges 35

public support in donor countries for aid programs. It has been revealed that in 
many cases, capital inflows to bridge the resource gap, particularly under pro-
gram aid, were predestined, by design, for consumption and not for investment. 
In the post-oil crisis era, for instance, a large proportion of concessional re-
sources from multilateral sources have been (and continue to be) in the form of 
balance of payments support under reform programs. Such concessional flows 
are essentially intended to cushion the implementation of reforms and not to 
increase the level of investment. In the case of trade liberalization, for example, 
concessional resources are meant to finance the ‘liberalized’ imports without 
clear distinctions between consumer and capital goods. They might also be used 
to compensate the government for the loss of trade duties irrespective of whether 
the implied government expenditure is destined for consumption or investment. 
In this case, the ‘effectiveness of aid’ should probably be assessed in terms of 
its ability to increase imports of consumer goods and not investment.
 Additionally it has been demonstrated that Thirlwall’s Law has the advantage 
of accommodating the terms-of-trade effect on the estimates of foreign exchange 
requirements. There is the long-standing argument that whatever African coun-
tries get in the form of international assistance, they might lose a greater amount 
in the form of deterioration in the terms of trade. Thirlwall’s approach, by in-
cluding a separate variable for the terms of trade, permits the practitioner to 
gauge their effects on resource requirements in conjunction with the price elas-
ticities for imports and exports. The approach also gives a measure of how 
inflation, exchange rate policies, and export and import volumes affect the esti-
mates of the financing gap.
 The Thirlwall extended model has been used to measure the financing gap in 
a sample of 24 African countries, against the objective of reducing the number 
of people living in poverty by 4 per cent per annum to attain the MDG on pov-
erty, as a requirement for achieving the international development goal of 
reducing poverty by 50 per cent by the year 2015. The results showed that given 
the terms of trade, export volume and initial imbalance in the current account, 
virtually all the countries in the sample would require large inflows of foreign 
resources to achieve this target. If export performance were not improved rela-
tive to imports, the financing gap would increase over time, snowballing to very 
large amounts that would jeopardize present sustainability measures. For the 24 
countries in the sample, the financing gap is estimated at a total of US $44.8 
billion (or 21 per cent of projected GDP) per annum in the first five planning 
years alone. The cumulative amount of resources for all the 24 countries over 
the first five planning years reaches about US $224 billion, with serious implica-
tions for the accumulation of debt and debt repayments. This takes us to the 
issue of the development effectiveness of foreign aid.
 From the extended Thirlwall’s Law it can be deduced that foreign aid can 
contribute to higher growth rates because it finances the excess of imports over 
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exports. However such a dependency on aid to support higher growth rates will 
continue unless the production structure and the pattern of trade in the recipient 
country are changed towards the production of more attractive goods and serv-
ices. If the production pattern is not changed, the country will slide back to a 
lower growth path when foreign aid dries up. Thus, if the ultimate goal of for-
eign assistance is to help poor countries graduate to a self-sustaining growth 
path, the model suggests two broad pointers for measuring the long-term devel-
opment effectiveness of foreign aid. That is, the development effectiveness of 
foreign aid should be measured in terms of its ability to promote export growth 
relative to that of imports in the recipient country and/or its ability to create the 
conditions that will act as a catalyst to attract private capital. Even in this latter 
case, Thirlwall’s Law implies that the development effectiveness of private 
capital inflows must also be measured in terms of their contribution to expanding 
export earnings relative to imports.

The Income Dimension of Global Competition

Globalisation, which is an irreversible force, driven essentially by the revolution 
in information technology and liberalization of trade and capital, is one of the 
challenges facing Africa’s development. Recent studies have found that trade 
is the single most powerful vehicle through which the economic gains from 
globalisation are distributed between nations.12 This finding is not new. Histori-
cally, trade has acted as an important engine of growth for countries at widely 
differing stages of development, not only by contributing to a more efficient al-
location of resources within countries, but also by transmitting growth from one 
part of the world to another. Globalisation has reinforced this central role of 
trade in the process of growth and development.
 However, not all countries necessarily share equally in the globalisation-in-
duced growth of trade or in its benefits. One of the fundamental teachings of 
Thirlwall’s Law is that the distribution of the gains from trade rests crucially on 
a country’s income elasticities of demand for exports relative to that of imports. 
It is ironic that despite the importance of these two income elasticities for Africa’s 
trade performance, and hence its socio-economic development, they rarely figure 
in the literature and discussions of the leading development institutions (Hussain, 
2001). Even elementary theory tells us that demand for goods and services stands 
basically on two legs, namely, relative prices and income (global income in the 
case of the demand for exports). It is indeed astounding that the policies formu-
lated by the leading institutions in the area of trade continue to be one-footed 
– concentrating on price-competition and overlooking the role of global income 
as crucial elements in the competitiveness equation. Policies to expand exports 
of African countries were mainly confined to improving price competitiveness 
through currency devaluation, with the percentage devaluation usually measured 
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to make traditional exports price-competitive.13 This policy, though it might be 
useful in the short run if certain conditions were satisfied,14 has two major ‘stra-
tegic’ shortcomings. It enforces the dependency of African countries on primary 
exports – the very reason for Africa’s structural trade weaknesses in the first 
place – and it ignores the all important role of non-price competition.
 Africa has continued to fare quite poorly in its international trade performance 
over the last two decades. Its share in world exports has declined to 2 per cent 
in 2002, compared to 3 per cent in 1990, and to 6 per cent in 1980.15 The loss 
of Africa’s market share over the last two decades or so is a clear indication that 
the policy of expanding its exports through improving price-competitiveness 
was not successful. It has been shown that Africa’s price competition explains 
only a small proportion of the changes in its market shares; non-price factors 
appear to be of much greater importance in determining the success, or other-
wise, of a country in the international market.16 And Africa is not unique in this. 
There is overwhelming evidence from other continents that price competitive-
ness is quantitatively unimportant in determining changes in international 
market share.17 For Africa to reap the benefits of globalisation and improve its 
trade and growth performance increased attention would, thus, need to be de-
voted to improving non-price competition, which is captured by the income 
elasticity of demand for exports.18

 Non-price competition encompasses all those factors, other than price, that 
affect a country’s market share. These factors are normally grouped into two 
broad categories: the first is related to the act of selling or marketing; and the 
second is related to the characteristics of the product including its level of so-
phistication. Improving these non-price aspects will tend to increase the income 
elasticity of demand for Africa’s exports.19 The first aspect of non-price competi-
tion, which relates to the act of marketing, is determined by such factors as 
infrastructure; packaging; communication and foreign contacts; export process-
ing services; quality controls and hygiene; the speed of delivery of products; 
the provision of export-servicing facilities in ports and airports; and, the exist-
ence of effective trade promotion organizations. Marketing depends on the 
improvement of packaging; foreign contacts; the speed of delivery of products 
and the provision of after-sale services in the case of durable goods. The provi-
sion of these factors in Africa falls short both in comparison with other 
developing countries as well as in relation to the needs of the African peoples. 
Infrastructure in Africa including roads, ports, airports and export-servicing 
facilities is generally much lower than that of Asia and Latin America. It is not 
surprising, therefore, that African countries have even failed to boost their 
competitive edge in the field of primary commodities, despite the sweeping 
currency devaluations, resulting in large losses in market shares.20

 The second aspect of non-price competition relates to the characteristics of 
the products produced and exported and their level of sophistication. This gave 
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rise to what I called in a previous paper21 the ‘income dimension of global 
competition’. This latter term is essentially a derivative of the works of Mc-
Combie in his defence of Thirlwall’s Law.22 It finds its roots in the ‘inverse of 
Engel’s law’, which implies that the demand for knowledge-intensive goods 
increases more than proportionally to increases in global incomes. Perhaps, the 
most demanding challenge facing African countries in today’s globalized world 
is in the domain of ‘the income-dimension of global competition’.
 Table 1.3 shows an index of competitiveness as viewed from the income di-
mension perspective. The index is constructed by estimating global income 
elasticities for the major commodity groups traded in the international market.23 
Emphasis has been placed on global elasticities (as opposed to country income 
elasticities), in order to net out the effects of country-specific marking aspects 
such as transport that influence the magnitude of country-specific income elas-
ticities, thereby concentrating on the pure income dimension. Internationally 
traded goods have been arranged in the table according to the magnitude of their 
global income elasticity from the largest to the smallest.
 It can be seen that the category of machinery and transport equipment is the 
most income-attractive category with a global income elasticity of 2.30. This 
indicates that a 1 per cent increase in global GDP will cause the exports of this 
category to increase by 2.30 per cent. This is followed by chemical products 
(2.14) and manufactured goods (2.13). The least income-attractive category is 
agricultural raw materials with a global income elasticity of 0.74 followed by 
iron and steel with a global income elasticity of 0.91. The index of the pure in-
come-competitiveness has then been computed by weighting these elasticities 
by the global shares of countries (or continents) in the respective categories of 
the internationally traded goods. It is evident from Table 1.3 that Africa is trad-
ing in commodities which are highly unattractive to global income. Africa’s 
index of global income competition is only 0.92 compared to 1.76 for Asia, 1.87 
for the European Union (EU), 2.02 for the United States of America (USA), 
and 2.1 for Japan.
 The result of this low income-competition is that the market size for Africa’s 
traditional exports is shrinking relative to the global export market. This implies 
that as world income grows, a smaller proportion of this income growth will 
be devoted to the purchase of these commodities. The market share of most 
primary products – such as those exported by African countries – in the global 
export market has shrunk by an average of 70 per cent between 1970 and the 
late 1990s.24 Also, while many developing countries, particularly those in South 
and South East Asia, have experienced a decrease in the share of primary com-
modities to total exports, bringing their level of commodity dependence close 
to that of developed countries, a total of 39 out of 47 African countries are de-
pendent on just 2 primary commodities for over 50 per cent of their export 
earnings.
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 Competition in the global market arena among the leading countries is now 
conducted in terms of ‘strategic visionary planning’: the quest to acquire com-
petitive advantage in new industries where future world demand will be high, 
technological progress will be rapid and labour productivity will rise fast. Pay-
ing more attention to the income dimension of global competition means that 
African countries should strive to build dynamic export sectors and acquire 
new competitive advantages in products that are more attractive to world 
income.

CONCLUSION AND POLICY IMPLICATIONS

I have attempted in this chapter to demonstrate that Thirlwall’s Law (and its 
extensions) have a multitude of analytical capabilities and pertinent policy im-
plications for African economies in their struggle to accelerate economic growth 
and reduce poverty. For one thing, the Law brings together, in one analytical 
apparatus, the factors which are central to Africa’s economic prospects: the 
important nexus of economic growth, the terms of trade, the volumes of trade, 
capital flows, and foreign debt. Reports on Africa’s development challenges in-
variably continue to repeat the simplistic view that Africa is poor because its 
income is low, and that its income is low because its investment is low, and that 
its investment is low because its saving is low. This simplistic analysis often 
leads to the conclusion that an injection of foreign aid would, therefore, be 
needed to supplement domestic savings to boost investment and break up the 
shackles of this vicious circle. This has been the state of the art and the practice 
of the development community since the independence of African countries. 
However, there is little evidence, so far, that the shackles of the vicious circle 
have been broken. The incidence of poverty is yet to be reversed and the injec-
tion of foreign aid has often resulted in adding to the debt burden flowed by 
efforts at debt relief.
 Thirlwall’s Law represents a complete departure from this simplistic supply-
side view. It asserts instead that to break up the vicious cycle of low income and 
rising poverty, the main focus of economic management should be on changing 
the pattern of exports. This is because the current account position of a country 
is the main constraint on economic growth, because it imposes a limit on the 
demand to which supply can adapt. Seen through the lenses of Thirlwall’s Law, 
the injection of foreign capital will surely lead to higher growth rates, but given 
the production pattern of African countries such higher growth rates will not be 
sustainable, and the countries would have to slide back to lower growth rates as 
debt accumulates (through the leakage of demand into imports that are not 
matched by export generation), as capital inflows slow down (because of de-
creased creditworthiness), and as debt repayments start to impose a heavy 
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burden on domestic economies (through the leakages of domestic resources into 
debt repayment).
 Seen through the lenses of Thirlwall’s Law, Africa’s debt burden has been, 
in large part, the result of the fact that the funds borrowed from abroad over the 
years were not effectively used to relax the balance of payment constraint on 
growth by raising the income elasticities of demand for African exports relative 
to those of imports. Putting it more directly, the injection of foreign capital, 
concessional or otherwise, was not used to effectively transform the pattern of 
production of African countries, which still depend on exports of primary goods. 
It is for this very reason that the present debt sustainability concept is incompat-
ible with Africa’s quest for accelerated growth and poverty reduction. Given 
Africa’s export pattern and present levels of capital inflows to Africa, the sus-
tainability of foreign debt can only be achieved at growth rates which are, by 
far, lower than those required to reduce poverty and achieve the MDGs.
 Should the ultimate goal of foreign assistance be to help poor countries gradu-
ate to a self-sustaining growth path that depends on its own resources and private 
capital flows, the development effectiveness of foreign aid should be measured 
in terms of foreign exchange earnings. As it has been concluded in Hussain 
(2001), the basic lesson for development practice is that when foreign exchange 
is the binding constraint, which is the case for most African countries, overall 
rates of return on aggregate investment ought to be measured in terms of foreign 
exchange earnings. This does not mean that all foreign assistance must finance 
activities in the export sector. Rather, it means that African governments must 
make sure that foreign capital in their aggregates must work to transform the 
export pattern and generate foreign exchange earnings well and above those 
required to repay the debt. Those involved in development practice should, 
therefore concentrate more on innovative variables that reflect the foreign ex-
change productivity of aggregate investment.
 The policy implications of Thirlwall’s Law for development planning are that 
governments that want to wage a true war against poverty through accelerated 
and sustainable growth would need to adopt a long-term visionary strategy of 
socio-economic development that is firmly anchored on the promotion of in-
come-attractive importable and exportable goods. Regulatory, investment and 
trade policies, the pursuit of good governance, institutional building, infrastruc-
ture development, and human capital formation, all must be designed and 
implemented with this fundamental objective in mind.
 A detailed discussion of policies for effective economic transformation is 
beyond the space available for this chapter. However, there are certain planks 
that can be outlined in brief. While the transformation strategy should, by ne-
cessity, be country-specific, there are common guideposts. First, there must be 
a developmentally oriented and stable government that adopts a long-term vi-
sionary plan with the aim of carving out, among other objectives, new export 
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niches. Such a vision must have wide support from the public, the private sector 
and political parties. Experience has shown that it is not necessary for a country 
to develop an integrated national industry in order to initiate a successful 
transformation process. Greater and higher benefits accrue to those economies 
that are able to carve out niches for themselves in the global market arena. The 
export sector is envisaged as taking up the challenge of processing and manu-
facturing, aiming to advance certain manufacturers into a renowned market 
niche, encouraging and hosting foreign investment, and acting as the vehicle 
which pulls the overall economy to higher growth rates and as the window 
through which the country would acquire new technological knowledge and 
managerial knowhow.
 Special export processing zones (EPZs) would need to be used intensively. 
There are two main justifications, in the context of African economies, for using 
such zones. First, that the process of transformation through industrialization 
requires huge investment in infrastructure and other production-servicing facili-
ties that most African countries may not be able to provide country-wide. The 
available resources can be devoted to the provision of these facilities within a 
small confined area, the EPZ. Second, the effective application of countrywide 
export incentives such as exemption or rebate systems, are more easily moni-
tored in a confined EPZ. Furthermore, the education system, particularly higher 
and technical education must be harmonized with the specific needs of the pri-
vate sector, particularly those that are involved in the development of new export 
niches. In a nutshell, transformation efforts must be anchored on the realization 
that comparative advantage is no longer static and nature-given as viewed by 
classical trade theory. It is rather dynamic, man-made and can be deliberately 
acquired. Africa’s quest for fighting poverty will hinge crucially on efforts to 
build dynamic export sectors and acquire new comparative advantages in exports 
where world demand will be high, technological progress will be rapid, and la-
bour productivity will rise fast.

NOTES

 * Manager, Research Division, African Development Bank, Tunis, Tunisia, until his untimely 
death on July 15, 2005. The views expressed in this chapter are not to be taken as those of the 
African Development Bank. The author is grateful to Kouako Koua Louis for some data col-
lection and initial computation and to Rhoda Bangurah for copy-editing. He is also thankful 
to Dr. Zeinab El Bakri, Dr. Bernhard G. Gunter, and Dr. Barfour Osei for their useful com-
ments and to his wife Tunna for support.

 1. Professor Thirlwall had always been very keen to groom his PhD students as ‘typical English 
professors’ in conduct as well as intellect. I still remember when he called me to his office 
one day in the summer of 1979 to inquire angrily whether I was a postgraduate student or a 
guitarist. The reason was that I was dressed in a fancy white summer jacket with some fancy 
script printed on its back that read: ‘Star Tuck’. My supposition was that the Professor was 
upset because he confused the ‘T’ for another letter.
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 2. For this exchange see Hussain and Thirlwall (1984) and Hussain and Thirlwall (1986).
 3. See Kaldor (1978).
 4. See McCombie (1985).
 5. See Kaldor (1975).
 6. These include first, deepening economic reforms, and promoting the development of the private 

sector so as to strengthen the sustainability of investment. Second, building human capital 
through efficient delivery of social services – principally health, education and nutrition. Third, 
promoting regional integration, which provides opportunities to pool resources for investment 
and to enhance the efficiency of production by taking advantage of the economies of scale 
that larger markets make possible. Fourth, addressing the long-term foundations of develop-
ment – notably gender mainstreaming, environmental sustainability and the pursuit of good 
governance. And with regard to the question of good governance, the imperative of resolving 
societal conflicts and building the institutions that foster harmony among our peoples and fa-
cilitate orderly settlement of disputes without resort to violence must be underscored.

 7. The effects of debt servicing in the context of the Thirlwall’s Law are discussed in Elliott and 
Rhodd (1999).

 8. For those HIPCs with very open economies where exclusive reliance on external indicators 
may not adequately reflect the fiscal burden of external debt, a net present value (NPV) debt-
to-export target below 150 per cent can be recommended if the country concerned meets two 
criteria at the decision point: an export-to-GDP ratio of at least 30 per cent and a minimum 
threshold of fiscal revenue in relation to GDP of 15 per cent. For these countries, the NPV 
debt-to-export target will be set at a level that achieves a 250 per cent of the NPV debt-to-
revenue ratio at the decision point.

 9. The impact of debt service of growth is measured as: 
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 where D is total debt service repayments, principal plus interest, T is total payments equal to 
total imports plus total debt service repayments, d is the rate of change in total debt services, 
e is the exchange rate defined as the domestic price of foreign currency and π is the income 
elasticity of demand for imports.

10. For a discussion on the methods of testing Thirlwall’s Law with its different versions see 
McCombie and Thirlwall (1994) and Hussain (1999).

11. This section draws on Hussain (2001).
12. See African Development Bank (2003 and 2004).
13. See the exchange between Hussain and Thirlwall (1986) and Nashashibi and Clawson 

(1986).
14. The success of currency devaluation in improving a country’s external account is not auto-

matic. It depends on satisfying certain conditions. If viewed from the demand-side it would 
have to satisfy the famous Marshall-Lerner condition, if viewed from the supply-side it has 
to satisfy the Hussain-Thirlwall condition (see Hussain and Thirlwall, 1984). 

15. See African Development Bank (2004).
16. See Hussain (1998).
17. For a discussion of this issue see McCombie and Thirlwall (1994).
18. See McCombie (1992).
19. For the relationship between non-price factors and the income elasticity of demand for imports 

see McCombie and Thirlwall (1994). 
20. For instance, it has been estimated (see African Development Bank, 1995) that over the last 

25 years (1970–1994) the region’s market shares in cocoa beans fell from 80 per cent to 67 
per cent; in coffee from 26 per cent to 15 per cent; in cotton from 30 per cent to 16 per cent; 
in timber from 13 per cent to 7 per cent; and, in iron ore from 12 per cent to 2 per cent. The 
loss of Africa’s markets in cocoa beans, coffee and timber was largely to Asian countries; in 
iron ore to Latin American countries; and, in cotton to Eastern European countries. 

21. See Hussain (1998).
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22. See McCombie (1989 and 1992).
23. We used for the estimation only 9 commodity groups. However, if disaggregated data are used 

more stratification of elasticities will be possible. 
24. See African Development Bank (2004).
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2. Thirlwall’s Law and Palley’s pitfalls:  
a reconsideration

Mark Setterfield

1. INTRODUCTION

Thirlwall’s Law, together with the idea that the potential rate of growth – Har-
rod’s natural rate – is endogenous to the demand-determined actual rate of 
growth, rank amongst the most important of Tony Thirlwall’s many contribu-
tions to the economics of growth and development. This chapter draws and 
expands on these contributions, paying particular attention to the ‘pitfalls’ in 
contemporary growth theory identified by Palley (2002). These pitfalls are as-
sociated with the common failure of both supply- and demand-led theories of 
growth to explicitly attend to the reconciliation of the actual and potential 
growth rates when employing steady state growth frameworks.
 The remainder of the chapter is organized as follows. Section 2 briefly de-
scribes Thirlwall’s Law and the balance-of-payments-constrained (BPC) growth 
model with which it is associated, whilst section 3 introduces ‘Palley’s pitfalls’ 
and identifies their potentially damaging implications for the BPC growth model 
– even when the endogeneity of the natural rate of growth is taken into account. 
Section 4 then discusses different channels through which the actual and poten-
tial rates of growth might be reconciled in the BPC growth model. Palley’s 
(2002) preferred solution is shown to involve quasi-supply-determined growth, 
and this is contrasted with an approach that results in a model of fully-demand-
determined growth. Finally, section 5 offers some conclusions and suggestions 
for further research.

2. THIRLWALL’S LAW

The essence of Thirlwall’s Law (Thirlwall, 1979) is that absent the ability to 
attract a permanent net inflow of capital from abroad, the rate of growth of an 
economy will be constrained by the requirement that it achieve current account 
balance, by selling sufficient exports to pay for its imports.1 In its simplest 
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form, the BPC growth model that supports this insight can be stated as 
follows:2

 x a g= 0
*  [1]

 m b ga= 0  [2]

 g ga d=  [3]

 x m=  [4]

where x is the rate of growth of exports, g* is the rate of growth of foreign in-
come, m is the rate of growth of imports, ga is the actual rate of (domestic) 
growth, gd is the rate of growth of aggregate demand (all measured in real terms) 
and a0 and b0 are the income elasticities of demand for exports and imports, re-
spectively. Equations [1] and [2] are export and import growth equations,3 
equation [3] describes the actual rate of growth at any point in time as being 
demand-determined, and equation [4] imposes dynamic current account balance. 
Substituting [3] into [2] and the resulting expression, together with [1], into [4], 
we arrive at:

 g
a g

b
d = 0

0

*

 [5]

This is Thirlwall’s Law, and constitutes the equilibrium BPC growth rate derived 
from equations [1]–[4]. Any effort to raise the rate of growth of demand (and 
hence the actual rate of growth) above the equilibrium value in [5] will result 
in m > x and hence a current account deficit. The requirement that the current 
account should balance will thus force a reduction in gd towards the equilibrium 
growth rate in [5] if growth is to be sustainable.4

 The BPC growth model developed above can be extended in a variety of 
ways. As previously intimated, the rates of growth of relative prices and the 
exchange rate can be included amongst the determinants of x and m (McCom-
bie and Thirlwall, 1994, pp. 234–7; McCombie and Roberts, 2002, pp. 90–91), 
whilst the balance of payments constraint in [4] can be modified to allow for 
permanent current account deficits financed by net inflows of foreign capital 
(McCombie and Thirlwall, 1994, pp. 246–9; McCombie and Roberts, 2002, 
pp. 93–6). The model can be extended to take account of the specific effects of 
interest payments to foreign creditors on the equilibrium BPC growth rate 
(Moreno-Brid, 2003), and can also be shown to generate chaotic dynamics 
rather than a unique and stable equilibrium outcome under certain circum-
stances (McCombie and Roberts, 2002, pp. 99–102).
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 There also exists a large empirical literature that tests and applies the BPC 
growth model, using data from both developed and less developed economies. 
McCombie and Thirlwall (1994, Chapter 3) and McCombie and Roberts (2002, 
pp. 96–8) survey this literature up to 1999; see Hussain (2001), Loria (2003), 
Moreno-Brid (2003) and Holland et al (2004) for examples of more recent tests 
and applications of the model. The obvious point to be made here is that in the 
twenty-five years since Thirlwall’s (1979) seminal article, the BPC growth 
model has become a theoretically and empirically well established feature of 
the literature on growth and development.

3. PALLEY’S PITFALLS

i) The Problem

As is clear from the inclusion of equation [3] in the model developed above, 
Thirlwall’s Law and the associated BPC growth model conceptualize growth 
as a demand-led process. This vision is, of course, at odds with the dominant 
neoclassical conceptualization of growth as a supply-led process.5 But according 
to Palley (2002), both supply- and demand-led growth theories suffer a common 
problem: they neglect to explicitly discuss how the rates of growth of demand 
and supply (or alternatively, the actual and potential rates of growth) are recon-
ciled.6 Hence supply-led theories model factor accumulation and technical 
progress – i.e., the rate of growth of potential output – and then implicitly rely 
on a dynamic version of Say’s Law to ensure that the rates of growth of demand 
and hence actual output converge towards the explicitly modelled rate of growth 
of supply. Demand-led theories, meanwhile, explicitly model the rates of growth 
of demand and hence actual output, and then implicitly rely on what Cornwall 
(1972, pp. 67–9) dubs ‘Say’s Law in reverse’ to ensure that the potential rate of 
growth (i.e., the rate of growth of supply) converges towards the (explicitly 
modelled) rate of growth of demand. The problem with all this is that the rec-
onciliation of the rates of growth of demand and supply is too important to be 
treated only by means of implicit theorizing. Hence absent the equality of the 
rates of growth of potential and actual output, the economy will experience ei-
ther ever-increasing or ever-decreasing rates of capacity utilization. Apart from 
the problem that this would present for reconciling growth models with empiri-
cal evidence, it is, of course, a logical absurdity in models (including the BPC 
growth model) that rely on the concept of the steady state to describe growth 
outcomes, since the rate of capacity utilization is bounded above and below. 
The difficulty of this problem is compounded by the fact that efforts to explicitly 
consider how the rates of growth of supply and demand might be reconciled 
suggest that there may only be a discrete range of growth rates for which such 
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reconciliation is possible and for which the ‘equilibrium’ rate of growth is, 
therefore, sustainable as a steady state outcome (Cornwall, 1972; Palley, 1997).7 
Indeed, this range may be so small as to be confined to a single value of the 
growth rate.

ii) Implications for the BPC Growth Model

The idea that it is important to consider the interaction of the actual and potential 
rates of growth will not seem novel to anyone familiar with the work of Tony 
Thirlwall. As intimated earlier, one of Thirlwall’s most important contributions 
to the economics of growth and development is his championing of the notion 
that the potential rate of growth, rather than constituting the exogenously given 
ceiling originally described by Harrod, much less the stable equilibrium growth 
rate envisaged by neoclassical growth theory, is actually endogenous to the 
(demand-determined) actual rate of growth (León-Ledesma and Thirlwall, 2000, 
2002). But the idea that changes in the rate of growth of demand may induce 
changes in the rate of growth of supply does not suffice to avoid Palley’s pitfalls: 
describing the interaction of the actual and potential rates of growth in this 
fashion does not address and solve the problem of their ultimate reconciliation.8 
This is illustrated by the following, extended BPC growth model:

 x a g= 0
*  [1]

 m b ga= 0  [2]

 g ga d=  [3]

 x m=  [4]

 λ = +c c ga
0 1  [6]

 g ns = +λ  [7]

 g gd s=  [8]

where equations [1]–[4] are identical to those used in the previous section to il-
lustrate Thirlwall’s Law, λ is the rate of growth of labour productivity, n is the 
rate of growth of the labour force and gs denotes the rate of growth of supply 
(potential output). Equations [6] and [7] explicitly introduce the supply side into 
our analysis, together with a Thirlwallian conception of the interaction between 
the rates of growth of supply and demand. This is done by describing the econo-
my’s potential rate of growth (equation [7]) as being endogenous to the 
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demand-determined actual rate of growth via the Verdoorn Law (equation [6]). 
Equation [8], meanwhile, imposes the constraint that the rates of growth of 
supply and demand must be equal in the steady state.
 As demonstrated by Palley (2002, pp. 120–1), the model described above is 
over-determined. As we have already seen, solving equations [1]–[4] yields 
Thirlwall’s Law:

 g
a g

b
d = 0

0

*

 [5]

But solving equations [3] and [6]–[8] yields:

 g
c

c n gd s=
−

+ =1

1 1
0( )  [9]

Equation [9] describes the rate of growth of demand necessary to reconcile the 
actual and potential growth rates, given the interaction of these growth rates due 
to equation [6]. The rates of growth described by equations [5] and [9] will only 
be equal if:

 g
b c n

a c
* ( )

( )
= +

−
0 0

0 11
 [10]

This condition will only materialize by chance and is, therefore, unlikely to be 
observed. It is far more likely that we will observe either g* > b0(c0 + n)/a0(1 – 
c1), in which case the economy will experience a continually increasing rate of 
capacity utilization, or g* < b0(c0 + n)/a0(1 – c1), in which case the economy 
will experience a continually decreasing rate of capacity utilization. In either 
of these cases, for the reasons described earlier, the BPC growth rate in [5] 
cannot be sustained as a steady state equilibrium.

4. RECONCILING THE ACTUAL AND POTENTIAL 
RATES OF GROWTH IN THE BPC GROWTH MODEL

The problem identified above, while certainly important, does not strike a fatal 
blow to the BPC growth model. This is because multiple solutions to the prob-
lem can be identified, all of which are compatible with the basic structure of the 
model outlined in equations [1]–[4] and [6]–[8] above. The purpose of this sec-
tion is to identify two such solutions and to discuss their relative merits in the 
context of the basic vision of the growth process encouraged by Thirlwall’s Law 
and BPC growth theory.
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i) Palley’s Solution

Drawing on Palley (1996), Palley (2002, pp. 121–3) suggests a means of recon-
ciling the actual and potential growth rates in the BPC growth model that 
involves positing the endogeneity of the income elasticity of demand for imports 
to the rate of capacity utilization. The basic idea – which hinges on the notion 
that a rising rate of capacity utilization will be associated with the increasing 
prevalence of bottlenecks in the domestic economy, causing the share of in-
creases in income spent on imports to rise – can be illustrated by replacing 
equation [2] in the extended BPC growth model of the previous section with:

 m b E ga= 0 ( )  [2a]

where b0′ > 0 and E = Ya
 /Yp is a measure of capacity utilization based on the ratio 

of the levels of actual and potential real output (Ya and Yp respectively). Note 
that we must now rewrite [5] as:

 g
a g

b E
d = 0

0

*

( )
 [5a]

Now suppose that g* = g1
* > b0(E1)(c0 + n)/a0(1 – c1) initially, so that the equi-

librium BPC growth rate derived from [5a] exceeds the rate of growth of demand 
consistent with the rate of growth of supply in [9] (i.e., gd > gs). This situation 
is illustrated in Figure 2.1 below. Now note that it follows from the definition 
of E (bearing in mind equation [3] and the notation used in equation [7] to de-
scribe the rate of growth of potential output) that:

 
E
E

g gd s= −

so that:

 E E g gd s= −( )

Hence whenever gd > gs, we have Ė > 0. We will therefore observe Ė = E1(g1
d – 

gs)> 0 in response to the initial situation depicted in Figure 2.1, as a result of 
which the value of b0 will rise, decreasing the slope of the gd = a0 g*/b0 (E) 
schedule. E and b0 will continue to rise in this manner as long as the actual rate 
of growth exceeds the potential rate of growth or, in other words, until E = E2 
so that gd = a0g1

*/b0 (E2) = g2
d in Figure 2.1. At this point, the actual and potential 

rates of growth are reconciled: Ė = E(g2
d – gs) = 0 so that ḃ0 = 0 and the economy 

achieves a (sustainable) steady state growth equilibrium given by:
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 g
c n

c
g gd s d

2
0

1
11

= +
−

= <

ii) An Alternative Solution

It will immediately be recognized that the steady state growth equilibrium above 
is identical to the rate of growth in equation [9], derived from the supply side 
of the model. In other words, the adjustment mechanism proposed by Palley 
(2002) for reconciling the actual and potential rates of growth in the BPC growth 
model involves changing the equilibrium BPC growth rate in equation [5a] (from 
g1

d to g2
d in the example above) ‘to a level consistent with the underlying supply 

growth process’ so that ‘the steady-state growth rate … becomes uniquely de-
termined on the supply-side’ (Palley, 2002, p. 123). We have thus arrived at a 
model of quasi-supply-determined growth, in which the reconciliation of the 
actual and potential growth rates is achieved wholly by means of adjustments 
to the rate of growth of demand: the supply side ‘rules the roost’.9

 The question arises, then, as to whether there exist other processes capable 
of reconciling the actual and potential rates of growth in the BPC growth model 
that are, as it were, more sympathetic to the basic vision of this model, that ob-

Figure 2.� Reconciling the actual and potential rates of growth in the BPC 
growth model: Palley’s solution
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Figure 1: Reconciling the Actual and Potential Rates of Growth in the BPC Growth Model: Palley’s
Solution
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served rates of growth are determined on the demand side. The answer is that 
there are. One such process involves treating the Verdoorn coefficient (c1 in 
equation [6]) as endogenous to the rate of capacity utilization.10 The Verdoorn 
coefficient captures the extent to which productivity growth is sensitive to the 
actual rate of growth of output, as a result of static and dynamic increasing re-
turns. The hypothesis here is that the extent to which any given rate of output 
growth will induce productivity growth (i.e., the precise size of the Verdoorn 
coefficient) is a direct function of the rate of capacity utilization: firms will less 
likely be induced to engage in the innovation, technical change and organiza-
tional change from which productivity gains materialize by any given rate of 
growth of demand if the level of demand is low relative to that required for full 
capacity utilization. In other words, more productivity growth is induced by a 
goods market that is both tight and rapidly expanding. Empirical evidence for 
this claim can be found in the work of Cornwall and Cornwall (2001, Chapter 
10), who show that both the rate of growth of demand and the extent of ‘eco-
nomic slack’ (the disparity between actual and potential output and employment) 
are important determinants of productivity growth in the OECD.
 Incorporating this insight into the BPC growth model developed earlier in-
volves replacing equation [6] with:

 λ = +c c E ga
0 1( )  [6a]

where c1′ > 0 and E is as previously defined. Note that we must now rewrite [9] 
as:

 g
c n

c E
gd s= +

−
=0

11 ( )
 [9a]

 Now suppose that g* = g1
* > b0(c0 + n)/a0(1 – c1(E1)) initially – i.e., once again 

we assume that the equilibrium BPC growth rate (this time derived from equa-
tion [5]) exceeds the rate of growth of demand consistent with the rate of growth 
of supply (that is now given by equation [9a] with E = E1), so that g1

d > g1
s = (c0 

+ n)/(1 –c1(E1)). This situation is illustrated in Figure 2.2 below. As before, we 
will observe Ė = E1(g1

d – g1
s) > 0 in this initial situation. But as a result of increas-

ing rates of capacity utilization, it is now the value of c1 that will rise: firms will 
become more willing to engage in innovation, technical change and organiza-
tional change as the goods market tightens, raising the rate of productivity 
growth associated with any given rate of output growth. This, in turn, will raise 
the rate of growth of potential output, causing the gd = gs schedule in Figure 2.2 
to shift upwards. E and c1 will continue to rise as a long as g1

d > gs or, in other 
words, until E = E2 so that gs = g2

s = (c0 + n)/(1 – c1(E2)). At this point, the actual 
and potential rates of growth are reconciled: Ė = E(g1

d – g2
s) = 0 so that ċ1 = 0 
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and the economy once again achieves a (sustainable) steady state growth equi-
librium, this time given by:

 g
c n

c E
g gd s s

1
0

1 2
2 11

= +
−

= >
( )

Inspection of the steady state growth equilibrium above reveals that the adjust-
ment process that reconciles the actual and potential rates of growth now 
involves variations in the potential rate of growth to accommodate the unchang-
ing (given the value of g*) equilibrium BPC growth rate derived from equation 
[5]. In other words, it is the structure of the supply side that adjusts to accom-
modate the demand-determined actual rate of growth. The demand-side thus 
‘rules the roost’ in what can be identified as a model of fully-demand-determined 
growth.11

iii) Some Further Remarks

At this point, two further remarks on the adjustment processes discussed above 
are warranted. First, note that despite the substantive difference in outcomes to 

Figure 2.2 Reconciling the actual and potential rates of growth in the BPC 
growth model: an alternative solution
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which the adjustment processes give rise (quasi-supply-determined versus fully-
demand-determined growth rates), these adjustment processes are not mutually 
exclusive. It is entirely possible that both processes (and possibly even others 
beside – on which, again, see Palley (2002, pp. 123–4)) – will be operative at 
the same time. In this case, of course, the question of whether the final steady 
state rate of growth that emerges from the reconciliation of the actual and po-
tential growth rates will be closer to the initial equilibrium BPC growth rate in 
[5a] or the initial rate of growth derived from the structure of the supply side in 
[9a] depends on the relative magnitudes of b0′ and c1′.
 Second, it will not have gone unnoticed that both adjustment processes are 
premised on a common conception of the growth process that involves the long 
run endogeneity of the rate of capacity utilization. The question of whether or 
not the rate of capacity utilization can be regarded as endogenous in the long 
run is, of course, a controversial topic in macrodynamics.12 But even leaving 
this debate aside, the role of the rate of capacity utilization in both of the adjust-
ment processes described above is significant because, as remarked earlier, this 
variable is bounded above and below. There are, therefore, strict bounds within 
which either adjustment process can be relied upon to reconcile the actual and 
potential rates of growth. If this reconciliation is not achieved before E = 0 or 
E = 1 (or, more likely, before the value of E reaches some economically – rather 
than logically – defined minimum/maximum value), then the problems identified 
in section 3(i) associated with the unsustainability of the equilibrium rate of 
growth will re-emerge.

5. CONCLUSION

The purpose of this chapter has been to further advance the development of the 
BPC growth model and discussion of the interaction between the actual and 
potential rates of growth – two of Tony Thirlwall’s most important contributions 
to the economics of growth and development – by explicitly describing proc-
esses through which the actual and potential rates of growth can be reconciled 
in the BPC growth model. Concern with this issue is not new, having previously 
been voiced by Palley (2002). But the process that Palley proposes for reconcil-
ing the actual and potential rates of growth in a BPC growth framework gives 
rise to a model of quasi-supply-determined growth. The alternative process 
proposed in this chapter places the burden of adjustment on the supply side, 
making the equilibrium BPC growth rate the ultimate determinant of the steady 
state growth rate within a model of fully-demand-determined growth.
 As has previously been remarked, the adjustment processes proposed by 
Palley (2002) and in section 4(ii) above are not mutually exclusive. Moreover, 
both are dependent on the long run endogeneity of the rate of capacity utilization 
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– a controversial issue in macrodynamics, and one that draws attention to the 
existence of strict bounds on the efficacy of either adjustment process. Obvi-
ously, the task of further exploring which of the adjustment processes discussed 
above is most important, and whether there is sufficient variability in the rate 
of capacity utilization in the long run to accommodate the workings of either 
process, must fall to empirical investigation. Such analysis might, therefore, be 
identified as the next step for those seeking to add to the already considerable 
body of evidence supporting the relevance of Thirlwall’s Law and the associated 
BPC growth model as explanations of long run growth.

NOTES

 1. The model can be extended to allow for permanent trade deficits financed by capital inflows, 
in which case the ultimate constraint becomes the inability of an economy to continuously 
increase its foreign debt to GDP ratio. See, for example, McCombie and Thirlwall (1994, 
pp. 246–9) and McCombie and Roberts (2002, pp. 93–6). This extension is overlooked in what 
follows for the sake of simplicity.

 2. The notation used below follows that of Palley (2002) in order to better facilitate comparison 
of what follows with Palley’s original discussion of the problem identified in section 3 and 
its solution in the context of the BPC growth model.

 3. It is conventional to include relative prices and the exchange rate as arguments in the export 
and import demand functions from which [1] and [2] are implicitly derived, but these factors 
are again overlooked for the sake of simplicity. See also McCombie and Roberts (2002, 
pp. 90–1) and especially McCombie and Thirlwall (1994) on the notion that relative prices 
and the exchange rate are less important determinants of long run growth than the variables 
that enter into the determination of Thirlwall’s Law.

 4. By the same token, efforts to accumulate current account surpluses by growing at a slower 
rate than that indicated in [4] will impose deficits on the rest of the world, as a result of which 
we would expect g* to fall (as foreign nations seek to restore current account balance) until 
the condition in [4] is once again satisfied. See Thirlwall (1997, 2001) and McCombie and 
Thirlwall (1994) for discussion of the links between Thirlwall’s Law and BPC growth theory 
on one hand, and the contributions of Harrod and Kaldor to the economics of trade and growth 
on the other.

 5. Both first generation (the Solow model) and second generation (models of endogenous growth) 
neoclassical growth theories share this preoccupation with the supply side.

 6. Palley (2002) is, in fact, a reprint of a paper that was published in the Review of Political 
Economy, vol. 15, no. 1 (January), 75–84 (2003). All page references above are to the reprinted 
article.

 7. See also Palley, 2002, pp. 117–19 for a brief summary of these results.
 8. Indeed, according to Palley (2002, p. 115), it serves only to draw attention to the problem.
 9. The Palley model is described above as involving quasi-supply-determined growth because 

the supply side is not autonomous in this model (as in neoclassical growth theory): the (de-
mand-determined) actual rate of growth influences the potential rate of growth via the Verdoorn 
Law (equation [6]). Note also that, as Palley (2002, p. 123) himself points out, the steady state 
rate of capacity utilization in his model is demand-determined. Hence note that the steady 
state growth rate derived in the previous section implies that:
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 The rate of growth of demand for exports (x1 = a0g1
*) is thus a determinant of the steady state 

rate of capacity utilization.
10. It should be noted that Palley (2002, pp. 123–4) himself briefly draws attention to a second 

process, operating through the endogeneity of the rate of growth of the labour force.
11. Note that, as in Palley’s model of quasi-supply-determined growth, the steady state rate of 

capacity utilization is again demand-determined. This can be verified by noting that the steady 
state growth equilibrium derived above implies that:
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 Once again, the rate of growth of demand for exports (x1 = a0g1
*) is revealed to be a determinant 

of the steady state rate of capacity utilization.
12. See, for example, Lavoie (1995).

REFERENCES

Cornwall, J. (1972), Growth and Stability in a Mature Economy, London: Martin 
Robertson.

Cornwall, J. and W. Cornwall (2001), Capitalist Development in the Twentieth Century: 
an Evolutionary-Keynesian Analysis, Cambridge: Cambridge University Press.

Holland, M., F.V. Vieira and O. Canuto (2004), ‘Economic growth and the balance-of-
payments constraint in Latin America’, Investigacion Economica, 63, 45–74.

Hussain, M.N. (2001), ‘“Exorcising the ghost”: an alternative model for measuring the 
financing gap in developing countries’, Journal of Post Keynesian Economics, 24, 
89–124.

Lavoie, M. (1995), ‘The Kaleckian model of growth and distribution and its Neo-Ricard-
ian and Neo-Marxian critiques’, Cambridge Journal of Economics, 19, 789–818.

León-Ledesma, M. and A.P. Thirlwall (2000), ‘Is the natural rate of growth exogenous?’, 
Banca Nazionale Del Lavoro Quarterly Review, 215, 433–45.

León-Ledesma, M. and A.P. Thirlwall (2002), ‘The endogeneity of the natural rate of 
growth’, Cambridge Journal of Economics, 26, 441–59.

Loria, E. (2003), ‘The Mexican economy: balance-of-payments constrained growth 
model – the importance of the exchange rate, 1970–1999’, Journal of Post Keynesian 
Economics, 25, 661–91.

McCombie, J.S.L. and M. Roberts (2002), ‘The role of the balance of payments in eco-
nomic growth’, in M. Setterfield (ed.), The Economics of Demand-Led Growth: 
Challenging the Supply-Side Vision of the Long Run, Cheltenham, UK and Northamp-
ton, MA, USA: Edward Elgar.



 Thirlwall’s Law and Palley’s pitfalls 59

McCombie, J.S.L. and A.P. Thirlwall (1994), Economic Growth and the Balance-of-Pay-
ments Constraint, London: Macmillan.

Moreno-Brid, J.C. (2003), ‘Capital flows, interest payments and the balance-of-payments 
constrained growth model: a theoretical and empirical analysis’, Metroeconomica, 54, 
346–65.

Palley, T.I. (1996), ‘Growth theory in a Keynesian mode’, Journal of Post Keynesian 
Economics, 19, 113–35.

Palley, T.I. (1997), ‘Aggregate demand and endogenous growth: a generalized Keynes–
Kaldor model of economic growth’, Metroeconomica, 48, 161–76.

Palley, T.I. (2002), ‘Pitfalls in the theory of growth: an application to the balance-of-
paymentsconstrained growth model’, in M. Setterfield (ed.), The Economics of 
Demand-Led Growth: Challenging the Supply-Side Vision of the Long Run, Chelten-
ham, UK and Northampton, MA, USA: Edward Elgar.

Thirlwall, A.P. (1979), ‘The balance of payments constraint as an explanation of inter-
national growth rate differences’, Banca Nazionale Del Lavoro Quarterly Review, 
128, 45–53.

Thirlwall, A.P. (1997), ‘Reflections on the concept of balance-of-payments-constrained 
growth’, Journal of Post Keynesian Economics, 19, 375–85.

Thirlwall, A.P. (2001), ‘The relation between the warranted rate of growth, the natural 
rate and the balance-of-payments equilibrium growth rate’, Journal of Post Keynesian 
Economics, 24, 81–8.



 60

3. On specifying the demand for imports 
in macroeconomic models

G.C. Harcourt

When I wrote a book note for the Economic Journal in 1998 on Volume 2 of 
Tony Thirlwall’s splendid Selected Essays, Macroeconomic Issues From a 
Keynesian Perspective (1997), I said:

With Tony Thirlwall what you see is what you get. He has strong views, well thought 
out and stuck to, he is lucid, humane and persuasive to those who have eyes to see 
and ears to hear – not many of us left, unfortunately. He is proud to be called, and to 
call himself, ‘an unreconstructed Keynesian’. He is; he is also an original and innova-
tive economist who, within a broadly Keynesian framework, has with his papers 
illuminated our understanding of some of the most pressing modern issues.

Of course, the content, scope and depth of Tony’s essays should have warranted 
a review, preferably a review article, but such is the technocratic and Philistine 
character of our age and profession that an appraisal of his contributions in the 
public domain is almost invisible, confined, as it is, to a short book note only 
available on the web. (Book notes are no longer published in the journal 
itself.)
 In one of his essays on ‘the input-output formulation of the foreign trade 
multiplier’, Tony points out that together with himself only Wonnacott (1974) 
and Harcourt, Karmel and Wallace (1967) treat the demand for imports in mac-
roeconomic analysis as a function of Gross Expenditure (that is to say, gross of 
expenditure on imports) rather than of National Income. Even then, Wonnacott 
and Harcourt, Karmel and Wallace barely scratch the surface of such a treatment. 
By contrast, in Tony’s essay (written with the late Charles Kennedy), their treat-
ment is allied with an analysis of the movements of imports through the 
input-output structure of the economy.
 These considerations prompted this essay for Tony’s volume, to which I feel 
privileged and proud to contribute. I want to investigate some more the raison 
d’être for treating imports as a function of expenditure rather than income and 
also refer to the links between Keynesian macroeconomic national accounting 
concepts and categories, and the production interdependent models of Leontief 
and Sraffa.
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 I first wrote on the second topic when I was working on the first draft of a 
chapter on the national accounts in Economic Activity (Chapter 2). At much the 
same time I was also working with Vincent Massaro on Piero Sraffa’s 1960 
classic, Production of Commodities by Means of Commodities, especially on 
Sraffa’s ingenious device of sub-systems, see Harcourt and Massaro (1964). It 
was through these two (non-trivial) pursuits that I obtained at least a glimpse 
of the nature of the complex relationships between the respective systems of 
Keynes and Sraffa, so deftly and deeply developed by Tony and Charles 
Kennedy in their essay. But first I want to investigate the implications of making 
imports a function of expenditure and try to develop a simple quantitative esti-
mate of the bias introduced into macroeconomic models by making imports a 
function of income. I then question both procedures in the light of Keynes’s two 
concepts of the aggregate demand function in The General Theory – see pp. 24, 
25, 29, 30. I hope these musings, albeit incomplete and inconclusive, will nev-
ertheless be of interest to Tony, who has that indispensable characteristic of the 
really great economist, to wit, to know when perhaps definite answers may not 
be given to important questions in economics, a lesson I learnt very early on 
from my greatest Australian mentor, Eric Russell. Incidentally, it was Eric who 
led the way on the Australian scene in making imports a function of 
expenditure.
 Why is it the most common practice to make the demand for imports a func-
tion of income rather than expenditure? I suppose the most convincing rationale 
must be that imports, like saving and taxation, are all leakages from the flows 
of expenditure, production and income that need to be offset by injections of 
investment, government and export expenditures in order to establish the short-
period equilibrium flow of national income, production and expenditure. 
Moreover, saving and taxation are self-evidently leakages from the received 
income of the community. Therefore, in modelling an open economy with a 
government sector and deriving an expression for the full multiplier at work, 
symmetry requires that the three marginal propensities reflecting the three leak-
ages be added together in the multiplier formulation: 1/(s + t + m). However, 
while this reasoning seems valid for saving and taxation, is it obviously so for 
imports as well? No, because imports are demanded in any short period, when 
techniques of production, relative prices and exchange rates may be taken as 
given, in order to make production possible in response to anticipated (or even 
known) sales. Therefore, the level of final expenditure on commodities associ-
ated with consumption, investment, government, and export categories of 
expenditure seems the obvious place to go to in order to find what sectoral and 
total demand for imports are likely to be in any given short-period situation. Of 
course, the bulk of activity takes place in firms that produce intermediate goods, 
not final goods, and so we must conceive of demands being passed down the 
line, as it were, in the interdependent production processes that characterise the 
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structure of modern economies. This is implied in the simple Keynesian con-
structions of the models in, say, Economic Activity where total imports are made 
a simple proportional function of total gross expenditure. As a simplification, 
no distinction is made between the import requirements associated with the 
production of the different categories of commodities. It is acknowledged, of 
course, that there may well be more imports required per unit of production, of, 
say, consumption, investment or even export commodities than those associated 
with much government expenditure, for example. This is regarded as a compli-
cation to be brought in later once the essential principles have been understood 
and the analysis worked through. Furthermore, by making imports a function 
of expenditure, the import requirements in production needed to match autono-
mous expenditures are explicitly taken into account in the formula for the open 
economy multiplier.
 Suppose then that we accept that expenditure is the principal determinant of 
import requirements, that it signals what imports will be needed in any given 
short-period situation to produce the commodities to match expenditure. Does 
it make any essential difference to the ultimate answers that we give for the de-
termination of levels of production and income whether we have used 
expenditure or income as the determinants of import demand?
 The answer is that at short-period equilibrium there is no difference. At equi-
librium aggregate demand equals aggregate supply (and total planned injections 
are equal to total induced leakages), so we must get the same overall answer. 
(We have to make allowance for the fact that the marginal propensity to spend 
on imports from expenditure has a different numerical value to the marginal 
propensity to import from income, because income by definition is always less 
than expenditure; but one is reducible to equivalence with the other in order to 
determine the same overall demand for imports.) This is clear in Figure 3.1, 
which is based on the diagrams in Chapter 12 of Economic Activity.
 On the vertical axis we measure expenditure (E) and income (Y), on the hori-
zontal axis, Y, all in real terms. We take I

–
, G

–
, and X

–
 to be autonomous and C to 

be a function of Personal Disposable Income (Yd), C = C(Yd), with changes in 
C induced by changes in Yd. (There is an autonomous term in the consumption 
function and in the short period a unique relationship between Yd and Y so that 
C may be related in a derived way to Y.) m is the marginal propensity to spend 
on imports and so domestic expenditure is (1 – m)(E), where E = C(Yd) + I

–
 + G

–
 + 

X
–
.

 The difference between the two lines is the expenditure on imports at each 
level of income. Not only is the 45° line a reference point, it may also be inter-
preted as an aggregate supply (and demand) line, plotting expected demand for 
domestic production against domestic production itself. (All the microeconomic 
activities in different market structures go on behind the line, as it were, as in-
dividual businesspeople react to expected prices, as in Keynes’s General Theory, 
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Figure 3.� Short-period equilibrium in an open economy with a government
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or to expected sales, when we have more realistic imperfectly competitive, 
monopolistic competitive and oligopolistic structures, and decide on short-pe-
riod production and employment, creating the incomes that lead to consumption 
spending, saving and tax payments.) Then for each level of domestic demand 
and production to be possible in the short period, there must be accompanying 
inputs of imports. This is shown by the straight line starting at the origin and 
situated above the 45° line by the amount of imports needed, determined by the 
marginal propensity to import associated with each level of, and change in, Y. 
At the equilibrium level of Y, OYe, which is determined by the intersection of 
(1 – m)(E) with the 45° line, both methods of estimating the demand for imports 
give the same answer, QED!
 Away from the equilibrium level, though, the answers differ. The demand for 
imports is estimated to be greater by the expenditure method (ME) than by the 
income method (MY) to the left of the equilibrium intersection points, and to be 
less, to the right of the intersection, see Figure 3.2.
 Is it possible to say anything more quantitative about this discrepancy? We 
know that in a very simple model, if we suppose prices to be given and constant 
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in the short period, then to the left of the intersection of the aggregate demand 
function with the aggregate supply function (as we have defined them), we have 
an unintended run-down of stocks (or a failure to add to them as much as 
planned) because aggregate demand exceeds aggregate supply (planned invest-
ment exceeds planned saving); to the right of the intersection, we have an 
unintended build-up of stocks because of the excess supply situations which 
characterise these positions. Then, a moment’s reflection suggests (when I told 
Joan Robinson this she said it was a very subtle point) that the difference in the 
demand for imports predicted by the two methods is equal to the import com-
ponents of the unintended changes in stocks occurring. To the left of the 
equilibrium point, if we accept for the moment that the expenditure method is 
the correct way to specify the demand for imports, the income method results 
in an underestimate of the total demand for imports by these amounts; to the 
right of the equilibrium point, it results in an overestimate. So perhaps this 
simple result could be taken as a starting point for actual estimates of total im-
ports in given periods of actual time, if it is accepted that the economy is rarely 
if ever to be found at its short-period equilibrium level. Elsewhere (see Harcourt 
1981; 1982), I have argued that the short-period equilibrium level is a sort of 
centre of gravitation, a sometimes justified short cut for viewing actual national 

Figure 3.2 Demands for imports by the expenditure and income methods
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income and expenditure figures as though they were identical with the levels 
corresponding to their centres of gravitation; in which case no bias would need 
to be estimated.
 Until I started to think about this essay for Tony’s volume, I must admit I 
thought that where we have now reached was the end of the matter. Now I am 
not so sure. The reason why is as follows: as we mentioned earlier, there are 
two different concepts of the aggregate demand function in The General Theory, 
only one of which has on the whole survived in later writings by Keynes himself 
and others, and in the textbooks. The first, which I think is more fundamental, 
is the summation of what businesspeople think the sales of their products will 
be in any given short period. It is these expectations which guide their produc-
tion planning, employment offers and, I now want to argue, their orders for 
imports. Some businesspeople will produce only to order and will know exactly 
what employment to offer and imports to buy. Others, whether they sell final 
goods or supply intermediate goods, have to anticipate what their sales will be 
and therefore what production to plan, employment to offer and imports to buy. 
Keynes put it like this (he ignored imports, of course).

… in a given situation of technique, resources and factor cost per unit of employment, 
the amount of employment, both in each individual firm and industry, and in the ag-
gregate, depends on the amount of proceeds which the entrepreneurs expect to receive 
from the corresponding output … let D be the proceeds which entrepreneurs expects 
to receive from the employment of N men, the relationship between D and N being 
written D = f (N), which is called the aggregate demand function. (1936; C.W., vol 
VII, 1973, 24-25, emphasis in original)

 If we suppose that included in these decisions are sales to stock in their own 
businesses, then the total of all these expectations of sales by business people 
must be exactly equal to the production being planned and implemented and 
therefore the total income that is created (it would be irrational for them to 
produce either more or less). Hence the 45° line is both a reference point and 
the aggregate demand (and supply) function. It is the aggregate supply function 
because, remembering our assumptions, it corresponds with Keynes’s 
definition:

… the aggregate supply price of the output of a given amount of employment is the 
expectation of proceeds which would just make it worth the while of the entrepreneurs 
to give that employment … let Z be the aggregate supply price of the output from 
employing N men, the relationship between Z and N being written Z = φ(N), which 
can be called the aggregate supply function’. (1936; C.W., vol. VII, 1973, 24-25, 
emphasis in original)

 Of course, whether the individual and total expectations are realised or not 
depends upon the subsequent reactions of the income receivers with regard to 
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their spending on consumption goods as indicated by the aggregate consumption 
function, which is a major component of the second concept of the aggregate 
demand function in The General Theory, that is to say, the sum of planned ex-
penditures on all final goods, either related to income levels or autonomously 
in the simple case here for I

–
, G

–
 and X

–
. This interpretation is implied in Keynes’s 

summing up of his theory on pp. 28–32, especially in (3) and (5), p. 29:

(3) The amount of labour N which the entrepreneurs decide to employ depends on 
the sum (D) of two quantities, namely D1, the amount which the community is ex-
pected to spend on consumption, and D2, the amount which it is expected to devote 
to new investment …
[…]
(5) Hence the volume of employment in equilibrium depends on (i) the aggregate 
supply function, φ, (ii) the propensity to consume, χ, and (iii) the volume of invest-
ment, D2 … the essence of the General Theory of Employment’. (emphasis in 
original)

 The latter form of the aggregate demand function does not in principle have 
to be known by individual businesspeople who, of course, are mainly interested 
in what their specific prices and/or sales will be. But it is known to us, the all-
seeing macroeconomists, looking at the economy as a whole. And it is for this 
reason, as well as others, that import demands were related to expenditure in 
the models of the three sets of authors mentioned above.
 But were they correct to do so? Probably not, because if the argument above 
concerning the first concept of the aggregate demand function is correct, then 
the initiation of production, employment and demand for imports must come 
from the combined (but uncoordinated) actions of all the businesspeople in the 
community. In which case, the demand for imports will be related to points on 
the 45° line, not to points on the expenditure relationship which is derived from 
the second concept (onto which Keynes quickly moved). So the more common 
method of estimating the demand for imports by making it a function of income 
will give the right answer, though up until now, says he modestly, exposing 
former treason, for the wrong reason.1 Moreover, there will be no reason to 
correct for biases in the estimates of the demand for imports, as was suggested 
above, because income, whether equilibrium or not, is the relevant major de-
terminant of such demand in the short period.
 I shall be the first to cheer if Tony shows that I am now wrong and that he 
and Kennedy, in a much more detailed and persuasive way, and the other authors 
were right all the time. So, over to you, Tony, and many congratulations on your 
splendid contributions as a wise, unreconstructed Keynesian!
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NOTE

1. ‘The last temptation is the greatest treason:
 To do the right deed for the wrong reason.’
 Eliot (1935), 44.
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4. Keynes, Post Keynesian analysis, and 
the open economies of the twenty-first 
century

Paul Davidson

INTRODUCTION

It is often said by mainstream economists that Post Keynesian theory’s contribu-
tion to economic theory is all negative in that it attacks orthodox (supply side) 
theory without providing a positive alternative coherent contribution. Moreover, 
it is claimed that this failure is due to the fact that Post Keynesian theory is based 
on the closed economy analysis of Keynes’s General Theory, while the real 
world economies of the 21st century are open to world trade. Keynes might have 
had some relevance for the developed economies of the mid-20th century that 
were enmeshed in the Great Depression, but Keynes has little or nothing to offer 
to the open economies of a globalized economic system of the 21st century.
 These disparaging statements regarding both Keynes and the Post Keynesian 
analytical framework are wholly false and merely represent the best barbs that 
mainstream classical economists, who have been stung by the rapier of Post 
Keynesian analysis, can muster.
 Section I of this paper will cite chapter and verse in Keynes’s General Theory 
where insights and policies are suggested that are relevant today to nations in 
a globalized economic world. Section II briefly indicates how the orthodox 
theory of the efficiency of flexible exchange rates fails to meet the test of the 
facts. Section III focuses on one enormous positive contribution made by Tony 
Thirlwall that permits the analyst to understand the income effects of world 
trade, including the potential widening income inequalities between developed 
nations and those less developed countries that pursue economic industrial 
policies based on the law of comparative advantage. Tony Thirlwall deserves 
kudos for developing this analysis from the Keynes-Harrod multiplier literature 
of the 1930s. When mainstream economists finally recognize the importance 
of income effects of trade on open economies, then Tony Thirlwall’s name will 
be cited for developing the pioneering work that Post Keynesians call Thirlwall’s 
Law.
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KEYNES AND THE OPEN ECONOMY

It is a paradox that Keynes, a man who spent most of his professional life work-
ing on the analysis of open economies, should be thought of as having developed 
a general theory that is only applicable to closed economies. It is true that much 
of Keynes’s General Theory of Employment Interest and Money1 is developed 
in a closed economy context. One possible reason for this closed economy focus 
is that Keynes wanted to demonstrate that even if one abstracted from interna-
tional trade complications, a closed economy did not possess any automatic 
market mechanism that assured a full-employment equilibrium. Once this was 
demonstrated, however, Keynes did introduce some major open economy as-
pects in his general theory when he noted that

a. Trade could modify the magnitude of the domestic employment multiplier 
[Keynes, 1936, p. 120],

b. reductions in money wages would worsen the terms of trade and therefore 
reduce real income, though it could improve the balance of trade payments 
[Keynes, 1936, p. 263], and

c. stimulating either domestic investment or foreign investment could increase 
domestic employment growth [Keynes, 1936, p. 335].

 In our 21st century economic system, under the influence of a resurgent clas-
sical economic analysis by mainstream economists, governments are afraid that 
deliberately stimulating any domestic component of aggregate demand via 
budget deficits will unleash inflationary forces. Accordingly, export-led growth 
is seen as the only alternative path for expanding domestic employment. A ‘fa-
vorable balance [of trade], provided it is not too large, will prove extremely 
stimulating’ to domestic employment [Keynes, 1936, p. 338], even if it does so 
at the expense of employment opportunities abroad.
 In a passage that is particularly a propos to today’s global economic setting, 
Keynes [1936 p. 335] noted that ‘in a society where there is no question of direct 
investment under the aegis of public authority [due to fear of government deficits 
per se], the economic objects, with which it is reasonable for the government 
to be preoccupied, are the domestic interest rate and the balance of foreign 
trade’. If, however, nations permit free movement of capital funds across na-
tional boundaries, then ‘the authorities had no direct control over the domestic 
rate of interest or the other inducements to home investment, [and] measures to 
increase the favorable balance of trade [are]…the only direct means at their 
disposal for increasing foreign investment’ [Keynes, 1936, p. 336] and domestic 
employment.
 Keynes explicitly noted that the domestic employment advantage gained by 
any government pursuing an export-led growth policy ‘is liable to involve an 
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equal disadvantage to some other country’ [Keynes, 1936, p. 338]. When many 
countries simultaneously pursue an ‘immoderate policy’ [Keynes, 1936, p. 338] 
of export-led growth (e.g., Japan, Germany and the NICs of Asia in the 1980s 
and Japan and China today), this aggravates the unemployment problem for 
these nations’ trading partners.2 Consequently, the trading partners of nations 
deliberately pursuing export-led growth policies are forced to engage in a ‘sense-
less international competition for a favorable balance which injures all alike’ 
[Keynes, 1936, pp. 338–9].
 Any deliberate policy that aims to make a nation’s industries more competi-
tive in order to improve the trade balance requires either (a) forcing down 
nominal wages (including fringe benefits) to reduce labor production costs 
and/or (b) a devaluation of its exchange rate3 (or an appreciation of its trading 
partners’s exchange rate). Competitive gains obtained by manipulating these 
wage or exchange rate variables can only foster further global stagnation and 
recession as one nation’s attempt to regain a competitive edge via (a) or (b) 
passes the black queen of reduced profits and higher unemployment to other 
nations in the global economy.
 Unlike the classical theorists of his day (and our day as well4) Keynes recog-
nized that ‘the mercantilists were aware of the fallacy of cheapness and the 
danger that excessive competition may turn the terms of trade against a country’ 
[Keynes, 1936, p. 345] thereby reducing domestic living standards. In an open 
economy, turning the terms of trade against a country can mean that domestic 
workers may be working more while earning less in real terms.
 Keynes realized that in an open global economy the only path to global full 
employment might require every nation to actively and independently undertake 
a program for public domestic investment to generate domestic full employment. 
Otherwise, the resulting laissez-faire system of ‘prudent’ fiscal finance in tan-
dem with a system of free international monetary flows would create a global 
environment where each nation could solve its unemployment problem only by 
seeking international competitive advantages resulting in export-led growth. 
The pursuit of such policies simultaneously by many nations, however, ‘injures 
all alike’ [Keynes, 1936, pp. 338–9].
 This warning from Keynes, however, went virtually unrecognized in the last 
decades of the 20th century when mainstream economists waxed enthusiastically 
about the export-led economic miracles of Japan, Germany and the Pacific rim 
Newly Industrialized Countries – and later China and India – without noting that 
these miraculous performances were at the expense of the rest of the world.
 Whenever governments do not have the political will to stimulate directly 
any domestic component of aggregate spending to reduce unemployment, ‘do-
mestic prosperity [is] directly dependent on a competitive pursuit of [export] 
markets’ [Keynes, 1936, p. 349]. This is a competition in which all nations can-
not be winners, but all can become losers!
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 For each nation simultaneously to break out of a global slow-growth stagnat-
ing economic environment and promote global prosperity, the correct policy, 
Keynes insisted, is not to pursue an export-led growth policy. Instead it is a 
‘policy of an autonomous rate of interest, unimpeded by international preoccu-
pations, and a national investment programme directed to an optimum level of 
employment which is twice blessed in the sense that it helps ourselves and our 
neighbors at the same time. And it is the simultaneous pursuit of these policies 
by all countries together which is capable of restoring economic health and 
strength internationally, whether we measure it by the level of domestic employ-
ment or by the volume of international trade’ [Keynes, 1936, p. 349, italics 
added].
 From 1982 to 1986, the Reagan Administration unwittingly pursued this 
Keynesian truth by increasing military (public domestic investment) spending 
and cutting taxes to stimulate consumption without worrying about the eco-
nomic repercussions on the United States’ trade balance or federal government 
deficits. By mid-1982, the Federal Reserve was helping the Reagan ‘Keynesian’ 
economic expansion by reducing interest rates in order to avoid a massive in-
ternational debt default. As a result the US acted as the ‘engine of growth’ during 
the Reagan Administration and most of the OECD nations rapidly recovered 
from the (1978-1981) greatest global recession since The Great Depression of 
the 1930s. Unfortunately, as recovery occurred, most of the major trading part-
ners of the US did not engage in a ‘simultaneous pursuit of these policies’ of 
increasing public spending and reducing interest rates. These other nations 
neither remembered nor understood Keynes’s recommendation that only by the 
concurrent independent expansionary public investment policies of all nations 
could global economic health and strength be restored.5 Instead, some of Ameri-
ca’s trading partners took advantage of Reagan’s ‘Keynesian’ policy, which 
stimulated US demand for imports, to pursue an export-led growth policy which, 
though initially successful, ultimately resulted in severe economic problems for 
countries such as Japan, much of Western Europe and the nations of southeast 
Asia.
 Until we understand Keynes’s General Theory lessons in an open economy 
context, we are doomed to repeat the past errors encouraged by ‘the inadequacy 
of the theoretical foundations of the laissez-faire doctrine’ [Keynes, 1936, 
p. 339] and by ‘orthodox economists whose common sense has been insufficient 
to check their faulty logic’ [Keynes, 1936, p. 349]. In a laissez-faire environ-
ment, orthodox economists assume global full employment automatically 
follows, so that free trade must increase the global wealth of nations by reducing 
each nation’s aggregate supply constraints through the law of comparative 
advantage.6

 In a passage that is amazingly prescient for the economic environment since 
Breton Woods, Keynes warns that the law of comparative advantage is only 
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applicable after all nations have implemented domestic demand management 
policies assuring full employment. Whenever nations operate under a laissez-
faire mentality that produces significant global unemployment, then

if a rich, old country were to neglect the struggle for markets its prosperity would 
droop and fail. But if [all] nations can learn to provide themselves with full employ-
ment by their domestic policy … there need be no important economic forces 
calculated to set the interest of one country against that of its neighbours. There would 
still be room for the international division of labour and for international lending in 
appropriate conditions. But there would no longer be a pressing motive why one 
country need force its wares on another or repulse the offerings of its neighbour, not 
because this was necessary to enable it to pay for what it wished to purchase, but with 
the express object of upsetting equilibrium in the balance of payments so as to develop 
a balance of trade in its own favour [i.e., export-led growth policy]. International 
trade would cease to be what it is, namely, a desperate expedient to maintain employ-
ment at home by forcing sales on foreign markets and restricting purchases, which, 
if successful, will merely shift the problem of unemployment to the neighbour which 
is worsted in the struggle, but a willing and unimpeded exchange of goods and serv-
ices in conditions of mutual advantage [Keynes, pp. 382–3 italics added].

 Unfortunately, most governments have been misled by mainstream econo-
mists to believe that free trade per se is job-creating globally. Keynes’s General 
Theory suggests otherwise. The post-Bretton Woods international payments 
system with flexible exchange rates has created perverse incentives that set 
trading partner against trading partner to perpetuate a world of slow growth (if 
not stagnation). Generalizing Keynes’s General Theory to an open economy 
provides a rationale for designing an international payment system that creates 
incentives for each nation to pursue domestic demand policies that ensure full 
employment without the fear of any balance of payments constraint. Only then 
will the gains from the law of comparative advantage become relevant.
 A consistent theme throughout Keynes’s General Theory is that classical logic 
has assumed away questions that are fundamental to a market-oriented, money-
using economy. These problems are particularly relevant for understanding the 
current international payments relations that involve liquidity, persistent and 
growing debt obligations, and the importance of stable rather than flexible ex-
change rates.
 An example of the sanguine classical response to Post Keynesians raising 
these issues is Professor Milton Friedman’s response to me in our ‘debate’ in 
the literature. Friedman [1974, p. 151] stated: ‘A price may be flexible…yet be 
relatively stable, because demand and supply are relatively stable over time. … 
[Of course] violent instability of prices in terms of a specific money would 
greatly reduce the usefulness of that money’. It is nice to know that as long as 
prices or exchange rates remain relatively stable, or ‘sticky’ over time, there is 
no harm in permitting them to be flexible. The problem arises when exchange 
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rates display volatility. Should there be a deliberate policy that intervenes in 
the market to maintain relative stability or should we allow a free market to 
determine the exchange rate? Keynes helped design the Bretton Woods Agree-
ment to foster action and intervention to stabilize exchange rates and control 
international payment flows. Friedman sold the public on the beneficence of 
government inaction and the free market determination of exchange rates.
 Nowhere is the difference between the Keynes view and the view of those 
who favor laissez-faire arrangements more evident than in regard to these ques-
tions of international capital movements and payments mechanisms and the 
desirability of a flexible exchange rate system. Keynes’s General Theory analy-
sis suggests that government monitoring and, when necessary, control of capital 
flows, is in society’s interest. Such controls are not an infringement on the 
freedom of economic agents any more than the control of people’s right to shout 
‘fire’ in a crowded theater is an infringement of the individual’s right of free 
speech.
 Old Keynesians (e.g., Samuelson, Tobin, Solow) as well as New Keynesians 
have little to say about international capital movements and their potential det-
rimental effects on the balance of payments and global employment.7 Keynes, 
on the other hand, recognized that large, unfettered capital flows can create seri-
ous international payments problems for nations whose current accounts would 
otherwise be roughly in balance. Unfortunately, in a laissez-faire system of 
capital markets there is no way of distinguishing between the movement of 
floating and speculative funds that take refuge in one nation after another in the 
continuous search either for speculative gains, or precautionary purposes, or 
for hiding from the tax collector, or laundering illegal earnings vis-à-vis funds 
being used to promote genuine new investment for developing the world’s 
resources.
 The international movement of speculative, precautionary, terrorist funds or 
illegal funds (hot money), if it becomes significantly large, can be so disruptive 
to the global economy as to impoverish most, if not all, nations who organize 
production and exchange processes on an entrepreneurial basis. Keynes warned 
‘Loose funds may sweep round the world disorganizing all steady business. 
Nothing is more certain than that the movement of capital funds must be regu-
lated’[ Keynes, 1980, p. 25]
 One of the more obvious dicta that follows from Keynes’s revolutionary vi-
sion of the importance of liquidity in open economies is that

There is no country which can, in future, safely allow the flight of funds for political 
reasons or to evade domestic taxation or in anticipation of the owner turning refugee. 
Equally, there is no country that can safely receive fugitive funds which cannot safely 
be used for fixed investments and might turn it into a deficiency country against its 
will and contrary to the real facts [Keynes, 1980, p. 87].
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 Even in these days of global electronic communication, nations can monitor 
and control international capital flows only if they have the will and the necessary 
cooperation of other nations to do so. Monitoring and control of capital fund 
movements is a technical matter involving the reporting of records that are kept 
in the accounting system of every banking community. As long as governments 
have the power to tax and central bankers have the power to audit and regulate 
their respective domestic banking systems, large scale international capital flows 
can be monitored and regulated, provided there is international cooperation in 
this matter. As long as currency is issued only in small denominations, the physi-
cal bulkiness of moving large currency sums secretly across borders ensures that 
it cannot be a major threat to any capital monitoring and control policy.
 In recent years, however, governments’ willingness to avoid capital fund 
monitoring has made it easy to hide not only legally earned income and wealth 
from tax collectors but also profits from drug and other illegal activities and 
terrorist funding from law enforcement agencies. This laissez-faire attitude en-
courages uncivilized behavior by self-interested economic agents – and thereby 
imposes an important, if often neglected, real cost on society. During the 1980s 
flight capital drained resources from the relatively poor nations towards the 
richer ones, resulting in a more global inequitable redistribution of income and 
wealth.
 Cooperation between nations in monitoring, reporting and controlling disrup-
tive capital funds movements among nations can be readily accomplished by 
the international payments mechanism if some form of an international clearing 
union payments system of a type that as I have discussed in detail elsewhere 
[Davidson, 2002] were to be instituted.8 My proposed system is developed from 
Keynes’s Bretton Woods proposal for an international clearing union, but it does 
not require a Supra National Central Bank as Keynes’s proposal did.
 The successful implementation of my proposed international payments 
scheme in tandem with some rules for coordinating incomes policies among 
nations would ensure very inelastic expectation elasticities regarding the rates 
of exchange among various nations’ monies. These inelastic expectations would 
mean that individuals will no longer be impelled to engage in disruptive inter-
national speculative and precautionary financial transactions. Thus, within a 
very short span of calendar time after a new payments scheme similar to the 
one proposed here is implemented, problems of speculative and precautionary 
‘hot money’ flows as well as funds used to organize anti-social and illegal activi-
ties such as terrorist organizations and drug cartels and movements of income 
and wealth to avoid the tax collector or law enforcement officers will quickly 
shrink to relative insignificance.
 The free world embarked on its great classical experiment of floating rates 
in 1973. Since 1973, there have been periodic bouts of great inflation, increasing 
rates of global unemployment, persistent growth in international debt, and an 
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increasingly inequitable international distribution of global income. Some of 
the rich nations got richer, while many of the poor nations became poorer at 
least relatively and, at times, suffered huge ‘capital flight’ losses.
 Moreover, since 1982, one nation – the United States – has been able to take 
advantage of the existing international payments system to obtain a ‘free lunch’, 
that is, to run the massive perpetual trade deficits that has made the richest na-
tion in the world also the world’s largest debtor. Although residents of most 
other nations may resent the ability of the United States to use the international 
payments system to obtain this ‘free lunch’, they are hesitant to change a system 
that is heralded by modern classical economists as the only mechanism that 
permits everyone the freedom to choose. To be against the existing system is 
considered to be anti-free market and for controls by government, a particularly 
unpopular position in these days when State planning has apparently failed so 
spectacularly in Eastern Europe. In the absence of a complete collapse of the 
international monetary payments system, however, unless an attractive feasible 
alternative to the current system is put on the public agenda for discussion and 
development, the status quo will remain. It is an old adage in political science 
that ‘you can’t beat somebody with nobody!’
 Any suggestions for reforming the international payments mechanism should 
build on whatever advantages the current system possesses, while providing 
rules to prevent any one nation from enjoying a free lunch – unless a free lunch 
is available to all. It is possible to provide all with a free lunch (i.e., increased 
global employment) if a new payments system has a built-in expansionary bias 
that encourages all nations to operate closer to full employment than the existing 
system does.

THE FACTS VERSUS THE THEORY OF FLEXIBLE 
EXCHANGE RATES

Because of the success of the Keynesian Revolution in stimulating domestic 
full employment via conscious policies between the end of World War II and 
the mid-1960s, the problem of wage-cost inflation became endemic to most of 
the developed countries of the world. Without the persistent threat of large-scale 
unemployment, workers and labor unions in many OECD nations became more 
truculent in their wage demands. By the late 1960s many developed nations 
were forced to pursue so-called ‘stop-go’ policies that generated small planned 
recessions to reduce the market power of labor to demand inflationary wage 
increases. These recessions were then followed by Keynesian policies of expan-
sionary domestic spending, moving the economy back towards full employment 
until the next round of inflationary wage demands were tabled by workers. Thus 
the nomenclature of ‘stop-go’ policies.
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 Any nation that can pursue a successful export-led growth policy during the 
flexible exchange rate system that followed the Bretton Woods system break-
down in 1973 is able to export to its trading partners not only its unemployment 
propensities but also any inflationary tendencies. In a fixed exchange rate sys-
tem, on the other hand, export-led growth policy does not provide a nation any 
advantage in permitting more employment and growth with lower inflation rates 
compared with Keynesian policies that stimulate domestic components of ag-
gregate demand to achieve greater employment. Moreover, under a fixed 
exchange rate system, it is possible for all nations to simultaneously pursue co-
ordinated growth oriented policies by stimulating domestic components of 
effective demand without necessarily running into balance of payments difficul-
ties as long as the ratio of each nation’s growth rate relative to its trading 
partners’ growth rate is equal to the ratio of the elasticity of demand for its ex-
ports compared to the its elasticity of demand for imports (according to 
Thirlwall’s Law9).
 In other words, a flexible exchange rate regime guarantees that for every 
‘successful’ economy that pursues a mercantilist trade surplus policy that can 
promote employment growth without significant inflation, there must be one or 
more offsetting ‘failure’ nations importing inflation and unemployment while 
being plagued with persistent trade deficits. For every winner on the flexible 
rate system, there must be one or more losers. A fixed exchange rate regime in 
tandem with intelligent domestic demand and incomes management policies, 
on the other hand, can provide entrepreneurs with profitable expansionary 
market opportunities in a global environment where all nations are winners. A 
fixed exchange rate system combined with intelligent international cooperative 
Keynesian policies, therefore, holds out the promise that all nations can avail 
themselves of a free lunch.
 Since the breakdown of Bretton Woods, it has been popular to assume that 
freely fluctuating exchange rates in a laissez-faire market system are efficient. 
Every well-trained mainstream economist, whose work is logically consistent 
with a Walrasian, Arrow-Debreu microfoundation, ‘knows’ that the beneficial 
effects of a freely flexible exchange rate include (1) the impossibility of any one 
country running a persistent balance of payments deficit and (2) each nation is 
able to pursue monetary and fiscal policies for full employment without inflation 
independent of what is occurring in its trading partners10.
 The facts since the breakup of Bretton Woods, however, do not appear to be 
consistent with these Panglossian promises. Between 1980 and 2005, when the 
United States (perhaps unwittingly) took over as the engine of growth role for 
the global community, it has run persistent annual trade deficits. The persistent 
balance of payments deficits that the United States has experienced in the past 
quarter of a century, has permitted the economic growth miracles of (1) Japan 
and Germany in the 1980s, (2) the newly industrialized Pacific Rim countries 
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in most of the 1990s and (3) China, India and Ireland in the early years of the 
21st century. The US trade deficit has permitted these nations to run high export-
led growth rates during the years suggested in the last century. In that sense the 
United States deficits have been the engine of growth for the successful nations 
of the rest of the world.
 Meanwhile, in the last quarter century, the floating exchange rate system, 
rather than encouraging the flow of capital from capital-rich developed nations 
to capital-poor less developed economies, has often encouraged capital flight 
in the opposite direction, thereby draining resources from the relatively poor 
nations of Africa and Latin America towards the richer ones. The result has been 
a growing global inequitable redistribution of income and wealth, thereby in-
creasing the immiseration of the majority of the people on this planet.
 In sum, then, during this period of floating rates since the 1970s, the world 
has not achieved the sate of economic bliss promised by classical theory. If any-
thing, the economic situation for a majority of the world’s population has 
deteriorated.
 In a world operated according to classical axioms, export-led growth should 
be no more desirable in terms of generating employment without inflation than 
internally generated demand-led growth. Classical economics assumes that the 
economy will track the long-run full employment growth trend no matter what 
the primary source of demand growth. Yet the facts of the 1980s demonstrate 
that all ‘successful’ economies tend to pursue export-led growth rather than 
domestic demand induced expansion. Nations such as Germany, Japan, Taiwan, 
Singapore, Hong Kong, and South Korea were not only applauded for their 
economic miracles by leading Monetarist and Old and New Keynesian scholars, 
but they were held up as shining examples of the proper functioning of a clas-
sical economy operating free from oppressive government intervention. Yet 
there is nothing in classical theory that justifies relying primarily on export-led 
growth!

THIRLWALL’S LAW

Professor A.P. Thirlwall (1979) has developed Keynes’s multiplier mechanism 
into a demand-driven model of economic growth that does not make the classical 
presumption of continuous global full employment. In his formulation, Thirlwall 
posits traditional export and import demand functions:

 Xa = (Pd /Pf)zYerw (1)

 Ma =(Pd /Pf)uYea (2)
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where Xa and Ma are exports from nation A and imports into A during a period, 
(Pd /Pf) is the ratio of domestic prices to foreign prices expressed in terms of the 
domestic currency of A, z is the price elasticity of demand for imports, Y is in-
come for each region, ea is A’s income elasticity of demand for imports, and erw 
is the rest of the world’s income elasticity of demand for A’s exports. If either 
z and u are small and/or relative prices do not change significantly, then, as a 
first approximation, one can ignore substitution effects and concentrate on in-
come effects. Taking the natural logs of equations (1) and (2) and ignoring 
substitution effects, one obtains Thirlwall’s Law of the growth of income, which 
is consistent with an unchanged trade balance, as

 ya = x/ea (3)

where ya is the rate of growth of Nation A’s GNP, x is the rate of growth of 
A’s exports, and ea is A’s income elasticity of demand for imports. Since the 
growth of exports for A depends primarily on the rest of the world’s growth 
in income (yrw) and the world’s income elasticity of demand for A’s exports 
(erw), i.e.,

 x = (erw)(yrw) (4)

equation (3) can be written as

 ya = [erw yrw]/ea (5)

The rate of growth that a nation can maintain without running into a balance of 
payments problem depends on the rest of the world’s growth and the relevant 
income elasticities for imports and exports. If the growth of imports is to exactly 
equal the growth in the value of exports,

 erwyrw = yaea (6)

then,

 [ya/yrw] = erw /ea (7)

i.e. the ratio of the growth of income in nation A compared to growth in income 
in the rest of the world is equal to the ratio of the income elasticity of demand 
for A’s exports by the rest of the world to A’s income elasticity of demand for 
imports. Thus, for example, if erw /ea < 1, and if growth in A is constrained by 
the need to maintain balance of payments equilibrium, then nation A is con-
demned to grow at a slower rate than the rest of the world.
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 If, for example, less developed nations (LDCs) of the world have a compara-
tive advantage in exports of raw materials and other basic commodities, for 
which Engel’s curves suggest that the developed world will have a low income 
elasticity of demand, while the LDCs have a high income elasticity of demand 
for the manufactured products and services of the developed world, then for 
most LDCs

 [erw /eldc] < 1 (8)

Accordingly, if economic development and balance of payments equilibrium is 
left to the free market, the LDCs are condemned to relative poverty, and the 
global inequality of income will become larger over time.
 Moreover, if the rate of population growth in the LDCs (pldc) is greater than 
the rate of population growth in the developed world (pdw), that is, if pldc > pdw, 
then the rate of growth of GNP per capita of the LDCs will experience a greater 
relative decline to the standard of living of the developed world, i.e.,

 [yldc /pldc] < < [ydw /pdw] (9)

 In the absence of Keynesian policies to stimulate growth, the long-term growth 
rate of the developed world taken as a whole tends to be in the 1–2.5 percent range. 
As long as the developed world’s population growth is less than its long-term 
growth rate, however, these nations can still enjoy a rising living standard.
 If, however, we accept the reasonable values for the parameters implied in 
inequality (9), then since yldc < ydw, we get 1 < ydw < 2.5; a dreary prognostica-
tion for the global economy emerges. As long as the world permits the free 
market to determine the balance of payments constraint on each nation, then a 
shrinking proportion of the world’s population may continue to get richer (or 
at least hold their own), while a growing proportion of the earth’s population is 
likely to become poorer, if not absolutely then at least relatively. Moreover, the 
slower the rate of growth in income of the rich, the more rapidly the poor are 
likely to sink into poverty.
 Thus, there is an obvious case to explore if there are some policy interventions 
that can be developed to prevent market determined balance of payments con-
straints from condemning the majority of the world’s population to increasing 
poverty. Only if the rich can achieve the historically high real rates of growth 
experienced in the first 25 years since World War II (where Keynesian rather 
than free market policies were actively pursued domestically and internationally 
by the developed world) can we hope to significantly improve the economic lot 
of the poorer nations of the world.
 Since the US has apparently not been significantly constrained by payments 
deficits in the last quarter century, equation (8) can be interpreted in a different 
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light for the US Given the US rate of growth under Reagan and since, then, if 
one assumes the import and export income elasticities of demand (erw and ea) 
are fixed, then solving equation (8) for yrw yields the income growth that would 
have been required of the US’s trading partners in order to eliminate the US 
trade deficit. Alternatively, if yrw is presumed unchanged, then solving for erw 
would give the required income elasticity necessary to avoid a US trade 
deficit.
 Consequently, Thirlwall’s Law analysis demonstrates that international fi-
nancial payment imbalances can have severe real consequences, i.e., money is 
never neutral in an open economy. This suggests that the nations of the world 
should cooperate in developing an international monetary and payments system 
similar to Keynes’s clearing union and/or my international clearing union 
mechanism mentioned above that permits and encourages the globalized econ-
omy of the 21st century to grow at a close to full employment rate.

NOTES

 1. John Maynard Keynes, The General Theory of Employment Interest and Money (New York: 
Harcourt, 1936). All page references to passages from this book will be cited in the text of 
this chapter accompanying the relevant quote or discussion. References to any other writings 
of Keynes or any other will appear as endnotes.

 2. Nations with banking institutions which make it difficult for foreign authorities to obtain in-
formation regarding bank accounts held by their residents are likely to encourage the influx 
of funds trying to escape national tax collectors, criminal investigators, and the central banks 
of nations that try to limit capital outflows. Thus, it is not surprising, that often exchange rates 
reflect speculative, and flight capital flows rather than purchasing power parities.

 3. For example, in 1977 the Carter Administration’s attempted to ‘talk down the dollar’. In the 
Spring of 1993, Secretary of Treasury Bentsen tried to talk up the yen. In January 1994, the 
New York Times quoted Secretary Bentsen as saying that ‘allowing the yen to decline would 
not be an acceptable way for Japan to try to escape from its recession’.

 4. Most mainstream economists were appalled by President Reagan’s boasts regarding the higher 
dollar that was achieved in the early years of his Administration.

 5. Even as this is being written nations are still ignoring this Keynesian ‘truth’ to the detriment 
of over 38 million unemployed people in the OECD nations and many more in Eastern Europe 
and the former Soviet Union.

 6. In this matter, Keynes pointed out, ‘the [orthodox] faculty of economists prove to have been 
guilty of presumptuous error’ [Keynes, 1936, p. 339].

 7. As I point out in my book, Post Keynesian Macroeconomic Theory [Davidson, 1994], both 
Old and New Keynesian analysis is based on the restrictive classical axioms that Keynes threw 
out in developing his General Theory. It is no wonder therefore that these ‘Keynesians’ sub-
scribe to the classical view of international trade – if they think about it at all.

 8. To argue, from the outset, that international cooperation in sharing records and helping enforce 
capital flows cannot be achieved, is unduly pessimistic. It paints a picture of the human condi-
tion where nations were willing to cooperate in world wars at a cost of the lives of a large 
portion of their youth in the 20th century, but unwilling to cooperate even if it costs the recipi-
ent nations a ‘fast buck’ in the 21st century.

 9. For a discussion of Thirlwall’s Law see Section III infra.
10. In 1968, Professor Harry Johnson wrote [in The Times of London, 12/9] ‘the basic argument 

for floating exchange rates is so simple that most people have considerable difficulty in un-
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derstanding it. … a floating exchange rate would save a country from having to reverse its full 
employment policies because they lead to inflation and deficit’.
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5. Cycles, aggregate demand, and growth

Miguel A. León-Ledesma

INTRODUCTION

Growth theory has focused on the causes of increases in the levels of per capita 
income from a perspective that assumes that, generally, the business cycle has 
no role to play. This assumption eliminates any influence of cyclical behaviour 
stemming from aggregate demand and nominal shocks on the long-run perform-
ance of nations. That is, growth theory is a theory of potential output growth. 
This contrasts with the more policy-oriented and popular view that good macr-
oeconomic management is a pre-condition for healthy and sustainable growth 
in the long run. The question then arises as to whether demand shocks and other 
determinants of the business cycle do have a role to play in determining the level 
of potential output.
 The relation between cycles and growth is not a new issue in macroeconom-
ics, but revived interest on it arose as a consequence of the development of the 
endogenous growth models of Romer (1986 and 1990), Lucas (1988) and 
Aghion and Howitt (1992). Back in the 1960s and 1970s, this relation was also 
tackled within Keynesian frameworks by authors such as Kaldor (1966 and 
1970) and Thirlwall (1979). The Real Business Cycle (RBC) literature, on the 
other hand, has continued to assume that business cycles do not affect potential 
output, hence eliminating non-linearities arising in the decomposition of 
shocks.1 Recently, with the development of new datasets and econometric tech-
niques, authors such as Malley and Muscatelli (1999) and Pedersen (2003) have 
attempted to unveil statistical relations between cycles and productivity.
 In a recent series of papers by Tony Thirlwall and myself, see León-Ledesma 
and Thirlwall (2000 and 2002), we claim that the natural rate of growth is en-
dogenous to changes in the actual rate of growth of output.2 That is, continued 
expansions or contractions can lead to changes in the potential growth rate of 
output through their impacts on productivity growth and the supply of labour. 
This idea links two strands of the literature back together. On the one hand the 
Keynesian/Kaldorian tradition where growth is demand-led (see McCombie and 
Thirlwall, 1994) and, on the other hand, the cycles and growth literature derived 
from endogenous growth models. Given the focus of León-Ledesma and Thirl-
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wall (2002) on the first strand of the literature, here I will focus on the second, 
and contrast them where the two overlap.
 The issue has obvious implications for macroeconomic policy because, if 
potential output depends on the state of the cycle, so will output gaps. Anti-in-
flationary policies based on output gap indicators within Phillips Curve with 
Taylor Rule frameworks would need to look into these issues. This is of special 
relevance within the Euro area given the way macroeconomic policies are de-
signed and constrained with a strong monetary policy-dominance. A close look 
into these issues would require an analysis of the role that labour market and 
goods market rigidities play in the direction and strength of the relation between 
cycles and growth.
 Hence, in this chapter I will discuss the possible relations between cycles, 
aggregate demand shocks and growth, focusing, as mentioned earlier, on the 
endogenous growth literature and its links with the Kaldorian tradition repre-
sented by Tony Thirlwall. I will also present a new and simple method for 
analyzing the relationship between cycles and growth that endogenizes the im-
pact of cycles on the definition of trend output. I apply this method to analyze 
the cases of the US, Germany and the UK. My findings show that cycles do 
seem to have a strong impact on trend output but this impact is different for the 
three economies in question. As such, this is just a first step to integrate these 
issues and should be seen more as prospective analysis than any final answer, 
which should come from further and more detailed research.
 The chapter is organized as follows. Next section presents the different 
mechanisms put forward in the literature linking cycles and growth. Section 3 
describes the econometric methodology used in this study. Section 4 comments 
on the results, and the final section draws some conclusions.

GROWTH AND CYCLES: THE MECHANISMS

There are several mechanisms that can link business cycles and growth (see 
Saint-Paul, 1997 and Aghion and Howitt, 1998 for surveys of this topic). 
Broadly, we can classify them into two groups. The first emphasizes the positive 
impact of cycle upturns on productivity. The second emphasizes the positive 
impact of recessions on productivity.
 The idea that cyclical booms can affect long-run growth has roots on the 
learning-by-doing (LBD) idea of Arrow (1962) that has been partially taken up 
by endogenous growth models. Expansions due to demand or supply shocks 
would increase the size of the market, inducing division of labour and invest-
ment in capital, which will in turn generate a learning curve enhancing 
productivity and long-run growth. Modern models such as Stadler (1990) have 
focused on the impact of expansions on R&D activity. If firms face financial 



84 Growth and economic development

constraints, boom periods will allow firms to finance R&D through retained 
profits. This pro-cyclicality of R&D, emphasized also by Stiglitz (1993), would 
induce an impact of demand shocks on long-run productivity. There is no need, 
however, to resort to explicit R&D for generating this mechanism as we know 
that R&D is usually carried out by large firms, or small firms that are highly 
dependent on large ones. If financing constraints à la Fazzari et al (1988) are 
predominant, expansionary periods would induce higher investment in capital. 
As capital embodies technical progress or is complementary with human capital, 
firms’ productivities would increase without explicit R&D. There is, however, 
another related link. As booms expand the size of the market, the scope for divi-
sion of labour and roundabaoutness increases productivity in the way that was 
already pointed out by Young (1928).
 These mechanisms are capable of opening up avenues through which ag-
gregate demand shocks, either real or nominal, can influence long-run growth. 
Empirical studies of RBCs have only been able to attribute to technology 
shocks less than 30% of output variations at medium-run horizons (see Chris-
tiano et al, 2003 and Galí, 1999). One is tempted to infer that a larger role in 
fluctuations is played by aggregate demand and hence, demand factors may 
have a role to play in determining potential output. This counters the modelling 
approach of the vast majority of growth theory. The influence of demand on 
growth through its impact on productivity is a theme that has been largely the 
focus of cumulative causation models of growth. These models, based on Ka-
ldor (1970) and Dixon and Thirlwall (1975), emphasize the role that external 
demand has on expanding output and initiating cumulative processes of pro-
ductivity expansion. The idea is that demand expansion leads to increased 
productivity through the Verdoorn effect, which increases price competitive-
ness, and in turn, export expansion. Exports are the only component of 
aggregate demand whose expansion would not cause balance of payments 
constraints.
 Recently León-Ledesma (2002) has presented a model along these lines that 
incorporates the role of R&D, LBD and technology diffusion. The model is able 
to generate a rich set of dynamic paths for relative productivities, and is compat-
ible with both diverging and converging productivity levels across countries. 
Models like this provide a link between demand and growth through induced 
productivity that resembles those mentioned earlier. In fact, the central mecha-
nism of cumulative causation is the Verdoorn effect, which relates output and 
productivity. Given the black-box nature of this effect, cumulative causation 
models could well embrace micro-founded explanations of productivity growth 
with credit constraints such as those presented in Stadler (1990). The important 
message in both cases is that sustained periods of expansion can lead to pro-
ductivity gains that increase the natural rate of growth. If cyclical fluctuations 
are mostly demand-driven then the link between demand, cycles and growth 
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that arises both in endogenous growth and cumulative growth models would be 
of the same nature.
 On the other hand, recent models of endogenous growth through ‘creative 
destruction’ have pointed to the possible positive impact of recessions on long-
run growth. In essence, the approach takes an evolutionary selection view in 
which recessions clean industries from their inefficient units, increasing average 
productivity (Caballero and Hammour, 1994). Also, the reorganization of activi-
ties within firms usually takes place during recessions, as the opportunity cost 
of restructuring is lower, given that the cost of lost production and asset values 
is lower (Hall, 1991). These mechanisms would then imply that long-run trend 
growth would be positively affected by recessions.
 Empirical evidence is still scarce3 and mainly inconclusive. In addition, most 
of the evidence focuses on the US experience, with EU countries left aside. The 
evidence using disaggregated data points to the important role of the opportunity 
cost mechanism. However, disaggregated data may have the disadvantage that 
they do not account for aggregate effects on productivity stemming from exter-
nalities and aggregate division of labour. Also, time series dimensions for this 
kind of data are usually small and hence they tend to work with particular peri-
ods of expansion or recession rather than providing a more general view of the 
impact of cycles. Finally, there is little evidence that tries to identify the impor-
tance of different possible underlying links between cycles and growth.

EMPIRICAL METHODOLOGY

As an initial attempt to analyze these relations, we propose the use of non-linear 
univariate time series models that allow the equilibrium levels of the variables 
to vary depending on a threshold variable. The idea is the following. We can 
estimate an autoregressive model for output in which the equilibrium or trend 
level of output depends on the previous state of the cycle. The obvious candidate 
is the family of so-called Threshold Autoregressive models (TAR) due to Tong 
(1983). We allow output to have a different trend component and persistence 
pattern depending on whether the cycle is above or below a certain threshold 
and, hence, see how that equilibrium is affected by the cycle. This is related to 
the existing evidence on the asymmetric behaviour of output as first pointed out 
by Nefcti (1984).
 Specifically, if output behaves asymmetrically, we can use the following TAR 
(Threshold Autoregression) representation (Caner and Hansen, 2001):

 ∆y y yt t z t z j
j

t t
= ′ + ′ +− < − ≥

=
− −

θ θ γλ λ1 1 2 1
1

1 1
1 1{ } { }

pp
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where yt–1 = (1 t xt–1), xt is output and 1{·} is the indicator function that takes the 
value of 1 if zt–1 is higher or lower than a threshold λ, and 0 otherwise. The vari-
able zt is any stationary variable that would determine the change of regime or, 
in our case, the cycle. For our purposes, we can set zt in several different ways. 
There is no obvious candidate to measure cycles, but here we will work with 
two simple definitions that may be subject to further refinement:

 l Set the cycle indicator as zt = xt – xt–m, that is, the increase in output over 
a period of m quarters.

 l Set the cycle indicator as the difference between actual output and a 
smoothed estimate of output such as the Hodrick–Prescott (HP) filter, that 
is, the output gap, zt = (x – hpx)t–m.4

We assume that output may have a different behaviour depending on whether 
(i) past changes in output have been higher or lower than a certain threshold λ; 
(ii) the output gap is higher or lower than a certain threshold λ; (iii) the output 
gap is higher or lower than zero. We call these models ∆y, HPgap1 and HPgap2 
respectively. The first model is a momentum-TAR model or M-TAR as in Enders 
and Granger (1998). The lag length m for the changes in output and the output 
gap will be data determined as will be the search for the optimal threshold λ. 
Finally, the parameter vectors θ1 and θ2 can be partitioned as
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 The choice of the threshold λ could be simply made on an a priori basis, such 
as setting λ = 0 as in the third model. However, this would be a biased estimate 
of the threshold, if asymmetric adjustment exists, and a subjective measure. In 
order to search for the optimal threshold in models 1 and 2, we follow Chan 
(1993) and find λ as the value of zt that minimizes the residual sum of squares 
of the OLS estimation of (1).5

 Our aim is to test for different behaviour of output depending on the state of 
the cycle, i.e. asymmetry. In order to test for the existence of asymmetry in the 
adjustment under both regimes we test the null hypothesis H0 : θ1 = θ2 on the 
OLS estimation of (1), making use of the Wald statistic (W) proposed in Caner 
and Hansen (2001). Finally, we also choose m to minimize the residual sum of 
squares. Given that the Wald test of asymmetry is a monotonic function of the 
residual variance, we choose m as the value which maximizes the Wald test of 
asymmetry. Output, however, may have a unit root or near unit root. This is 
confirmed when we apply three different unit root tests to our data for the US, 
UK and Germany for the period ranging from 1960 Q1 to 2001 Q2. Table 5.1 
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reports the results of applying the ADF, KPSS and Elliott (1999)-DFGLS tests. 
Just two out of the eighteen tests reject the null of a unit root in the ADF and 
DFGLS tests or accept the null of stationarity in the KPSS test. This poses non-
trivial problems when testing for asymmetry. We hence follow Caner and 
Hansen (2001) and test simultaneously for asymmetry and unit roots. Stationar-
ity would imply rejecting H0: ρ1 = ρ2 = 0, and we also make use of two Wald 
statistics (R1 and R2).
 The procedure we follow to test simultaneously for asymmetry and unit roots 
implies first estimating a baseline model for the linear ADF regression to deter-
mine the lag augmentation of the DF regression using general-to-specific 
techniques as used for finding the augmentation lag in the tests reported in Table 
5.1. We then select the threshold by minimising the residual sum of squares of 
(1) as mentioned earlier and fit the TAR model by OLS for every value of m. We 
choose the m that minimizes the residual sum of squares for all values of m.
 Given that the asymptotic null distribution of the asymmetry test (W) is non-
standard, Caner and Hansen (2001) recommend the use of bootstrap methods 
to obtain p-values. In a Monte Carlo experiment they show that the power and 
size of the test does not crucially depend on whether we impose a unit root. 
Hence, we obtained p-values by carrying out 1,000 iterations of the uncon-
strained asymmetry test, i.e. not imposing the existence of a unit root. Finally, 
the unit root hypothesis involves testing for H0: ρ1 = ρ2 = 0. There are two pos-
sible alternatives: H1: ρ1 < 0 and ρ2 < 0 and

 H2

1 2

1 2

0 0

0 0
:

ρ ρ

ρ ρ

< =

< =







and
or

and

The first alternative corresponds to the stationary case, whilst the second implies 
stationarity in only one of the regimes, which implies overall non-stationarity 

Table 5.� Unit root tests on output

  ADF KPSS Elliott DFGLSu

 Lag Constant Trend Constant Trend Constant Trend

Germany 4 –1.262 –2.536 3.325 0.342 –0.603 –3.431
UK 3 –0.390 –2.201 3.349 0.250 –0.255 –2.732
US 2 –1.235 –3.333 3.365 0.329 –0.953 –3.323

Note: Bold indicates the rejection of the null of a unit root for the ADF and DFGLS tests and the 
acceptance of the null of stationarity for the KPSS test at the 5% level.



88 Growth and economic development

but a different behaviour from the classic unit root. Caner and Hansen (2001) 
develop asymptotic theory for the distribution of this unit root test. However, 
for finite samples they recommend the use of bootstrapping. As the distribution 
of the test statistic will depend on whether or not a threshold effect exists, p-
values obtained through the bootstrap are not unique. We hence obtained the 
bootstrapped p-values from 1,000 iterations under the hypothesis that the thresh-
old is not identified (R1) and under the hypothesis that it is identified (R2). These 
two tests have substantially more power than the ADF test as threshold effects 
become more important. In order to discriminate between the two alternatives 
in H2, Caner and Hansen (2001) recommend looking at the t-ratios of ρ1 and 
ρ2.
 Finally, given our interest in the impact of cycles on trend growth, we also 
carried out an F-test for equality of the trend parameters H0: τ1 = τ2. This test, 
however, should be taken with more caution as we relied on standard F-distribu-
tions to test for significance.

RESULTS

Table 5.2 reports the results of the asymmetry and unit root tests together with 
their bootstrapped p-values. The table also reports the lag of the threshold vari-
able m and the optimal threshold for models ∆y and HPgap1. Notice that, as R1 
assumes no identified threshold under the null, its value is the same for the three 
models. The model was estimated for three major economies, the US, the UK 
and Germany using quarterly data for the 41 years ranging from 1960:1 to 
2001:2. The period is long enough so as to capture several episodes of booms 
and recessions and hence increasing the precision of our estimates of the asym-
metry effects.
 The first thing to notice in the results is the strong asymmetry present in the 
data judging by the values of the W-test. Only in two cases we can accept the 
null of linearity, and only at the 10% level, not at the 5%. This asymmetry seems 
to be stronger for Germany, followed by the US and the UK in that order. The 
F-test on the trend parameter produces mixed results. Only in the cases of the 
US and Germany does trend asymmetry seem to be contributing to the overall 
asymmetry of the model. In the case of the UK, the trend component of output 
does not seem to change with changes in the business cycle.
 The unit root tests are somewhat surprising. Once we account for the possible 
presence of asymmetries, it appears that output is stationary around a trend. This 
contradicts much of the evidence on real output non-stationarity that considers 
a linear representation under the alternative.6 For the case of the US and Ger-
many, where asymmetry is stronger, the rejection of the null under the identified 
threshold test R2 is stronger, as expected.
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 Tables 5.3–5 present the results of the estimated parameters when we assume 
asymmetry for each country and model considered. There are general patterns 
in the three models and, although models HPgap1 and 2 are the closest two, the 
choice of the cycle indicator does not affect strongly the pattern of cyclical be-
haviour of real output. To ease interpretation of the results, it is worth reminding 
that parameters with the subscript 1 correspond to expansionary phases of the 
cycle. In all three countries the velocity of adjustment to the trend component 
(ρ) is higher in recessions than in booms. This is a consequence of the fact that 
usually expansions last longer than contractions. In many cases the series appear 
to be non-stationary during expansions and stationary in recessions. The excep-
tion is Germany in the ∆y model. However, the large intercept found for that 
case casts doubts about the results for that particular model.7

 When analyzing the parameters of the trend variable we find interesting re-
sults. First, for the UK there is practically no difference between expansions 
and recessions as we would expect from the previous tests. This indicates that 
the impact of cycles on growth in the UK is either very limited or not possible 
to capture using this technique. For the US there are substantial differences, 
especially in models ∆y and HPgap2. In this case, the trend output after a reces-
sion seems to have a higher slope. This supports a stronger impact of the 
opportunity cost kind of effect as opposed to LBD effects. Finally, for Germany, 

Table 5.3 Estimates of the threshold model: US

∆y HPgap1 HPgap2

µ1 0.221a

(2.923)
0.232

(1.817)
0.177

(1.572)
µ2 0.557

(3.995)
0.288

(3.691)
0.320

(3.673)

ρ1 –0.061
(–2.812)

–0.066
–1.796)

–0.049
(–1.520)

ρ2 –0.157
(–3.931)

–0.080
(–3.595)

–0.089
(–3.593)

τ1 4.555e–04
(2.700)

5.403e–04
(1.721)

3.608e–04
(1.378)

τ2 0.001
(3.671)

5.987e–04
(3.419)

6.771e–04
(3.480)

Note: a Bold indicates rejection of the null of no significance at the 5% level.
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Table 5.4 Estimates of the threshold model: UK

∆y HPgap1 HPgap2

µ1 0.291
(2.399)

–0.364
(–0.612)

–0.154
(–0.224)

µ2 0.328
(1.964)

0.236
(2.303)

0.239
(2.343)

ρ1 –0.077
(–2.397)

0.099
(0.628)

0.043
(0.234)

ρ2 –0.083
(–1.888)

–0.061
(–2.253)

–0.062
(–2.290)

τ1 4.562e–04
(2.503)

–6.761e–04
(–0.536)

–6.761e–04
(–0.536)

τ2 4.979e–04
(1.562)

3.397e–04
(2.210)

3.397e–04
(1.210)

Note: a Bold indicates rejection of the null of no significance at the 5% level.

Table 5.5 Estimates of the threshold model: Germany

∆y HPgap1 HPgap2

µ1 2.040
(5.135)

0.304
(1.373)

0.032
(0.214)

µ2 0.209
(2.613)

0.214
(2.544)

0.327
(3.440)

ρ1 –0.569
(–5.119)

–0.084
(–1.360)

–0.009
(–0.209)

ρ2 –0.056
(–2.503)

–0.057
(–2.437)

–0.088
(–3.329)

τ1 0.004
(5.185)

7.838e–04
(1.740)

0.002
(3.221)

τ2 3.533e–04
(2.244)

3.649e–04
(2.176)

5.609e–04
(2.995)

Note: a Bold indicates rejection of the null of no significance at the 5% level.
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the opposite results appear. In this case the trend output growth is higher after 
an expansion than after a recession.
 Our results, hence, are not able to determine uniquely the direction of the link 
between cycles and growth. Nevertheless, an important fact is that LBD effects 
appear to outweigh cleansing or opportunity cost effects in the economy where 
labour markets are acknowledged to be more rigid. The opposite happens with 
the US, the economy with the most flexible labour markets. Our simple approach 
is not able to test directly this proposition, but points to a strong role of labour 
market institutions on the relation between cycles and growth. A lower degree 
of wage adjustment to business cycles increases the adjustment in quantities 
and/or productivity, which explains the strong link between cycles and trend 
growth in Germany, as opposed to the US and UK. Another important aspect 
that could be influencing this relationship is financial markets and banking sys-
tems that may influence the degree of credit constraints faced by firms. A 
bank-based system such as the German one may lead to information asymmetries 
being reflected in credit rationing rather than stock prices or interest rates, which 
could also contribute to the pro-cyclical behaviour of potential output.

CONCLUSIONS

Textbook growth theory models potential output growth, leaving no role for 
aggregate demand and other cyclical shocks on long-run growth. This contrasts 
with the more policy-oriented and popular view that good macroeconomic 
management is a pre-condition for healthy and sustainable growth in the long 
run. We have attempted to contribute to the question of whether demand shocks 
and other determinants of the business cycle do have a role to play in determin-
ing the level of potential output.
 We have done so by fitting a Threshold Autoregressive Model to output for 
the US, Germany and the UK. In this model, the trend or equilibrium level of 
real output is allowed to change, depending on the state of the business cycle. 
Using different definitions of cycle, we arrived at similar conclusions. Our find-
ings show a strong asymmetry of real output. Real output also seems to be 
stationary during recessions. The impact of the business cycle on the trend 
component of output differs for each economy. For the UK, we did not find a 
different behaviour depending on the cycle. For the US, we found that trend 
output increases after recessions. The opposite happens to Germany, where trend 
output growth appears to be higher after an expansion. These results point to 
labour markets and financial systems as important determinants of the relation 
between cycles and growth, which is a topic open for further research. Research 
in this direction can have important implications for the design of stabilization 
policies to promote growth.
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 An important conclusion, as pointed out by Tony Thirlwall throughout several 
of his contributions to growth and development theory, is that the role of demand 
on long-run growth cannot be ignored. This is not to say that growth is purely 
demand-determined, but that the interaction between the demand and supply 
structures and characteristics of an economy are key factors for understanding 
why growth rates differ in the long run.

NOTES

1. See Christiano et al (2003) and Galí (1999).
2. See the criticism by Boggio and Seravalli (2002) and our reply in León-Ledesma and Thirlwall 

(2002) where we close the issue.
3. See, for instance, Baily et al (2001), Malley et al (2005), Malley and Muscatelli (1999) and 

Pedersen (2003).
4. We also carried out the rest of estimates using a Band-pass Filter (BP), but the results were 

very similar to those using the HP filter and are not reported here.
5. In practice, we eliminated the highest and lowest 10% values of zt.

6. In his seminal paper on structural breaks and unit roots, though, Perron (1989) finds that output 
is stationary around a breaking trend.

7. In fact, in this model only 11% of the observations belonged to the expansionary periods. This 
is a consequence of the high threshold value (λ). We could have trimmed the search for λ further, 
but preferred to keep this result for comparison purposes.
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6.  Modelling historical growth: a 
contribution to the debate1

Mark Roberts

6.1 INTRODUCTION

In the last decade, a debate has emerged concerning both the extent to which 
Nicholas Kaldor’s writings on cumulative causation (CC) are consistent with 
his well-known critique of ‘equilibrium economics’ (see, inter alia, Kaldor, 
1972, 1975, 1977) and the extent to which ‘formal’ (i.e. mathematical) model-
ling is able to capture Kaldor’s resulting vision of growth as a historical process. 
In particular, whilst Kaldor himself believed CC to provide for a theory of his-
torical growth in keeping with what he called for in his criticisms of ‘equilibrium 
economics’, Setterfield (1997a; see also 1997b, 2002, p. 230) has argued that 
this is not so because such causation represents a mechanical process incorporat-
ing only positive feedback, with the result that, at best, history only matters 
insofar as initial conditions matter.2 Consequently, Setterfield has argued that 
Kaldor’s writings display a tension, a tension best illustrated by the fact that 
formalisations of his CC schema possess a determinant equilibrium solution as 
defined by Setterfield (1997b, p. 55).3 That is to say, a solution that is both 
uniquely defined in terms of exogenous data and that is reached independently 
of the path taken towards it. To overcome this tension, Setterfield sought to ex-
tend one such formalisation of Kaldor’s CC framework, namely the ‘standard’ 
CC model of Dixon and Thirlwall (1975), to incorporate a source of negative 
feedback, judging the result to be a ‘more generally hysteretic’ model.4

 However, Setterfield has, in turn, been criticised on two grounds by Argyrous 
(2001) and Toner (2001). First, Toner claims that there is, in fact, no tension 
between Kaldor’s writings on CC and his critique of ‘equilibrium economics’. 
Rather, he alleges that the tension is a misperception of Setterfield’s arising from 
his incorrectly taking such ‘formal’ models as the Dixon–Thirlwall (DT) model 
as representative of Kaldor’s writings on CC. Second, Argyrous argues that, 
whilst Setterfield is correct that the DT model is ahistoric, his extension is unable 
to sustain his claim of being a ‘more generally hysteretic’ model. This being 
the case, the extended model does not even resolve the tension between ‘formal’ 
models of CC and Kaldor’s historical growth vision. Indeed, both Argyrous and 



 Modelling historical growth 97

Toner suggest that it is impossible to ‘formally’ model growth in a manner 
consistent with Kaldor’s historical vision. In response, Setterfield (2001, p. 109) 
has accepted that there are shortcomings with his extended model, but has dis-
puted both the argument that there is no tension in Kaldor’s own writings and 
the suggestion that it is impossible to ‘formally’ model historical growth.
 In this chapter we agree with Setterfield that there is a tension in Kaldor’s 
writings on the irrelevance of ‘equilibrium economics’ and CC. Given this, the 
major contribution is then to modify Setterfield’s extended CC model to show 
that it is possible to construct a ‘formal’ model that is consistent with the spirit 
of Kaldor’s historical growth vision. As will be seen, the key to achieving this 
lies in the adoption of an approach to modelling whose methodology is consist-
ent with the notion that the economy is a system whose structure is open to 
endogenous transformation. In particular, it can be achieved through the adop-
tion of an open systems-ceteris paribus (OS-CP) approach to modelling that 
Setterfield himself has elsewhere advocated (Setterfield, 1997c, 2003).5

 The structure of the remainder of this chapter is as follows. In sections 6.2 to 
6.4, we revisit the debate between Setterfield and his critics. More specifically, 
in Section 6.2 we demonstrate the ahistorical nature of growth in the DT model 
and agree with Setterfield that the resulting tension in Kaldor’s writings is not 
attributable to the failure of modellers to correctly represent his views on the 
subject. In Section 6.3 we present a diagrammatic version of Setterfield’s at-
tempt to ‘formally’ extend the DT model in a manner that renders it consistent 
with Kaldor’s critique of ‘equilibrium economics’ and, in Section 6.4, we dis-
cuss the limitations of the resulting framework as a historical model of the 
growth process. Finally, Section 6.5 resituates Setterfield’s extended model 
within the context of the OS-CP approach to modelling and presents our modi-
fication of the model before Section 6.6 concludes.

6.2 THE AHISTORICAL NATURE OF CUMULATIVE 
GROWTH PROCESSES

As indicated, the ‘formal’ model of CC that Setterfield takes as representative 
of Kaldor’s writings on the subject is the DT model (Dixon and Thirlwall, 
1975).6 As is well known, the model considers a small economy in which growth 
is export-led. It consists of four basic relationships:

 y xi t i i t, ,= γ  [1]

 x yi t i i t i c i c, ,= − + +−η π δ π ε1  [2]

 π τi t i i i tw r, ,= + −  [3]
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 r r yi t i e i i t, , ,= + λ  [4]

Equation [1] states that the rate of real output growth in the home economy (y) 
is a positive linear function of its real rate of export growth (x). Meanwhile, 
equation [2] relates x to, first, the relative price competitiveness of the home 
economy’s exports which is decreasing in the rate of price inflation of home 
exports (π) and increasing in the rate of price inflation of exports produced by 
economies that compete with the home economy on third markets (πc), and, 
second, a measure of the rate of real income growth in its main export markets 
(yc). Equation [3] then postulates that π is determined via the practice of apply-
ing a mark-up on unit labour costs, thus implying that π is increasing with both 
the rate of nominal wage inflation (w) and the rate of mark-up growth (τ), but 
decreasing with the rate of labour productivity growth (r). Finally, equation [4] 
is Verdoorn’s law, which specifies r as a separably additive, positive linear func-
tion of exogenous labour productivity growth (re) and of real output growth. It 
is, of course, the positive feedback that this equation provides for that makes 
growth in the model cumulative. As for the parameters, γ denotes the elasticity 
of y with respect to x, η the own price elasticity of demand for exports, δ the 
cross price elasticity of demand for exports, ε the income elasticity of demand 
for exports and λ the Verdoorn coefficient.
 To demonstrate the tension that exists between this formalisation of Kaldor’s 
CC schema and his critique of ‘equilibrium economics’, we can substitute and 
rearrange equations [1]–[4] to give:

 r r w yi t i e i i i c i i i i c i i, ,{ [ ( ) ]}= + − + + +γ λ δ π η τ ε γ η λii i tr( ), −1  [5]

which we may portray diagrammatically in the form of a ‘cobweb’ diagram. 
Thus, in Figure 6.1, the difference equation is represented by the function F. As 
can be seen, in graphing the function, we have assumed that 0 < γηλ < 1. Given 
this, it should be clear that the model possesses a determinate equilibrium solu-
tion that leaves no role for history. Thus, if the economy’s initial labour 
productivity growth rate is r0 then it experiences a positive cumulative process, 
whilst, if its initial growth rate is r0′ then it undergoes a negative cumulative 
process.7 However, regardless of whether the cumulative process is positive or 
negative, the economy ends-up settling down at the same equilibrium growth 
rate r*.8 Clearly, therefore, history has no role to play. The economy’s long-run 
growth rate is independent of both its initial growth rate and the subsequent path 
that it follows – ultimately, therefore, growth is path independent.
 From this, it is obvious why Setterfield (1997a; see also 1997b, 2002, p. 230) 
argues that there is a tension between Kaldor’s vision of growth as a historical 
process and his belief that CC provides a vehicle for capturing this vision. 
However, as a caveat, it must be noted that it is not, in fact, clear that Kaldor 
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Figure 6.� Determinate equilibrium solution in the DT model

associated CC with stable dynamics. Rather, there are good reasons to believe 
that he instead associated it with unstable dynamics. Thus, at various points in 
his pre-1966 work on growth and distribution, a time when he himself was en-
gaged in ‘formal’ modelling, Kaldor uses the word ‘cumulative’ to refer to 
unstable dynamics (see, for example, Kaldor, 1955–1956, pp. 221–222, 1961, 
p. 249). Furthermore, in a footnote to their original article, Dixon and Thirlwall 
note that, in private correspondence, Kaldor indicated to them that he believed 
the case of unstable dynamics to be the one implicit in his own verbal CC mod-
els (Dixon and Thirlwall, 1975, p. 208, footnote 2).9

 Assuming γηλ > 0, the case of unstable dynamics occurs when γηλ ≥ 1 and 
is portrayed in Figure 6.2. In this case, the initial value of r does affect the out-
come. Thus, if the economy starts-off with a growth rate such as r0, where r0 < 
r*, then failure continually breeds more failure in a negative cumulative process. 
Conversely, if it starts off with a growth rate such as r0′, where r0′ > r*, then suc-
cess continually promotes more success in a positive cumulative process. Hence, 
in the case of unstable dynamics, the DT model does not possess a determinate 
equilibrium solution and there is a role for history in the form of initial condi-
tions. However, this is the only role for history and to reduce history to initial 
conditions in this manner is to obviously take a very restrictive view of what 
constitutes history (Roberts, 2002, p. 87; Setterfield, 1997a, p. 371). More to the 
point, the treatment of history in this manner does not seem in keeping with the 
spirit of what Kaldor was calling for in his critique of ‘equilibrium economics’. 
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Thus, the DT model with unstable dynamics does not constitute ‘a sequence 
analysis in which the course of development is dependent on the path of evolu-
tion’ (Kaldor, 1975, p. 401).10

 Furthermore, the DT model with unstable dynamics possesses another obvi-
ously unsatisfactory property that makes it inappropriate as a historical model 
of growth and development. This is that the explosive growth/decline implied 
by such dynamics is clearly unrealistic (see also Swales, 1983, p. 72).11 In par-
ticular, Setterfield (1997a, p. 371, p. 377, 1997b, p. 68) points out that it is 
inconsistent with a key stylised fact of the long-run growth process. Namely, 
that in the course of their development, some initially fast-growing regions, such 
as Britain, have transformed into relatively slow-growing ones.
 Toner (2001) has, however, argued that Setterfield is incorrect to take ‘formal’ 
CC models, like the DT model, as representative of Kaldor’s own writings on 
the subject. Thus, he argues that, at various points in his work, Kaldor identified 
a number of alternative, context-specific, mechanisms by which CC might break 
down.12 Given their context-specific nature, Toner argues that there is no in-
consistency between Kaldor’s historical vision of the growth process and his 
belief that this vision is captured by the notion of CC. Rather, the tension is an 
apparent one arising from the failure of such ‘formal’ models as the DT model 
to adequately capture the subtlety of Kaldor’s verbal arguments concerning the 
nature of the CC process. However, as Setterfield (2001, pp. 108–9) has argued 
in reply to Toner, the context-specific mechanisms for endogenous breakdown 
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Figure 6.2 Unstable dynamics in the DT model
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that Kaldor identified were not a central element of his verbal theorising on 
CC. This being the case, the tension that exists between Kaldor’s critique of 
‘equilibrium economics’ and his views on how CC proceeds is not an artefact 
of Setterfield incorrectly taking the DT model as representative of these 
views.13

6.3 SETTERFIELD’S EXTENDED CUMULATIVE 
GROWTH FRAMEWORK

In this section we set out a diagrammatic version of Setterfield’s (1997a, 1997b) 
algebraic attempt to formally extend the DT model in a manner that renders it 
consistent with Kaldor’s historical growth vision.14 This will provide the basis 
both for our examination of the arguments of Setterfield’s critics and our modi-
fication of the model to allow it to more fully realise the claims that Setterfield 
originally made for it.
 To set up his formal attempt at extension of the DT model, Setterfield argues 
that CC should not be viewed as occurring within a vacuum, but as occurring 
within a specific institutional and technological context. Furthermore, the insti-
tutional and technological context should be thought of as being ‘deeply 
endogenous’ to the CC process, that is to say, as being ultimately affected by 
the process being modelled. In particular, Setterfield argues that increasing 
economic development is associated with both increasing institutional and 
technological interrelatedness.15 The consequence of this positive relationship 
between interrelatedness and development is that fast growth will not inevitably 
and mechanically beget continued fast growth.16 This is because, by leading to 
increasing interrelatedness, the development of the economy that results from 
the fast growth brings about the danger of ‘lock-in’. Increasing interrelatedness 
brings about such a danger because it causes ‘either the costs of technological 
and/or institutional change to become prohibitive’ or gives rise ‘to coordination 
failures in the context of decentralised decision-making’ (Setterfield, 1997a, 
p. 372). In particular, Setterfield argues that there is a development threshold. 
Once this threshold is passed, lock-in occurs. At this point, the reigning institu-
tional and technological framework becomes dysfunctional to the maintenance 
of fast growth, the result being an endogenous fall in λ and/or ε.17 The result is 
an endogenous growth slowdown and what Setterfield originally claimed to be 
a ‘more generally hysteretic’ model of growth and development (Setterfield, 
1997a, 1997b).
 To illustrate the above intuition, we can use a ‘cobweb’ diagram similar to 
those in Figures 6.1 and 6.2. In doing so, it will be noted that, in keeping with 
the previous figures, the analysis is couched in labour productivity terms. This 
contrasts with Setterfield’s presentation of his model, which is couched in in-
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come level terms. The choice to reformulate the analysis in labour productivity 
terms is attributable to the fact that an economy’s level of labour productivity 
is a better indicator of its level of development than its level of income. In par-
ticular, if it has a large population, an economy can have a high level of income 
whilst being relatively underdeveloped. It will further be noted that, for simplic-
ity, we assume that lock-in affects only ε. Anyway, consider Figure 6.3 and 
assume that the institutional and technological lock-in threshold is marked by 
a corresponding threshold level of labour productivity, Rth. Furthermore, say 
that the economy’s initial labour productivity growth rate is r0 so that it starts-off 
experiencing a positive cumulative process, but that it passes Rth when its growth 
rate reaches r2. This being the case, the determinate equilibrium solution r* to-
wards which the economy was originally heading becomes irrelevant because 
the economy never actually reaches it. Rather, upon Rth being passed, the sched-
ule F shifts downwards to F′ as lock-in causes an endogenous fall in ε. This 
means that r* ceases to exist and instead the economy experiences a sudden 
growth slowdown in which its growth rate drops from r2 to r3. From here, the 
economy experiences a further, more gradual, slowing of its growth rate as it 
heads towards r**.18

 From Figure 6.3 it should be clear, therefore, that, in Setterfield’s extended 
model, success no longer breeds more success, but rather, consistent with the 
historical experiences of such countries as Britain, a reversal of fortunes occurs 
as a result of forces endogenous to the system.

rt

r0

rt–1

F

45°

r3

r2

F′

r*

r**

Figure 6.3 Lock-in in Setterfield’s extended DT model
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6.4 THE LIMITS OF SETTERFIELD’S FRAMEWORK AS 
A HISTORICAL MODEL

Having set out our alternative presentation of it, we are now in a position to be 
able to see precisely why Arygrous (2001) in particular has disputed Setterfield’s 
claim that his model is ‘more generally hysteretic’ than the original DT model. 
However, before doing so, it is relevant to mention a criticism of Setterfield not 
made by either Arygrous or Toner (2001). In particular, Setterfield partly based 
his original claim of having produced a ‘more generally hysteretic’ model on 
the fact that, even when |γηλ| < 1, the deterministic equilibrium solution r* in 
Figure 6.3 that would normally apply is irrelevant. This being the case, it would 
seem that history dominates any equilibrium in determining an economy’s out-
come. However, Figure 6.3, not to mention Figure 6.1, has been drawn based 
upon empirically realistic values for the parameters of the DT model.19 However, 
given these realistic parameter values, we see that the economy starting at r0 in 
Figure 6.3 approaches r* extremely rapidly. Thus, in the first period alone more 
than one-half of the gap between r0 and r* is closed. From this it follows that, 
unless it starts off very close to Rth, an economy is unlikely to pass its lock-in 
threshold before it reaches r*. Indeed, if an economy is initially some way below 
Rth then it is likely to remain at r* for a prolonged period of time before the 
threshold is passed. This indicates that, contra Setterfield, his model does not 
render the deterministic solution of the DT model completely irrelevant; rather, 
this solution may be relevant for (a possibly prolonged) period of time.20

 Moving on to Argyrous’ criticism of Setterfield’s extended model, he argues 
that the model does not have a legitimate claim to being a historical model of 
growth because, ultimately, it still retains a deterministic interpretation. In par-
ticular, he interprets Setterfield’s model as implying that a growth slowdown 
must, sooner or later, inevitably occur (Argyrous, 2001, p. 405). Furthermore, 
we may point out that, as presented, the model gives the strong impression that, 
once it has passed Rth, an economy will settle down at a determinate equilibrium 
solution which represents a strong attractor for the system’s dynamics. Thus, it 
would seem that the economy portrayed in Figure 6.3 ultimately settles down 
at r**.21,22

6.5 A MODIFIED SETTERFIELD MODEL OF 
HISTORICAL GROWTH

Both Argyrous (2001, p. 105) and Toner (2001, pp. 101–2) question whether the 
limitations of Setterfield’s model in capturing Kaldor’s historical vision are not 
due to a fundamental incompatibility of ‘formal’ models with such a vision. 
Setterfield (2001, p. 111), however, replies to this by defending the potential 
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ability of ‘formal’ models to capture the Kaldorian vision. Furthermore, Set-
terfield (2001, p. 109) states that he ‘would strongly resist’ Argyrous’ 
interpretation of his model as implying that lock-in, and, therefore, a growth 
slowdown, is inevitable. However, this gives rise to the question: why did Ar-
gyrous misinterpret Setterfield in the first place? I would argue that it is 
attributable to Setterfield’s failure to explicitly situate his model within the 
methodological framework of the open systems-ceteris paribus (OS-CP) ap-
proach to modelling that he himself has elsewhere advocated (Setterfield, 1997c, 
2003). As the first half of its title suggests, this approach to modelling treats the 
economy as an explicitly open system. By this we mean a system that lacks ex-
trinsic and/or intrinsic closure. A system lacking extrinsic closure is one in 
which exogenous factors are explicitly allowed to influence system outcomes 
in a non-defined way, whereas a system lacking intrinsic closure is one in which 
the same effects do not always inexorably follow from the same causes. The 
lack of intrinsic closure in an open system follows from the postulated existence 
of intentional human agency, the potential for human agents to have always 
acted differently in any given set of circumstances, at the ‘deep’ level of reality, 
which is the level of reality at which the tendencies which generate actually 
observable events exist.
 However, as the second half of its title suggests, the OS-CP approach to 
modelling does not treat all relations as open. Rather, to facilitate modelling, 
and in line with proper abstraction, the approach introduces closure to some 
relations by treating them as constant over time, whilst, at the same time, ex-
plicitly acknowledging that these relations may be subject to – a priori 
unspecified – endogenous transformation over time. In other words, all closures 
are explicitly acknowledged as being conditional and, therefore, essentially, 
artificial. Such ‘locking up without ignoring’ is justified either on empirical 
grounds (‘empirically grounded locking up without ignoring’) due to the exist-
ence of relatively enduring institutions or on purely analytical grounds (‘pure 
locking up without ignoring’) to help in the isolation of the working of the 
‘deep’ tendencies that are of interest.
 A corollary of this is that the notion of equilibrium retains a role in the OS-CP 
approach, but all equilibria are conditional equilibria; they are not determinate 
outcomes, but intermediate positions explicitly acknowledged as being subject 
to potential revision by forces that are deeply endogenous to the system. Adopt-
ing the terminology of the OS-CP approach, it becomes clear that the reason 
why ‘formal’ CC models such as the DT model are ahistorical in character, and, 
therefore, inconsistent with Kaldor’s historical growth vision, is that they rep-
resent closed systems. That is to say, the key relations, equations [1]–[4], in the 
DT model are presented as though they are empirical regularities whose con-
tinued existence and systematic operation is cast in stone with the result that 
equilibrium, where it exists, appears as an inevitable and final resting place for 
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the system. Given this, we seek, in this section, to explicitly resituate Setter-
field’s model within the methodological framework of the OS-CP approach. 
Not only this, we extend the model by drawing upon the work of various authors, 
including Setterfield himself. Thus, we draw both upon the purely verbal sug-
gestions that Setterfield makes in reply to his critics as to why lock-in should 
not be considered inevitable and why the post-lock-in equilibrium in his model 
should not be considered a determinate outcome, and upon verbal arguments 
that he makes elsewhere in his work. This resituation and modification of Set-
terfield’s model within the context of the OS-CP approach serves to provide 
substance to Setterfield’s defence of the potential of producing ‘formal’ models 
that are consistent with the spirit of what Kaldor was calling for in his critique 
of orthodox economics.23

 To recast Setterfield’s extended model within an OS-CP framework we need, 
first of all, to explicitly point out that, with the exception of ε, we are treating 
all parameters/equations in the model as invariant over time, despite the fact 
that we know they are likely to be deeply endogenous to the growth and devel-
opment process. Thus, for example, we have already specified λ as exogenous 
despite Setterfield’s arguments that it will be subject to endogenous revision if 
lock-in occurs. Given that we did this purely as an aid to exposition, it represents 
an example of pure locking up without ignoring. Other examples of pure locking 
up without ignoring include the modelling of competition between economies 
as being price based when we know it is more likely to be non-price based (see, 
most notably, McCombie and Thirlwall, 1994). Meanwhile, our treatment of 
some parameters/equations as invariant to the growth process also has elements 
of empirically grounded locking up without ignoring. Hence, the assumption 
that π is determined via the practice of applying a mark-up on unit labour costs 
represents the institution of ‘normal cost pricing’, evidence on the prevalence 
of which is provided by, inter alia, Carlin and Soskice (1990, pp. 140–43). Of 
course, this practice of determining prices might well be subject to deeply en-
dogenous revision over time, but, given that we are interested in neither the 
retroduction of the mechanism by which this occurs or its implications for the 
functioning of capitalism, we abstract from such possibilities.
 So much for the application of the ceteris paribus part of the OS-CP approach. 
On the open systems side, we can complete the restituation of Setterfield’s 
model by thinking of Rth as being the threshold level of development above 
which lock-in tends to occur rather than as the threshold at which lock-in inevi-
tably occurs. In this way, it becomes clear that Rth is a relation that lacks intrinsic 
closure. In particular, intentional human agency keeps open the possibility that 
lock-in may be avoided through, for example, entrepreneurial ingenuity. By 
denying intrinsic closure to the lock-in threshold, Setterfield’s resituated model 
obviously also comes to lack overall closure. Furthermore, given that we have 
explicitly acknowledged above that all relationships are subject to a ceteris 
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paribus clause, it follows that, when the tendency for lock-in is observed at the 
level of the ‘actual’, the post lock-in equilibrium takes on the character of a 
conditional equilibrium that we know is subject to possible future revision by, 
as yet unspecified, deeply endogenous forces. This overcomes the criticism of 
Setterfield’s extended model that the post lock-in equilibrium represents a de-
terminate, and therefore ahistorical, outcome. Finally, note that the OS-CP 
approach is perfectly consistent with the fact that the original deterministic solu-
tion of the DT model retains some relevance within Setterfield’s extended 
framework. This is, again, because this solution clearly represents only a con-
ditional equilibrium. In fact, the retention of some relevance for the original DT 
solution actually assists Setterfield’s analysis. After all, there have existed his-
torical episodes during which industrial countries have experienced (relative) 
growth rate stability.
 Having recast Setterfield’s model within the framework of the OS-CP ap-
proach, we can now progress to our further ‘formal’ modification of the model. 
In particular, although we now know that the post lock-in equilibrium, where 
observed, is a conditional equilibrium, the tendencies that might engender its 
deeply endogenous revision have, as of yet, gone unspecified. At this point, we 
may start by drawing upon a theory of institutional evolution that has been ad-
vocated not only by critical realists (see, for example, Lawson, 1994, p. 520), 
but also by Setterfield himself (1997b, chapter 5).24 More precisely, we draw 
upon the theory that institutions not only provide the framework for intentional 
action by agents, but are also themselves dependent upon such action for their 
reproduction. This being the case, institutions are always subject to the possibil-
ity of endogenous revision if agents choose to act in a way that does not ensure 
their unaltered reproduction. More specifically, both Setterfield (1997b, chapter 
5) and Cornwall and Cornwall (2001, chapter 6) argue that, at any given point 
in historical time, the institutions that are in place both constrain and facilitate 
the actions of agents, so giving rise to economic outcomes that may be judged 
as either good or bad by agents and their representatives in society. If the judg-
ment is bad then pressure may arise for the modification of existing institutional 
arrangements thereby creating a negative feedback from intentional action to 
institutions. In turn, this constrains and facilitates intentional action at future 
points in historical time and so it goes on.25

 What the above suggests is modifying Setterfield’s model by introducing a 
growth rate threshold below which there is a tendency for agents to become 
dissatisfied with the prevailing institutional regime; in particular, assume that 
there exists a dissatisfaction tendency threshold of rth. If r ≥ rth then all tends to 
be well – individual workers, shareholders and entrepreneurs, as well as the or-
ganisations representing them, tend to be satisfied with the currently prevailing 
institutional regime.26 Workers and their representatives tend to be satisfied be-
cause real incomes are growing relatively fast and unemployment is relatively 
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low. Meanwhile, shareholders, entrepreneurs and their representatives tend to 
be relatively happy because profits are high enough to be judged satisfactory. 
However, if r < rth then agents tend to become dissatisfied with the prevailing 
institutional regime because real incomes are growing relatively slowly, unem-
ployment is relatively high and profits relatively low. Consequently, when r < 
rth pressure arises for reform at both the political level and the level of produc-
tion itself.27 The pressure arises at the political level as a result of worker 
dissatisfaction and at the level of production as a result of dissatisfaction from 
shareholders and entrepreneurs.
 Important to note is that rth is a metaphor for a tendency that is assumed to 
exist at the ‘deep’ level of reality and which might not actually therefore mani-
fest itself in the guise of successful reform at the ‘actual’ level of reality. Rather, 
even abstracting from possible countervailing tendencies at the level of the 
‘deep’, for this to be the case two conditions must be satisfied: (1) sooner or 
later, the pressure for reform must become effective, and (2) the implemented 
reforms must be successful. Only if these two conditions are met will structural 
change occur that shifts the economy into a new institutional regime that is 
conducive to improved macroeconomic performance.28,29

 Assuming the above conditions are satisfied, the consequences of introducing 
the dissatisfaction tendency threshold into Setterfield’s ‘formal’ analysis are il-
lustrated in Figure 6.4. In particular, the consequences are illustrated for an 
economy whose initial conditions are assumed to be R < Rth and r ≥ rth. Provid-
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Figure 6.4 A modified Setterfield model of historical growth
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ing labour productivity, R, is sufficiently below Rth, the economy starts-off with 
a growth rate of r0, but quickly converges on the higher growth rate r1 through 
a positive cumulative process. Here the economy is in conditional equilibrium 
and therefore remains at rest, experiencing a period of growth rate stability. This 
goes on for as long as R < Rth. However, as soon as R ≥ Rth the currently prevail-
ing institutional and technological regimes become locked-in. Consequently, 
they become dysfunctional to the maintenance of fast growth. As in Setterfield’s 
original analysis, this causes the F schedule to shift downwards to F′ as ε un-
dergoes an endogenous fall. Given the downward shift in the F schedule, a 
climacteric occurs as the growth rate first of all suddenly drops to r2 and then 
proceeds to tail off further as the economy quickly converges on r3, which rep-
resents a new conditional equilibrium. However, r3 < rth, and so at r3, pressure 
for reform exists. Sooner or later, this pressure becomes effective, reform occurs, 
ε experiences an endogenous increase, and the schedule F′ shifts upwards to 
F″. As a result, the growth rate recovers to r4 and quickly converges to the con-
ditional equilibrium growth rate of r5.
 However, even confining attention to an economy that starts-off below rth, 
the sequence of events outlined above arising from the deep tendencies that we 
have assumed to exist are just one of many possibilities. In particular, if condi-
tions (1) and (2) are not met then the tendencies will result in different effects 
in the domain of the ‘actual’. Thus, for example, consider a situation in which 
condition (2) is not met. In particular, given a world of fundamental uncertainty, 
it is conceivable that the reforms implemented in reaction to the condition r < 
rth becoming binding may have an unanticipated negative effect. In this case, 
they would drive the F′ schedule downwards rather than upwards to F″. This 
would cause the growth rate to actually fall further below rth. The result will be 
a tendency for the pressure for reform to intensify further. If those key actors 
responsible for reform learn from their mistakes (not guaranteed in an open 
world) then subsequent rounds of reform will presumably be implemented and, 
eventually, these reforms will succeed in driving the F′ schedule sufficiently 
upwards so as to ensure that r > rth. Alternatively, even if conditions (1) and (2) 
are met, it may be that whilst the pressure for reform does translate into effective 
reform at the first time of asking, the reforms may not be sufficiently successful 
to cause r5 and/or r4 to lie above rth in Figure 6.4. Again, further rounds of reform 
would have to follow if the tendency for reform pressure to rise is to be eased.
 Above we noted that, once resituated within the OS-CP framework, lock-in 
should not be regarded as inevitable in Setterfield’s extended model because the 
lock-in threshold is more correctly thought of as being a lock-in tendency 
threshold. In particular, we said that intentional human agency keeps open the 
possibility that lock-in may be avoided. In some ways, the introduction of the 
dissatisfaction tendency threshold allows us to ‘formalise’ this idea. Specifically, 
consider an economy whose initial condition is r < rth rather than r ≥ rth. Thus, 
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for example, an economy for which r1 in Figure 6.4 lies below rth instead of 
above it. This being the case, upon R ≥ Rth coming to hold, the two tendencies 
modelled would be at work in opposite directions. On the one hand would be 
the lock-in tendency, exerting downward pressure on the F schedule. Mean-
while, on the other would be the dissatisfaction tendency, working to push the 
F schedule in the opposite direction. Clearly, in this case, what is observed in 
the domain of the ‘actual’ will be open, dependent upon which of these two 
tendencies dominates.
 Clearly, the above modification opens up the number of explicitly possible 
historical paths in Setterfield’s model. However, it is still the case that we should 
expect the economy to settle down to a conditional equilibrium whose condi-
tionality rests upon exogenous factors. Therefore, from this we may deduce that 
if the lock-in and dissatisfaction tendencies were the only two tendencies in 
existence then we would expect an economy to settle down at a steady long-run 
growth rate. Thus, returning to Figure 6.4, we see that the economy eventually 
reaches the conditional equilibrium r5, at which point the internal dynamics of 
the model cease. However, at the level of the ‘actual’ it has been observed that 
capitalistic growth has tended to occur in eras. In particular, for the advanced 
economies, Cornwall and Cornwall (2001) have identified four distinct eras of 
macroeconomic performance since the late 19th century – an extended boom 
from the end of the 19th century to the end of the 1920s, the Great Depression 
of the 1930s, the Golden Age of Capitalism between 1945 and 1973, and, what 
Setterfield and Cornwall (2002) refer to as, ‘The Age of Decline’ from 1973 to 
the present day.30 It is possible to further extend Setterfield’s analysis to incor-
porate deep tendencies that cause the model to generate such episodic growth 
without necessarily claiming that these have been the precise tendencies ac-
counting for the endogenous transformation through the four distinct eras of 
performance identified. In particular, it is possible to further extend the analysis 
to generate growth cycles whose amplitude and period are not fixed, but are 
historical artefacts discernible only ex post. More specifically, we can extend 
the model by introducing two additional assumptions. Our first additional as-
sumption is that the lock-in tendency threshold is not exogenously given, but 
that, consistent with arguments presented by Setterfield (2001, p. 110), that it is 
an endogenous variable. Hence, we assume Rth evolves endogenously in the 
manner:

 (Rth, 1, Rth, 2, Rth, 3,…, Rth, ∞)

where

 Rth, n+1 > Rth, n
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where the threshold is indexed according to the number of the current institu-
tional and technological regime in the sequence of regimes that have been 
historically passed through. That is to say, we assume that the level of labour 
productivity at which lock-in tends to occur is sensitive to the current institu-
tional and technological regime occupied, and that it increases – by a regime 
sensitive amount – as the economy moves from regime n to regime n + 1.31

 Meanwhile, our second additional assumption, not inspired by Setterfield, is 
that unless the economy progresses from regime n within a certain timespan 
then the conduciveness of the regime to continued growth will display a ten-
dency to deteriorate. We may ‘formally’ specify this as follows:
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Hence, if regime n has been in place for a length of time tn < Tn then ε remains 
constant. However, after Tn, the conduciveness of regime n to continued growth 
displays a tendency to deteriorate as ε starts to diminish according to an a priori 
unspecified functional form specific to the regime. This may be justified by the 
fact that an economy does not exist in isolation and hence its relative non-price 
competitiveness is not independent of developments in other economies. Rather, 
other economies will themselves be evolving through different institutional and 
technological regimes. This being the case, if the economy fails to progress from 
regime n then, after a certain time that will be context sensitive, we can expect 
its relative non-price competitiveness and hence ε to tend to diminish as other 
economies improve their relative levels of non-price competitiveness by adopt-
ing new regimes.32

 That the incorporation of these two additional tendencies prevents our system 
from settling down at a conditional equilibrium whose conditionality is depend-
ent upon factors external to the model (but endogenous to the growth and 
development process more generally) and instead leads to the internal generation 
of cyclical growth of an unpredictable nature can be demonstrated by reconsider-
ing the economy in Figure 6.4. Without our two additional assumptions, it will 
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be recalled that following lock-in to its original institutional and technological 
regime, which we may now label regime n = 1, this economy experienced reform 
that caused it to move into a new regime, n = 2. However, with regime n = 2 in 
place, the economy came to settle down at the growth rate r5, a conditional 
equilibrium that we acknowledged as being likely to be subject to revision with-
out explicitly specifying the tendencies that might make for such revision. 
However, with our two additional tendencies, this no longer remains true. Instead, 
our first additional tendency means that the economy now faces a new lock-in 
tendency threshold, Rth,2. If the economy passes this threshold, and the tendency 
is realised, before t2 ≥ T2 then the schedule F″ will shift downwards.33 Depending 
upon the seriousness of the lock-in, this may or may not cause the growth rate 
to fall sufficiently to take it back below rth. If it does, then reform, or a sequence 
of reforms, will occur that eventually lead the economy’s growth rate to rise once 
again above rth. However, this result will be dependent both upon whether those 
responsible for reform learn from any mistakes that they make and upon the re-
forms coming to fruition before t2 ≥ T2. Furthermore, even if these two conditions 
are met and the growth rate does rise back above rth as the economy enters regime 
n = 3, any resulting stability will only tend to last for as long as the economy re-
mains below the new lock-in tendency threshold, which, upon entering regime 
n = 3, will have increased to Rth,3, and for as long as t3 < T3.
 Alternatively, consider the case where, back at r5 in Figure 6.4, the economy 
fails to reach Rth,2 before t2 ≥ T2.34 This opens up a whole different set of possible 
paths that the economy may follow. Thus, one possibility is that its deteriorating 
relative non-price competitiveness may shift the economy below rth, thereby 
creating pressure for reform that may succeed in moving the economy into re-
gime n = 3 before the Rth,2 threshold has been passed. Other possibilities arise 
because of the openness of the timing of the economy passing rth relative to it 
passing Rth,2, the openness of the pressure for reform in the economy translating 
into successful reform either at the first attempt or at subsequent attempts and 
the openness of the timing of any successful reform relative to the economy 
passing Rth,2. Furthermore, for each of these possibilities it should be clear that, 
whichever one results, there are then an equal number of whole new additional 
possibilities. Hence, ultimately, the internal dynamics of our model are such 
that there are a continuum of different alternative paths that an economy may 
follow, and which one it does follow cannot be determined a priori, but rather 
is dependent upon historical context.35

6.6 CONCLUSION

From the above it follows that, through resituating Setterfield’s model using his 
own OS-CP approach, we have been able to obtain a model that is perfectly 
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consistent with the historical vision of the growth process that Kaldor was call-
ing for in his critique of ‘equilibrium economics’. In doing so, we have explicitly 
justified Setterfield’s defence against Argyrous and Toner of the possibility of 
‘formally’ modelling open but structured social processes. We have further been 
able to resolve the tension that exists between the inherently ahistoric nature of 
CC models and Kaldor’s belief that the notion of CC provides a vehicle for 
capturing his historical vision. Furthermore, with the simple addition of a growth 
rate threshold below which dissatisfaction and pressure for reform tends to arise, 
and with the generalisation from one lock-in tendency threshold to a series of 
regime specific thresholds, we have been able to transform Setterfield’s model 
into one in which conditional equilibrium does not ultimately come to be de-
pendent upon unmodelled factors. Rather, the internal dynamics resulting from 
the interaction of the postulated deep tendencies result in the expectation that 
capitalism will exhibit a deep tendency towards cyclical growth, with the am-
plitude and period of each cycle being historical artefacts discernible only ex 
post. Such a deep tendency contrasts with the smooth path of growth that neo-
classical growth theory leads us to expect.

NOTES

 1. This chapter is based upon chapter 4 of my PhD thesis, of which Tony Thirlwall was the ex-
ternal examiner. I am grateful to both New Hall and the Department of Land Economy, 
University of Cambridge, for financial support and to John McCombie and Mark Setterfield 
for comments upon the chapter of my PhD on which this chapter is based.

 2. Related to this, Hargreaves Heap (1989, p. 142) has argued that CC represents a model of 
historical continuity rather than historical change, whilst Gordon (1991) has criticised CC 
models for being characterised by ‘too much cumulation’ (see Setterfield, 2002).

 3. In defining a determinate equilibrium, Setterfield draws upon Kaldor (1934).
 4. In this chapter we follow Setterfield (1997a, 1997b) by using the word hysteretic to describe a 

model that allows more of a role for history than simply the importance of initial conditions.
 5. Those adopting an overtly critical realist position also frequently argue that it is impossible 

to ‘formally’ model open but structured social processes. However, Setterfield (2003) contends 
that the OS-CP approach is consistent with the ontological and methodological premises of 
critical realism.

 6. This model was developed as an explicit attempt to formalise the mechanism of CC described 
in Kaldor (1970).

 7. It follows from this that, when its dynamics are stable, the DT model does not, contrary to 
what is often asserted, necessarily predict that success (failure) inexorably breeds more success 
(failure). Rather, the model only predicts that an economy with a fast initial growth rate will 
go on to experience even faster growth if the fast initial growth rate is low relative to the 
economy’s equilibrium growth rate.

 8. r* = {re + γλ[δπc – η(w + τ) + εyc]}/(1 – γηλ), thereby implying that r* is defined purely in 
terms of exogenous data.

 9. Other authors also associate CC with unstable dynamics (see, for example, Swales, 1983, 
p. 72).

10. The narrow conception of history as the importance of initial conditions is the same as that 
which appears in multiple equilibria models or models with ‘chaotic’ dynamics (see also 
Setterfield, 1997c, pp 63–65).
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11. When γηλ = 1 and the F schedule coincides with the 45-degree line then we have a role for 
history in the form of initial conditions without the undesirable property of explosive growth 
or decline. However, this is, obviously, a very special case.

12. Toner (2001, pp. 98–100) gives three examples of such mechanisms. Roberts (2002, p. 89) 
provides further examples.

13. A possible exception to this is the emergence of a binding balance-of-payments constraint as 
a mechanism for the endogenous breakdown of a positive cumulative process. The DT model 
has been extended to include a balance-of-payments constraint, but the constraint is always 
assumed to be binding (see McCombie and Thirlwall, 1994, pp. 429–34; Swales, 1983, 
pp. 77–9). Consequently, the effects of the emergence of such a constraint are not captured.

14. Setterfield actually extends a slightly modified version of the DT model in which yt is ex-
pressed relative to yc, and in which πc is expressed as an endogenous function of yc owing to 
the practice of mark-up pricing by ‘foreign’ as well as ‘domestic’ producers.

15. Setterfield is clearer as to why there should be a positive relationship between technological 
interrelatedness and the level of development than as to why there should be between institu-
tional interrelatedness and the level of development.

16. This statement implicitly assumes that r < r* (r > r*) if the dynamics of the DT model are stable 
(unstable).

17. Both Kaldor (see, for example, Kaldor, 1966, p. 9) and Verdoorn himself (Verdoorn, 1956), have 
drawn upon the idea of a learning function in attempting to explain Verdoorn’s law. In this con-
text, technological lock-in can be interpreted as causing an endogenous fall in λ because the 
opportunities for learning within the current technological regime have ceased.

18. From this alternative presentation it is clear that Setterfield implicitly assumes that the thresh-
old, Rth, at which institutional lock-in occurs is the same as that at which technological lock-in 
occurs.

19. In particular, the gradient of each F schedule has been constructed assuming the empirically 
reasonable values of γ = 1, η = 0.5 and λ = 0.5.

20. A caveat to this criticism is that whilst γ = 1, η = 0.5 and λ = 0.5 may be empirically realistic 
for the current institutional and technological regimes, this does not mean they will continue 
to be so for future regimes. In particular, Setterfield’s claim is that λ will be different in dif-
ferent regimes. Nevertheless, it still follows that the deterministic solution of the DT model 
will be relevant for what might be a prolonged period of time for both the current regime and 
for future regimes in which λ is reasonably high.

21. This assumes that, once the growth slowdown has occurred, the dynamics are stable.
22. Argyrous (2001), as well as Toner (2001), also criticises Setterfield for emphasising only the 

negative aspects of increasing interrelatedness to the neglect of the positive features, in par-
ticular, the increased division of labour, that are such a feature of Kaldor’s CC writings. 
However, as Setterfield (2001, pp. 107–8) notes, such positive features were always implicit 
in his model. This is because he builds upon the DT model, a central feature of which is Ver-
doorn’s law.

23. Setterfield (2002) has himself re-formulated his model using the OS-CP approach. However, 
he does not undertake the further extensions of his model that we present here.

24. Setterfield refers to the theory as the ‘institutional hysteresis’ model, whilst in critical realist 
writings it is referred to as the ‘transformational model of social activity’.

25. Economics itself may have a part to play in this process. Thus, poor macroeconomic perform-
ance leads economists to concentrate on the reasons for this poor performance, leading to the 
advocacy of policy measures which, if implemented, can help shift the economy to a new 
regime.

26. As in Setterfield (1997b, p. 85), an ‘institutional regime’ may be defined as ‘a collectivity or 
matrix of institutions, which forms the current socio-economic environment within which 
individual agents act, and which helps define relations between these agents’.

27. In keeping with the OS-CP approach, rth must be explicitly acknowledged as being open to 
exogenous influence. For one, we can expect a tendency for rth to be increasing with the 
‘world’ growth rate because one way in which agents are likely to judge the growth perform-
ance of their economy is by comparing it to that of other economies. Comparisons with other 
economies at similar levels of development are likely to be particularly relevant in this context. 
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Another factor that may influence rth is the nature of government; i.e. whether rule is demo-
cratic or not. Given that we can expect these exogenous factors to impinge upon rth in a 
non-definable way, the threshold lacks extrinsic closure.

28. It seems reasonable to argue that if r < rth then not only will agents tend to become dissatisfied 
with the prevailing institutional regime, but also with the prevailing technological regime. 
Therefore, we can expect a tendency for reform not only to be aimed at the institutional regime, 
but also at the technological regime. This is part of the reason why we later simplify by as-
suming strict complementarity between institutional and technological regimes.

29. Both the dissatisfaction tendency and lock-in tendency thresholds can be related to Kaldor’s 
concept of the ‘technical dynamism’ of an economy. By ‘technical dynamism’ Kaldor meant 
‘both inventiveness and readiness to change or to experiment’ (Kaldor, 1961, p. 265; emphasis 
added). This is because lock-in implies an absence of readiness to change and experiment, 
whilst reform, by definition, necessitates a re-emergence of such readiness. Also related is 
Kaldor’s view of ε as being dependent on ‘… the innovative ability and adaptive capacity of 
its [a country’s] manufacturers …’ (Kaldor, 1981, p. 340; emphasis added).

30. Setterfield and Cornwall (2002) also consider the possibility that the 1990s witnessed the 
emergence of a new, neoliberal, growth era, at least for the United States.

31. In a case of pure locking up without ignoring, we assume from now on that institutional and 
technological regimes are strictly complementary. This makes it valid to refer to a single in-
stitutional and technological regime.

32. It may be argued that already implicit in the original Setterfield model is the assumption that 
the timing of the passing of Rth coincides with the emergence of new institutional and tech-
nological regimes in competitor economies. Otherwise, upon Rth being passed there would 
seem to be little reason for ε to undergo an endogenous fall. This being so, our relaxation of 
this assumption means that lock-in must be causing a slowdown solely through λ for the rea-
sons given in note 17.

33. We can, approximately, say that this will be the case if [ln(Rth,2) – ln(R5)]/r5 < T2, where R5 is 
the level of labour productivity that prevails in the economy at the point in time when it first 
reaches r5.

34. Approximately, this will be the case if [ln(Rth,2) – ln(R5)]/r5 ≥ T2.
35. For simplicity, our analysis assumes that the threshold rth is determined exogenously of the 

institutional and technological regime occupied. Again, this is an example of pure locking up 
without ignoring.
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7. Endogenous growth theory: a partial 
critique

Philip Arestis and Malcolm Sawyer

THE CONTRIBUTION OF TONY THIRLWALL TO 
GROWTH THEORY

Tony Thirlwall has been a consistent critic of endogenous growth theory. His 
writings on growth theory with his emphasis on the role of demand, balance of 
payments constraints, endogeneity of the natural rate and the role of sectoral 
analysis have made major contributions to understanding the growth process, 
and they also provide a continuing (sometimes implicit, sometimes explicit) 
critique of endogenous growth theory. It is, thus, very fitting to indulge in a cri-
tique of endogenous growth theory in this Festschrift. The critique is partial in 
both the sense of not being comprehensive which is precluded by space consid-
erations and in the sense that we are partial to the work of Tony!
 We begin with a brief critical review of endogenous growth theory (EGT). 
The next section focuses on the assumptions made in EGT on returns to scale 
and the implications of those assumptions. This is followed by a discussion on 
the approach to investment and productivity growth in EGT. Section 4 contains 
a brief review of empirical evidence, followed by a concluding section.

A BRIEF REVIEW OF ENDOGENOUS GROWTH THEORY

It is generally recognised that a revival of interest in growth theory within the 
mainstream literature was stimulated by papers such as Romer (1986) and Barro 
(1991), which launched what is now usually termed as Endogenous Growth 
Theory (hereafter EGT). Other labels were also given (e.g. post-classical growth 
theory) but the term ‘endogenous’ was particularly significant as this approach 
appeared to have an analysis of an endogenously determined rate of growth, 
rather than the effectively exogenously determined ‘natural’ rate of the Solow-
Swann neo-classical model (Solow, 1956; Swann, 1956). The term ‘new growth 
theory’ is also used, but as many have argued (e.g. Fine, 2000; Thirlwall, 2003) 
most of its ideas have a long history.
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 Endogenous growth theory has spawned a very large literature, and the issue 
arises as to what constitutes EGT. The key features of EGT include the 
following:

1. Capital is to be viewed in a broad sense to include human capital, social 
capital, intellectual capital, public infrastructure as well as physical capital 
(whereas the neo-classical approach was largely limited to physical 
capital).

2. There are constant returns to capital viewed in this broad manner (or at least 
there is a distinct lower bound to the marginal product of capital, whereas 
in the neo-classical approach marginal product of capital would tend to zero 
as the capital-to-labour ratio rose), and overall increasing returns to capital 
and labour combined.

3. Some capital is privately owned and the returns on this capital accrue to its 
owners. But there are returns to capital which do not accrue to individual 
owners: this may be because of externalities arising from privately owned 
capital, because some capital has no owners (e.g. social capital) or because 
some capital is owned by the government.

4. Savings arise from (lifetime) optimising decisions by households and lead 
to an equal amount of investment, with savings automatically flowing into 
capital formation.

5. Investment in privately owned capital is undertaken for profit-maximising 
reasons and responds to relative prices, specifically the rate of interest. In 
effect, savings and investment are brought into equality by the rate of inter-
est (and specifically not through variations in the level of economic activity 
which is presumed to be at the full-employment level).

 The simplest representation of the EGT is given by the so-called AK model 
(e.g. see Barro and Sala-i-Martin, 1995), which can be used to illustrate some 
of the main features of the EGT. In this AK model, Y = AK where Y is real out-
put, and K is a measure of capital that remains to be precisely defined, and 
investment equals savings, i.e. dK/dt = sY, where s is the propensity to save. 
Hence (1/K)(dK/dt) = sA and also (1/Y)(dY/dt) = sA – which is comparable to 
the warranted growth rate of Harrod, since A = 1/ν. The growth of labour force 
is taken as n (often the growth of the labour force is taken equal to the rate of 
population growth). By deduction, the growth of labour productivity, gp = sA – n, 
which means that provided sA > n the growth of productivity can continue in 
perpetuity.
 The AK model ‘does not require the assumption of full employment of labor: 
since labor is not productive, the level of employment of labor does not matter; 
indeed some version of the model can omit labor altogether’ (Dutt, 2003, 
p. 73–4) But he later notes that
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other formulations [that] allow for new products […] introduce imperfect competition, 
thereby allowing them to have neoclassical optimization microfoundations with in-
creasing returns even without externalities, and also derive (at least temporary) returns 
from innovations that subsequently become public goods. It should be notes that all 
of these version of new growth theory assume explicitly that labor is fully employed: 
for instance, in models with research and development activity, the total labor force 
at any moment in time is engaged either in production or in research and development. 
(pp. 75–6)

 In the Harrod–Domar model, the warranted rate of growth, s/ν = sA in current 
notation, and the natural rate of growth n were treated as generally unequal, and 
the warranted growth path was viewed as having ‘knife-edge’ problems and 
exhibiting a degree of instability (cf. Hussein and Thirlwall 2000). It is well 
known that the neo-classical growth model was perceived to have resolved these 
problems, in part through the adjustment of the capital–output ratio to bring s/ν 
and n into equality, and by the removal of the accelerator-type investment equa-
tion, which had been at the source of the instability elements of the 
Harrod–Domar model.
 It is well known that the Harrod–Domar approach incorporates an investment 
function of the simple accelerator type. The equality of savings and investment 
in the context of that model provided the warranted rate of growth equal to s/ν. 
The Harrod–Domar approach threw up the instability/knife edge problem in 
that the warranted growth path appeared to be unstable, at least in the simple 
formulations. Growth slightly faster than the warranted rate of growth would 
push up investment, leading to faster growth, and so on. In the context of growth 
theory this instability issue has never been fully resolved.
 The other issue of the Harrod–Domar model concerned the lack of equality 
between the warranted rate of growth (s/ν) and the natural rate of growth (n): 
three coefficients s, ν, n separately determined and there appeared no reason 
why s/ν should be equal to n. The neo-classical solution of Solow (1956) and 
Swann (1956) was to postulate that ν (the capital–output) ratio would adjust, 
with substitution between labour and capital depending on relative prices. It 
was argued that this approach assumes that all savings will be invested (in terms 
of planned savings and investment) such that s = nν. Further, the investment 
function of the accelerator form is withdrawn and there is no independent invest-
ment function. In the EGT approach, there is a demand for capital as a function 
of relative prices (from marginal product of capital being equal to the rate of 
interest, and marginal product of labour being equal to the real wage). The in-
vestment function adjusts capital stock towards the desired level of capital stock, 
albeit that the speed of adjustment depends on the amount of savings being un-
dertaken. In the EGT approach this issue of instability is sidestepped, as there 
is no accelerator type mechanism (whether of the form of changes in output or 
the level of capacity utilisation influencing investment). In general, savings and 
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investment are brought into equality (at a constant rate of employment1) through 
variations in the rate of interest. In this simple model, investment (as the rate of 
change of the capital stock) would be linked with the rate of change of output, 
but the capital stock is assumed to smoothly expand and in the simple presenta-
tion there is nothing that could be labelled an independent investment function. 
The equality between the warranted rate and the natural rate is assured in this 
simple EGT approach by adjustment of labour productivity, since from above 
sA = n + gp. Since output and the capital stock are growing faster than the labour 
force, the capital–labour ratio is continually rising. This can continue in part 
because the rise in the capital–labour ratio is presumed (by construction) to be 
generating rising labour productivity. Further, in this simple AK model, with a 
marginal productivity assumption, all income is paid out as profits. Hence the 
rate of profit is equal to Y/K = A, and this remains constant over time.
 One feature of the AK model arises from applying marginal productivity 
considerations, namely that marginal product of capital equals average product, 
or dK/dY = A = Y/K, and hence payments to capital owners based on marginal 
productivity would exhaust the total product, leaving wages equal to zero. This 
may be rescued to some degree by thinking of K as including human capital, 
such that some payments accruing to capital go to workers as the ‘owners’ of 
human capital. But this raises a more substantial issue in the EGT literature, 
namely that since increasing returns are assumed, the determination of the dis-
tribution of income generates a problem since it is well known that payments 
according to marginal product would more than exhaust the total product in the 
presence of increasing returns to scale. Payment according to marginal product 
would more than exhaust product, so we are left to believe that ‘owners’/sup-
pliers of human capital are not rewarded at all. In the Cobb–Douglas production 
function (and others), then, there is a positive marginal product of labour and 
also of capital, but the private returns to capital are lower than the social returns. 
In this case (under the constant returns to the private factors assumption) it is 
the spillover of capital which receives no reward.
 The savings propensity can in a sense be readily endogenised so as to arise 
from household inter-temporal utility maximisation; undertaking such an exer-
cise is significant in three ways:

(i) it portrays the individual as a ‘ruthless’ optimiser who has sufficient 
knowledge of the future course of the economy to be able to undertake 
optimising calculations;

(ii) based on household utility, different paths of the economy can be com-
pared in economic welfare terms, and specifically a ‘competitive’ market 
outcome compared with a ‘planning’ outcome;

(iii) it emphasises that savings are viewed as undertaken by households in 
pursuit of their own interests, though since firms are owned by households 
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the view can be taken that firms act in the interests of their owners when 
undertaken savings (i.e. making retained earnings).

Households are assumed to optimise an inter-temporal utility function, which 
Barro and Sala-i-Martin (1995) take as having the specific form as:
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where c is consumption per capita, n is growth of population, r rate of interest, 
a assets per person and ρ is discount rate. In the closed economy case, the 
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 This approaches faces a range of difficulties. Solow has written that ‘I find 
that I resist this practice instinctively. It seems to me foolish to interpret as a 
descriptive theory what my generation learned from Frank Ramsey to treat as 
a normative theory, a story about what an omniscient, omnipotent, and neverthe-
less virtuous planner would do’ (Solow, 1997, p. 12).2 Dutt (2003) states that 
‘one can argue that at best what these models [based on infinitely lived consum-
ers maximising discounted utility level under the assumption of perfect 
foresight] do is to allow a comparison of the actual outcome for economies with 
some social optimum. But even here its value is limited by the assumption that 
preferences are given, whereas during the growth process one can expect prefer-
ence to changes, arguably in unknowable ways’ (Dutt, 2003, p. 76). The 
comparison with a centrally planned economy is of doubtful use when it is 
considered that ‘a centrally planned system must be expected to generate quite 
different patterns of knowledge to those arising in a decentralized market 
economy’ (Metcalfe, 2001, p. 571). It can be further added that as one of the 
features of growth clearly is that new products and processes are developed, the 
meaning of ‘constant preferences’ is far from clear when the product space over 
which the preferences are expressed is continually changing. This approach to 
savings also assumes that it is households which are ‘in charge’ of the savings 
process, and that corporations are merely the agents of households so that any 
savings which they undertake are made on behalf of households. Any notion 
that savings by corporations are driven by their appetite for funds for investment 
is clearly absent.
 On the production side, the typical firm can be assumed to operate according 
to a production function of the form:
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 Y F K A Li i i i= ( , )

with constant returns to scale at the firm level (cf. Barro and Sala-i-Martin, 1995, 
pp. 146–7). In the case where there are spillover effects from one firm to another, 
then Ai is proxied by K and hence:

 Y F K KLi i i= ( , )

‘In equilibrium, all firms make the same choices’ (p. 148), which enables the 
private marginal productivity (eqation 4.27 in Barro and Sala-i-Martin, op. cit.) 
to be derived which is given by:

 f k K f L L f Li i( , ) ( ) . ( )* *= − ′

where f is the production function per unit of labour, f1 denotes first derivative 
with respect to the first argument, f * is the average product of capital, and a dash 
denotes first derivative of the function. Net (of depreciation) marginal product 
of capital is equated with rate of interest, hence:

 r f k Ki= −1( , ) δ

Combining these elements, the growth of consumption is then given by:
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and the proportionate rate of change of k = K/L is given by:
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which in effect indicates that the growth rate of k is equal to the output per per-
son minus consumption and depreciation per person. In the Cobb–Douglas 
production function case the growth of consumption becomes
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 This is a potentially significant result in that the scale (as reflected in the size 
of the labour force L) of an economy influences the trend rate of growth (of the 
capital stock). Thus a larger economy benefits not only in terms of static econo-
mies of scale but also in growth terms. This can be readily illustrated in the case 
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of an aggregate Cobb–Douglas production function of the form Y = KLa: if L is 
treated as ‘raw’ labour (and hence skills and training included as ‘human capital’ 
in K) then a value of a around 0.33 is often used, whereas if L is treated as labour 
skilled and unskilled then a value of a around 0.67 may be appropriate (guided 
by the share of labour in national income). With this production function, a 
doubling of scale in terms of factor inputs would lead to a 2a increase in labour 
productivity, that is an increase of 25.7 per cent for a = 0.33 and 59.1 per cent 
for a = 0.67. Here f *(L) = La, and hence a doubling of L would mean this term 
increasing by 2a.
 The rate of productivity growth gp is equal to sA – n, which suggests a highly 
significant role for savings in the promotion of growth. This can be illustrated 
by some rough orders of magnitude. Let s = 0.16, A = 0.25 (implying capital-
output ratio of 4), n =0.01; then gp = 0.04 – 0.01, i.e. 3 per cent – which is 
plausible. This approach implies if the savings rate were doubled, then the 
growth rate would double, but at the same time the growth of productivity would 
more than double; if s = 0.32, this would give gp = 0.08 – 0.01, i.e. 7 per cent.
 The EGT approach makes heavy use of the representative firm, and in effect 
the basic nature of the production function is assumed to be the same across all 
sectors of the economy (generally, of course, conforming to the increasing re-
turns postulates as outlined above). This contrasts with the approach of Kaldor 
(e.g. Kaldor 1966) and Thirlwall (e.g. Thirlwall 2002, Chapter 3), where there 
are significant differences between sectors of the economy in terms of returns 
to scale and the ‘openness’ to technical change as well as the conditions of de-
mand (in terms of price and income elasticity). The perceived differences 
between primary, secondary and tertiary sectors of the economy have often been 
judged as of particular importance. The ‘conversion’ of knowledge and new 
ideas into some form of informational capital and the notion that firms are far 
sighted in their decisions on inputs and outputs clearly overlooks many of the 
essential ingredients of the development of new ideas. ‘As scholars from Mar-
shall … to Kuznets … have recognized, economic activity changes knowledge 
directly and indirectly and every change in knowledge opens up the conditions 
for changes in activity and thus further changes in knowledge, ad infinitum, and 
in quite unpredictable ways’ (Metcalfe, 2001, p. 570).

THE TECHNOLOGY ASSUMPTION ON RETURNS TO 
SCALE

The question in this context is the extent of economies of scale, and in particular 
whether at the firm level the assumption of constant returns to scale can be 
maintained. It is well known that the presence of economies of scale at the level 
of the firm undermines any assumption of perfect competition – both in terms 
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of the stability of the perfectly competitive structure under economies of scale 
and the ‘adding up’ problem arising from payment of factors of production ac-
cording to marginal productivity. The EGT approach generally assumes constant 
returns at firm level with respect to the private factors of production. The esti-
mates of economies to scale are made at the industry or economy level, whereas 
the discussion of economies of scale usually involves the enterprise, or lower, 
level. For example, economies of scale in the car industry on the whole relate 
to the factory level or to the spreading of design and development overheads at 
the level of the product, engine say.
 The question is raised as to whether the EGT approach depends on such a 
combination of overall increasing returns to scale and precise constant returns 
to capital, and there have been different responses. Solow (1994) argues in the 
following terms, ‘Now I return to the question of constant returns to capital. It 
may not be generally recognized how restrictive this assumption is. There is no 
tolerance for deviation. Lucas emphasized in his 1988 article that a touch of 
diminishing returns (human capital in his case) would change the character of 
the model drastically, making it incapable of generating permanent growth. He 
did not notice that a touch of increasing returns to capital would do the same, 
but in a quite different way. … Let net investment be the fraction of s of output 
so that the time path of K is determined by dK/dt = s f(K). It is obvious on the 
face that there is potential for fairly explosive behavior if f(K) increases more 
and more rapidly with K. For instance, if f(K)/K increases with K, the rate of 
growth of K gets faster as K gets larger’ (pp. 49–50). Setterfield’s (1994) critique 
is along the lines that suggest ‘The treatment of increasing returns to scale in 
new endogenous growth models is also open to criticism. For example, it is not 
clear that the existence of increasing returns is a necessary condition for endog-
enous growth to occur in these models.’ (p. 115). Setterfield (op. cit.) then 
provides an example in which output is function of ‘knowledge’ with constant 
returns to ‘knowledge’. Dutt (2003, p. 74) gives the example of Y = AK + 
BKαL1–α, which departs from the AK formulation but where the growth of output 
per head tends asymptotically to sA – n.
 Barro and Sala-i-Martin (1995) argue that ‘the production function can exhibit 
diminishing or increasing returns to k when k is low, but the marginal product 
of capital must be bounded from below as k becomes large’ (p. 42). Also that 
‘we showed […] that it was possible to obtain long-term per capita growth 
without exogenous technological progress if the returns to capital were constant 
asymptotically’ (p. 171). Still, ‘we noted in Chapter 1 that the global absence 
of diminishing returns to capital […] may seem unrealistic, but the idea becomes 
more plausible if we construe capital, K, broadly to encompass human capital, 
knowledge, public infrastructure, and so on’ (p. 141).
 The EGT approach begins at the level of the representative firm, and then 
aggregates. The question arises as to the appropriate level of aggregation, and 
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whether the nation state should be treated as the appropriate unit of aggregation. 
Apart from the convenience that data are available at the level of the nation state, 
there are a number of arguments for using the nation state as the unit of analysis. 
A country shares common macroeconomic policies and common social and 
political institutions and exchange rate, and there is presumed to be substantially 
greater movement of factors of production and goods and services within a state 
than between states. In the EGT approach, the emphasis is on the role of exter-
nalities, which may spill across national boundaries.
 In the case of EGT, because of the effects of scale on both the level of pro-
ductivity and the rate of growth, finding the appropriate level is a significant 
issue. For example, suppose we were investigating two areas of comparable size 
(say regions of a large country, or two neighbouring countries), then if it were 
appropriate to aggregate them together the predicted level of labour productivity 
would be 27 per cent higher than if it were appropriate to treat them separately 
(using the figures from the Cobb–Douglas production function as indicated 
above). In a similar vein, as also indicated above, there would be a substantial 
effect on the predicted growth rate. This line of argument would also suggest 
that there would be major differences between countries in terms of their output 
per person (for given capital:labour ratio) and their growth rate arising from 
differences in the country size: compare for example Sweden with the United 
States with a difference in population of a factor of 30. Similarly the equation 
above indicating that growth rate depends on the size of the population would 
point to an acceleration of growth over time as population grows.
 If there were, say, N industries, each with economies of scale, then an autarkic 
economy which sought to operate in all N industries would be subject to econo-
mies of scale in the sense that the larger the autarkic economy, the larger would 
be each industry ‘on average’. But in this case the degree of increasing returns 
is limited by the size of the market, and would be equal to the extent of increas-
ing returns in the ‘average’ industry. Evidence on returns to scale suggest that 
whilst many industries operate subject to some increasing returns, others do not 
(at least above some rather small minimum scale). But in so far as industries do 
operate subject to increasing returns, these may be of the order of 10 per cent, 
i.e. a doubling of scale would lead to a 10 per cent reduction in costs or increase 
in average labour productivity: ‘we have found that based on UK industry a 
prima facie case can be made for externalities operating at the level of aggregate 
manufacturing. No evidence was found for increasing returns which are internal 
to the industry. To the contrary, at the industry level returns appear to be con-
stant’ (Oulton, 1996, p. 111). He reports a range of estimates for externality 
indexes; the flavour can be given by the following: ‘The estimates of α2 [the 
externality indicator] range in size from 0.0991 (gross input) to 0.2408 (value 
added). In other words, an expansion of aggregate manufacturing input by 1% 
is predicted to raise output by between about 0.10% and 0.24%, holding industry 
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input constant’ (p. 106). Basu and Fernald conclude: ‘On both empirical and 
theoretical grounds, heterogeneity in production appears important for macr-
oeconomics. Although estimates of returns to scale vary widely across relatively 
disaggregated industries, the average industry appears to produce with constant 
or even decreasing returns.’ (Basu and Fernald, 1997, p. 275).
 Unless there are substantial managerial diseconomies of scale, firms can ex-
pand through duplication (from the production side), and in that way face 
something approaching constant returns to scale. From that argument and the 
evidence just cited, it would seem reasonable to take constant returns to scale 
with respect to the private factors of production as a starting point, recognising 
that there would be differences between industries and the minimum efficient 
scale may be substantial in some industries. This would then indicate that under 
EGT the externality effects have to be assumed to be substantial, turning con-
stant returns to scale into substantial increasing returns to scale.
 One conclusion, which comes from the increasing returns assumption, is that 
output per person is a function of scale, in that larger economies would, ceteris 
paribus, have higher levels of productivity. This arises from the nature of in-
creasing returns which is postulated, that is having built up from the 
representative firm, the economy as a whole is subject to increasing returns. 
Furthermore, there is in effect no demand constraint. In some contrast, a more 
usual approach would be to postulate that increasing returns operate at the level 
of the plant or firm, and then up to a limit. The firm’s ability to exploit econo-
mies of scale may be limited by the size of the market (and Chamberlin’s theory 
of monopolistic competition is a notable example of this).
 Barro and Sala-i-Martin (1995) suggest that ‘if we can identify L with the 
aggregate labor force of a country, then the prediction is that countries with 
more workers tend to grow faster in per capita terms. The empirical results dis-
cussed in Chapter 12 for a large number of countries in the post-World War II 
period indicate that the growth rate of per capita GDP bears a weak positive rela-
tion to the size of the working-age population. (These results apply when the 
initial level of per capita GDP, the average person’s education, and some other 
variables are held constant). Thus, these findings do not reject minor [sic] scale 
effect’ (p. 151). The same authors go on to say that the estimated coefficient is 
not statistically significant (p. 442); also, that they ‘have already observed in 
Chapter 4 that scale effects are not supported empirically if we identify scale 
with the size of a country’s population or economic activity’ (p. 220).
 The production function approach used in EGT typically involves measures 
of capital where capital is widely defined to include physical, human, knowledge 
and social capital. There are then a variety of conceptual and measurement 
questions which arise, and here we highlight three of them. The first concerns 
the conceptualisation of human and social capital. We make two brief points 
here. The first is that human and social capital have proved to be rather nebulous 
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concepts; for example what constitutes ‘human capital’: education, skills, mar-
ketable skills etc. The second is the notion that social institutions and human 
knowledge and experience can be treated on a par with physical capital.
 The second is a reminder of the still unresolved problems which were brought 
forward in the ‘capital controversy’ (Harcourt, 1972), that is whether an aggregate 
measure of capital can be derived, and whether a negative relationship between 
the stock of capital and the rate of interest can be derived (to correspond with 
that postulated by the marginal productivity theory, which is retained by EGT).
 The third specifically concerns notions such as ‘a stock of knowledge (ideas)’. 
Steedman (2003) states that ‘it is immediately apparent that this is far from be-
ing a crystal-clear concept. Is knowledge a homogenous quantity of which there 
is simply more or less? Clearly not’. As Metcalfe has argued, ‘Part of the prob-
lem here is in conceiving of an aggregate stock of ideas. Are ideas to be added, 
multiplied together, or aggregated in combinatorial fashion, in which case the 
stock grows faster than exponentially? Whatever the process of aggregation, we 
still need the weights (prices) with which an idea in carbon chemistry, say, is to 
be combined with an idea in the production of insurance services. It is not obvi-
ous what these weights are, and they certainly are not to be found in market 
prices’ (Metcalfe, 2001, p. 580).3

 Steedman continues by noting that even if ‘knowledge’ can be rendered ho-
mogenous, ‘the question arises whether there exists any cardinal measure of 
the single stock of knowledge’ (p. 127). Labelling the stock of knowledge A, as 
Steedman argues, it is often assets that ‘a function with A as one of its arguments 
does (or does not) exhibit constant returns to scale’ or that ‘in such a function, 
A has a decreasing (or increasing) marginal product’ (p. 128).

NATURE OF INVESTMENT AND PRODUCTIVITY 
GROWTH

The particular issues raised by investment are:

(i) investment is equal to savings (through adjustment, presumably, of the 
rate of interest) and the savings rate is determined by individual prefer-
ences. There is no role for corporate savings, other than as proxy for 
individuals;

(ii) private investment comes from the marginal product of capital being equal 
to the rate of interest, and the marginal product of capital is based on fu-
ture prices. There is no role for capacity utilisation, profitability and 
expectations of future demand;

(iii) hence, there is no role for aggregate demand and a form of Say’s Law is 
assumed to operate.
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 Changes in the capital stock (however conceptualised) arises from economic 
decision-making, and the question arises as to the factors which influence those 
decisions. Clearly some form of production function may exist (in the sense that 
output is related with inputs), but what determines the inputs? The EGT answer 
is presumably relative prices and profit calculations. The Keynesian answer 
would be demand. Also the rate of technical change, however calculated, comes 
to depend on demand.
 In EGT, the rate of capital accumulation is governed by the rate of savings, 
and all savings are invested. Hence the rate of investment does not ultimately 
depend on decisions made by firms since that rate has to conform to the rate of 
savings. Consider the model where firm’s output depends on its capital stock, 
aggregate capital stock and its labour force. Because of the externality whereby 
its capital stock impacts on the output of other firms, the individual firm equates 
the marginal product of its own capital stock to the rate of interest, and its private 
investment decisions are socially non-optimal, which would require equating 
marginal social product of capital with rate of interest.
 At one level, the externality effect points in the direction of government in-
tervention along ‘market failure’ lines to correct the externality. At another level, 
the externality effect does not matter because the level of capital accumulation 
will be unaffected, ‘since this private marginal product falls short of the average 
product, growth is too low in decentralized equilibrium’ (Barro and Sala-i-Mar-
tin, 1995, p. 149). The key variable which influences investment decisions is the 
rate of interest, with the marginal product of capital equated to the rate of interest. 
The future is deemed to be well known to the firms, but then how this sits with 
an analysis of technological change remains a mystery. It would seem to be im-
plicitly assumed that there is no problem relating to future demand. The relevant 
markets will clear in the future at prices which are already known to the firms, 
and those prices enter into the (discounted) profit calculations (see, also, chapter 
6 of Barro and Sala-i-Martin, 1995, for the imperfect competition case).
 As for other views on technological change, in the Barro and Sala-i-Martin 
(1995) approach technological change comes in two ways. The first (pp. 146–52) 
relates to ‘learning by doing’ (as they initially refer to it and as it is indexed) 
but it is really ‘learning by investing’. This is then represented by a production 
function at the level of the firm i of the form:

 Y F K A L F K KLi i i i i i= =( , ) ( , )

where K is the aggregate capital stock and constant returns. On aggregation, 
this provides a function that has constant returns to capital and increasing returns 
to capital and labour taken together.
 The second (chapter 6) concerns research and development with respect to 
new products: ‘a realistic description of this research process would include 
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uncertainty about the quantity of resources required to generate an invention 
and about the success of the invention. We simplify the analysis, however, by 
assuming that it takes a determinate amount of effort to generate a successful 
new product’ (p. 2), though they indicate that the issue of uncertainty is taken 
up in the chapter that follows. A monopolist seeks to develop a new product, 
and this generates a production function of the form (a Cobb–Douglas produc-
tion function is used here):

 Y A LN= − −1 1 2 1/( ) /( ) .α α αα

where N is the number of products, which could be said to have an AK-type 
form. Note that ‘we assume, as usual, that households maximise utility over an 
infinite horizon’ (p. 218). It could be said that in the endogenous growth theory, 
all productivity increases are ‘paid’ for and that there is no ‘manna from heaven’. 
It is the growth of capital which enables labour productivity to increase. No 
‘manna from heaven’ may sound plausible, but rules out ‘learning by doing’ 
and ‘injections’ of new ideas from outside the profit sector.
 The Kaldorian approach involves technical progress coming through a variety 
of routes but here we mention two. The first is a vintage of capital effect and 
the second concerns economies of scale which include forms of learning by 
doing effects. Verdoorn’s law, whereby the rate of productivity growth is a func-
tion of the rate of output growth, is a summary version of this. A feature of 
‘learning by doing’ is that productivity gains come from the process of produc-
tion, and there is an element of ‘free good’ involved. The implementation of the 
‘learning by doing’ may involve resources, and different institutional structures 
are more or less conducive to ‘learning by doing’. The point to be made here is 
that ‘learning by doing’ effects are not readily measured and are overlooked in 
the standard regressions involving growth and human capital.

EMPIRICAL EVIDENCE

Although the EGT is often derived in a mathematically sophisticated manner, 
there has been little (if any) testing of any precise propositions, which can be 
derived from the theory (or its variants). There has, of course, been something 
of an industry devoted to the estimation of growth equations, notably cross-
country growth equations in which (per capita) growth has been related to a 
wide range of variables. The major ingredient of the variables which have been 
included is that they can in some way be said to relate to (growth of) capital, 
whether human capital (as reflected in education, health status), infrastructure, 
social capital (including measures of corruption, democracy) and intellectual 
capital (research and development etc.).
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 The empirical contributions to EGT are rather controversial and inconclusive. 
The most popular, and influential, empirical framework employed to test EGT 
has been cross-country regressions à la Barro (1991) and Barro and Sala-i-Mar-
tin (1995). Various studies that have used this empirical framework suggest that 
factors such as educational attainment, life expectancy, investment to GDP ratio, 
government spending to GDP ratio, financial sector development, and political 
stability are important determinants of long-run growth (Barro and Sala-i-Mar-
tin, 1995; King and Levine, 1993; Benhabib and Spiegel, 1994, are early 
examples). It would appear that such results provide comprehensive empirical 
backing to EGT. However, it is difficult to draw any conclusions on EGT from 
cross-country growth regressions for a number of reasons. The first is that it is 
never clear whether the variables utilised in the empirical framework are proxy-
ing for differences in country steady-state income levels or for differences in 
country long-run growth rates. Secondly, evidence on convergence shows that 
countries converge to their steady-state; but this has little bearing on the empiri-
cal verification of the EGT since it guides us poorly on predictions concerning 
income convergence across countries.
 Another empirical approach, also based on cross-section growth regressions, 
relies heavily on the nature of returns to capital using either a Cobb–Douglas 
production function or an augmented Cobb–Douglas production function with 
human capital. The evidence gauged from these studies obtains estimates of 
output elasticity of less than one with respect to capital. However, there is the 
argument that imposing the assumption of homogeneous rate of technological 
progress across countries in cross-section studies is likely to lead to substantial 
bias in the estimates of the returns to physical and human capital (see Lee, Pe-
saran and Smith, 1997, 1998). Further problems with cross-section growth 
regressions range from econometric problems (Temple, 1999), problems of 
economic interpretation (Pack, 1994), to causality issues (Aghion and Howitt, 
1998; Arestis an Demetriades, 1997).
 Not only are there serious problems with studies that utilise cross-section 
country regressions, but also with those studies that have attempted to employ 
time-series data. The most serious problem with the time-series studies is that 
they are heavily inconclusive. Bean (1990) and Kocherlakota and Yi (1997) find 
evidence that is consistent with the EGT. By contrast, Jones (1995) and Evans 
(1997) provide evidence against it. Lau and Sin (1997), when focusing on the 
relationship between output and physical capital, are only able to provide in-
conclusive evidence.
 It could be said that the discovery of robust relationships between economic 
growth and some key variables has not happened. These empirical works run 
into severe problems of reverse causality, since economic growth may itself be 
important influences on education, health etc. The empirical work has then fo-
cused on the relationship between output (growth of) and a range of inputs 
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(growth of). When we consider variables such as education, it would be rather 
surprising if no relationship was found between growth and those variables, and 
hence the finding of some positive relationship comes as no surprise. But the 
question here is: what does such a relationship tell us? Leaving aside the ques-
tion of causation for the moment, the key question to our mind is what are the 
determinants of the growth of the relevant variables. Little has been forthcoming 
from the EGT proponents on this issue. The significant property of capital (as 
a general term) is that it involves the creation of ‘assets’ in the present through 
the use of current resources, which generate (it is hoped) future benefits. Deci-
sions have to be made on the creation of capital, and there are obviously different 
views on what the key determinants might be.
 In this context, there are two that stand out. The first is that of the role of 
actual and expected future aggregate demand. There is clearly much evidence 
to the effect that investment in fixed capital formation is strongly influenced 
by variables that are related to the level of demand (such as capacity utilisation, 
profitability, liquidity). In the area of research and development there has been 
a long debate over the roles of demand-pull and technology-push. The second 
is the role of government. In the EGT the role of government is limited to the 
‘market failure’ role of providing ‘public goods’ (admittedly widely defined). 
Any notion of the government promoting industrialisation, or being a devel-
opmental state, does not arise (except perhaps in a negative sense of 
protectionism).
 Regressing (say) output on inputs tells us nothing about the causes of the 
change in inputs, and the effect which demand may have had in ‘bringing forth’ 
those inputs, e.g. growth of capital stock, or the movement of people into or out 
of the work force. León-Ledesma and Thirlwall (2002) suggest that ‘the impli-
cation for growth theory is that it makes little economic sense to think of growth 
as supply constrained if, within limits, demand can create its own supply. If 
factor inputs (including productivity growth) react endogenously, the process 
of growth, and growth rates differences between countries, can only be properly 
understood in terms of differences in the strength of demand, and constraints 
on demand. That is not to say, of course, that input growth is not important for 
output growth, but it is not causal in the neoclassical sense. Demand constraints 
are also likely to be related to supply bottlenecks which cause inflation and 
balance of payments difficulties for countries. It is this aspect of supply, and not 
the growth of inputs in a production function, that should be the main focus of 
enquiry in any supply-orientated theory of economic growth’ (p. 456).
 Furthermore, León-Ledesma and Thirlwall (2002) argue that in the 
relationship

 DU a b g= −1 1( )
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when DU = 0, this gives as estimate of the natural rate of growth the ratio a1/b1. 
Also estimates for:

 g c dDU= +

include a dummy for years when actual growth is above natural rate. The 
dummy is estimated uniformly positive, so that ‘if we go back to the Cobb–
Douglas production function […] it is easy to see how it can be used for 
analysing the sources of growth; that is, decomposing a country’s growth rate 
into the contribution of capital, labour and technical progress. The question is, 
how useful is it for a proper understanding of the growth performance of 
countries if the main inputs into the growth process are not exogenous but en-
dogenous?’ (Thirlwall, 2002, p. 25). We may, thus, conclude that it is rather 
difficult to argue that the evidence favours the EGT.

SUMMARY AND CONCLUSIONS

Much, though by no means all, of the literature on growth has referred to a 
closed economy, or at least with little if any reference to trade and foreign in-
vestment considerations. As far as we are aware, the neo-classical models 
developed from Solow (1994) made no reference to open economy considera-
tions. The endogenous growth literature has to some degree concerned itself 
with this aspect, but to a very limited extent. The role of foreign direct invest-
ment and the role of foreign competition and import of ‘new ideas’ have been 
the main open economy issues given some consideration. But Thirlwall’s (1997 
is a good example) approach on the balance of payments being a serious con-
straint on growth has been a consistent critique of this omission and has 
produced important contributions to the debate.
 In what sense, then, is the EGT new? A number of contributors have reason-
ably argued that most of the ideas deployed are not new and are to be found in 
the old neoclassical growth theory or other schools of thought. The originality 
of these studies lies more in bringing these ideas to the fore and packaging them 
in the most advanced form of mathematical models. At a more mundane level, 
the claim to newness resides, at least terminologically, in substituting ‘endog-
enous’ for ‘exogenous’. What was previously taken as given is now explained. 
It is crucial to recognise, however, that this is a simple moving of the explana-
tory boundaries outwards although, as will be seen, there is also some 
countervailing shrinkage in deference to model tractability (Fine 2000, 
p. 248).
 We may conclude this chapter by quoting at length Thirlwall to support the 
point: ‘We have argued that there is nothing particularly new about “new” 
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growth theory or endogenous growth theory. Economists have been stressing 
for years the externalities associated with investment in human capital and re-
search and development, and the possibility of increasing returns leading to 
tendencies towards polarization in the world economy. Finding divergence of 
per capita incomes in the world economy is consistent with “new” growth the-
ory, but finding conditional convergence (holding other factors constant) is not 
necessarily support for the conventional neoclassical growth model, because 
convergence might have to do with catch-up and not diminishing returns to 
capital: the two issues are conceptually distinct. In the empirical studies attempt-
ing to explain growth rate differences between countries only four variables are 
robust: the savings-investment ratio; population growth; secondary school enrol-
ment rate and the initial level of PCY [per capita income]. We find it surprising 
that so few studies examine the role of trade. We find that when export growth 
is included as an explanatory variable, it is a significant determinant of economic 
performance. We also find the debt–service ratio important in developing coun-
tries, and that inflation (at least, mild inflation) is not the enemy of growth as is 
sometimes claimed’ (Thirlwall and Sanna, 1996, p. 151).

NOTES

1. The growth of employment is generally assumed to be in line with the growth of the labour 
force, and hence a constant rate of (un)employment. As noted in the quote from Dutt in the 
text, in the simple AK model there is no explicit reference to full employment. In other models, 
full employment would be deemed to result from flexibility of real wages bringing demand for 
and supply of labour into balance.

2. Quoted in Dutt (2003), p. 76.
3. The second half of this quote is used by Steedman, immediately after the quote from him given 

in the text.
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8. The nature of economic growth and 
the neoclassical approach: more 
questions than answers?

John McCombie

INTRODUCTION

The study of economic growth is back in fashion. Mankiw (1995, p. 275) has 
commented ‘after many years of neglect, these questions [about economic 
growth] are again at the centre of macroeconomic research and teaching. […] 
Moreover, growth is not just important. It is also a topic which macroecono-
mists, with their crude aggregate models, have something useful to say’. Of 
course, concern with the determinants of economic growth, and why some 
countries are rich and others poor, goes back a long time; at least to Adam 
Smith’s Wealth of Nations (1776), if not before. Concern with problems of de-
velopment has never has really been off the economists’ agenda. But Mankiw 
is referring here solely to neoclassical growth theory and there has indeed been 
a revival since the mid-1980s, with renewed emphasis on the augmented Solow 
growth model and also the development of endogenous growth models. Parallel 
with this has been the rapid increase in Barro-type regression analyses drawing 
on the greater availability of data, such as the Penn World Tables. Whether or 
not neoclassical growth theory has led to a greater understanding of the nature 
of economic growth is the question that I shall address in this chapter.
 While there have been disagreements within the neoclassical framework (such 
as the convergence debate), Mankiw’s comments accurately represent the con-
sensus amongst neoclassical economists. Expositions of neoclassical growth 
theory are now central to many macroeconomic textbooks as a theory of the 
long run (e.g., Romer, 2001; Mankiw, 2002) rather than being tacked on at the 
end, almost as an afterthought, as they were in the past (e.g., Levacic and Reb-
man, 1982).
 However, this gives a misleading impression, as there are many who are dis-
satisfied with the neoclassical approach. Tony Thirlwall has long been a forceful 
critic and a recent succinct statement of his views is to be found in his 2002 
book, The Nature of Economic Growth. There, he notes that these neoclassical 



136 Growth and economic development

models are ‘supply-orientated, supply-driven, closed economy models unsuit-
able for the analysis of open economies in which foreign exchange is invariably 
a scarce resource acting to constrain the growth process’ (Thirlwall, 2002, 
p. 28).
 He also expresses surprise that the ‘new’ endogenous growth theory should 
be seen as new, because the implications of this approach had been emphasised 
many years ago by Prebisch, Hirschman, Myrdal, Arrow, and Kaldor, amongst 
others (see Toner, 1999). Moreover, Frankel, as long ago as 1962, developed 
what may be considered as one of the first formal endogenous growth models. 
Arestis and Sawyer in this volume raise some criticisms about the endogenous 
‘linear-in-capital’ or AK model and Fine (2000) finds the insights of endogenous 
growth theory limited, inter alia, by its excessive formalism.
 Nelson (1998) divides growth theory into appreciative and formal theorising. 
The former tends to be empirical and inductive, while the latter is deductive and 
builds theoretical models largely based on a few stylized facts. While formal 
theorizing should be a useful check on the internal consistency of the arguments 
in appreciative theorizing, Nelson considers that it has not really led to any in-
sights that were not known as long ago as the 1950s (e.g., Abramovitz 1952). 
Kenny and Williams (2001), in a wide-ranging assessment of what has been 
learned from neoclassical growth theory, are not impressed. They are critical of 
the substantial empirical literature that has arisen in the last two decades, partly 
because of the lack of robustness in Barro-type regressions (Levine and Renelt, 
1992), and partly because the models implicitly assume ergodicity. They contend 
that growth is path-dependent, with small differences in initial conditions lead-
ing to vicious and virtuous circles of growth with very different outcomes. Like 
Nelson, they conclude that neoclassical growth theory has not told us much that 
we didn’t already know; except that they consider that it is all to be found in 
Arthur Lewis’s (1955) Theory of Economic Growth. Ruttan (1997) also finds 
the approach of the old and new growth theories to modelling technical change 
superficial, especially when compared with path-dependency models, evolution-
ary growth theory, and microeconomic models of induced technical change.
 In this chapter, I shall present a further assessment of the neoclassical ap-
proach to growth. Given the vast literature that has developed and, for reasons 
of space, this essay will necessarily have to be eclectic and will not, for example, 
comprehensively review the vast number of econometric studies that now exist. 
Furthermore, I shall not be concerned with Tony Thirlwall’s influential balance-
of-payments constrained growth model, which, perhaps not surprisingly, in my 
opinion presents a convincing alternative demand-oriented approach to the neo-
classical model (Thirlwall, 1979; McCombie and Thirlwall, 1994 and 2004). 
Nor shall I consider the cumulative causation models of economic growth and 
the Verdoorn law. (See McCombie, Pugno and Soro, 2002.)
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IS CAPITAL ACCUMULATION THE SECRET OF 
ECONOMIC GROWTH?

So where does one begin in trying to explain the vast differences in living 
standards across the world? One of the most apparent indicators of the level of 
economic development is the capital–labour ratio. The advanced countries have 
high per capita levels of both social overhead capital and private physical capital 
(i.e., equipment and structures) compared with the less developed countries. 
This led to the early conjecture that the key to economic growth was the rate of 
physical capital accumulation (Rostow, 1960).
 The beginnings of modern growth theory may be taken to be the Harrod–
Domar model, which Harrod (1939) saw as an extension of the Keynesian model 
to the long run, although Domar (1946) saw it more as a model of short-run 
fluctuations. In this approach, the rate of capital accumulation is paramount, as, 
assuming a fixed-coefficients production function, economic growth is given 
by the simple relationship ŶA = s/ν = λ + L̂ where ŶA is actual output growth; s 
is the savings-output ratio; ν is the (constant) incremental capital–output ratio; 
λ is the rate of technical progress; and L̂ is the growth of employment.1 The 
warranted growth rate ŶW is the growth rate where planned savings equals invest-
ment and is the equilibrium growth rate. Central to Harrod’s analysis was the 
instability, or knife-edge, problem, which occurred when the actual and war-
ranted growth rates diverged. Nevertheless, we shall ignore this problem and 
assume that the warranted and actual growth rates are equal. The natural (or 
maximum) rate of growth is given by ŶN = λ + N̂, where N̂ is the growth of the 
labour force. The long-run problem is to ensure that the warranted and natural 
growth rates are equal and there is nothing in the model that ensures this. This 
problem was solved by Solow (1956) and Swan (1956), who, using a production 
function where there was the possibility of substitution between the factors of 
production, showed how changes in the capital–output ratio would ensure that 
the warranted and actual equalled the natural or potential growth rate. The other, 
or knife-edge, problem was ‘solved’ by dispensing with a separate investment 
function. Consequently, now many macroeconomics textbooks (for example, 
Mankiw, 2002, and Romer, 2001) take the beginning of modern growth theory 
to be the Solow model.
 Nevertheless Easterly (1997, 2001) documents how the Harrod–Domar model 
has been used by development agencies (including the World Bank) for much 
of the post-war period, and long after it had been abandoned in academic circles. 
It was used to calculate the ‘savings gap’ and the associated ‘financing gap’, 
which arose when the actual growth rate was below the natural growth rate. If 
the incremental capital–output ratio is known, then the ratio of investment to 
output needed to achieve a certain rate of growth can be calculated. Knowledge 
of the required investment ratio, given the domestic savings ratio, was seen as 
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necessary to determine the amount of foreign aid required to achieve a target 
growth rate for any particular developing country. Of course, it is not necessary 
to adopt the Harrod–Domar model to believe that capital accumulation is the 
key to economic growth. Easterly and Levine (2001, p. 178, fn. 2) document the 
widespread current belief of development economists and agencies in the central 
role of capital accumulation in promoting economic development and the mod-
ern AK growth models encourage such a belief.
 The importance of the investment–output ratio in determining economic 
growth received early support from Hill (1964), who ran some simple cross-
country regressions between the growth of GNP and the investment–output ratio 
for the advanced countries for the period between 1953 and 1962. He found that 
there was a significant relationship between growth and the share of investment 
in machinery in GDP, but not investment in structures (construction). Nearly 
thirty years later, DeLong and Summers (1991, 1992) rediscovered the impor-
tance of the investment–output ratio in growth. They found very similar results 
to Hill using a larger sample of countries and more recent data, and interpreted 
their results as implying there is a substantial externality to investment. (Auer-
bach et al., (1994) questioned the robustness of these results, but see DeLong 
and Summers’s (1994) rejoinder). Hussein and Thirlwall (2000) present further 
empirical evidence, but their results are rather more mixed. Blomstrom et al., 
(1996) using causality tests find that a faster rate of GDP growth ‘causes’ a 
higher investment-output ratio and not vice versa. The implications are that in-
vestment is not a key determining variable in the growth process. Once growth 
is underway, this will cause the investment rate to increase, in a Kaldorian 
manner.
 These results, however, stand in marked contrast to those obtained by Easterly 
(1997, 2001) and Easterly and Levine (2001) who, using time-series data for 
146 countries, found no significant correlation between the growth of GDP and 
the investment–output ratio. Easterly (1997, p. 24) concludes that ‘the Harrod–
Domar growth model makes no sense theoretically and it fails empirically’. The 
key to growth, according to Easterly (2001) is technology, and this is discussed 
below.
 One interpretation is that the gross investment–output ratio is merely acting 
as a proxy for the growth of the capital stock (but see Scott, 1999 for an alterna-
tive interpretation). However, Pritchett (1996a) has pointed out that capital– 
output ratios vary considerably between countries and so countries with the 
same investment–output ratios can have very different growth rates of the 
capital stock. For example, he cites the case of Korea which, with an invest-
ment–output ratio of 21.5 per cent, had a growth rate of the capital stock of 
12.5 per cent per annum, whereas Germany, with a slightly higher invest-
ment–output ratio, had a growth of capital that was only one-third as large, 
namely 3.9 per cent per annum. Thus, the investment–output ratio is a poor 
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proxy for the growth of the capital stock. This suggests that the significant re-
sults from estimating the Harrod–Domar model using the gross investment ratio 
may well be spurious.
 More worryingly, Pritchett (2000) argues convincingly that there are problems 
with even using data for the growth of the capital stock for many less developed 
countries. He contends that there is no point in cumulating depreciated invest-
ment by the perpetual inventory method (what he terms CUDIE – cumulated, 
depreciated, investment effort) to give estimates of, especially, the public capital 
stock. Piecing together indirect evidence from a number of sources, Pritchett 
concludes that the inefficiency of public investment could be substantial for a 
large number of developing countries. The implications are serious. It means 
that just because public spending has a small effect on growth, this does not 
mean that public capital is not potentially productive. Moreover, as a result, es-
timates of the growth of total factor productivity for, especially, the developing 
countries are so suspect as to be meaningless. Indeed, this may well account for 
the fact that many less developed countries record zero or negative total factor 
productivity growth, as the growth of capital estimated by CUDIE considerably 
overstates the true growth of the effective capital input. This raises serious prob-
lems for both policy and for cross-country Barro-type and other regressions that 
use the growth of capital. Furthermore, Kenny and Williams (2001) note that a 
number of studies show weak correlations between different estimates of the 
same variables (for example, GDP or exports) produced by different agencies 
or found in different sources (World Bank, Penn World Tables, IMF, and so on). 

These measurement problems are likely to be so serious that instrumental vari-
able approaches are unlikely to solve the difficulties that they pose for 
econometric estimation. Disraeli’s aphorism about ‘lies, damn lies and statistics’ 
certainly seems applicable here.

THE SOLOW GROWTH MODEL – IS TECHNICAL 
CHANGE AND HUMAN CAPITAL THE ANSWER?

The Solow growth model has long been the workhorse of macroeconomic 
growth modelling. While it has been extended by the endogenous growth mod-
els, it is nevertheless still the benchmark against which other models are judged. 
As is well known, the Solow growth model came up with two surprising predic-
tions. First, the share of investment in output does not affect the steady-state 
rate of growth, which is determined solely by the rate of technical change. It 
merely affects the steady-state level of productivity. Thus, contrary to the Har-
rod–Domar model, increasing the share of investment does not lead to a 
sustained increased growth of productivity, because of the presence of diminish-
ing returns to capital. Secondly, by far the largest contribution to the growth of 
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output and productivity was, with one or two notable exceptions (Young, 1992, 
1995), found to come from technical change, rather than the growth of the factor 
inputs. As there was initially no satisfactory theory of the determinants of tech-
nical change, this was simply treated as exogenous (Solow, 1957). The key 
concept of this analysis is the aggregate production function, about which I shall 
have more to say below.
 At first glance, the Solow model, with its reliance on the aggregate production 
function and the assumption that all countries have access to the same technol-
ogy, does not perform well. Romer (1994) takes a simple example, comparing 
the Philippines with the US. Given their respective capital–labour ratios and 
abstracting from differences in human capital, the US would have to save about 
30 times per capita as much as the Philippines for the two countries to grow at 
the same rate. (Their growth rates do not greatly differ.) In fact, there is not 
much difference in their savings rates. Prescott (1998), doing a related exercise, 
is equally sceptical. Lucas (1990), using a ‘back-of-an-envelope’ calculation, 
suggests that under standard Solow assumptions, the marginal product of capital 
should be 58 times higher in India than the US because of the former’s lower 
capital–labour ratio. In fact, the difference is nowhere near as great as this. 
Nearly all portfolio investment and skilled labour flows to the advanced coun-
tries, not to those with low capital–labour ratios, whereas if Solow was right, 
one would expect the flows to be the other way. Given the shortage of skilled 
labour in the less developed countries, its marginal product should be much 
higher than in the advanced countries.
 In the light of all this, it is tempting to conclude that the Solow model simply 
cannot explain the observed wide differences in per capita income. Furthermore, 
the model also predicts convergence of per capita income and the evidence 
suggests that for the world as a whole there is no significant relationship between 
the growth of output per capita and the initial level of output per head. This 
stylized fact, if it can be called that, was one of the reasons for the development 
of the endogenous growth models that can predict divergence.2 This led Prescott 
(1998) to suggest that what is needed is a theory of total factor productivity, 
which cannot be taken to be constant across countries.
 Nevertheless, Mankiw (1995) still finds the Solow model convincing, and the 
paper by Mankiw, Romer and Weil (1992, p. 407) ‘takes Robert Solow serious-
ly’. Mankiw (1995) explains away Lucas’s argument by pointing out that the 
differences in the rate of return between countries are greatly diminished if it 
is assumed that the elasticity of substitution between labour and capital is high, 
say, four or greater. He squares this with the stylized fact that factor shares are 
constant, which would normally suggest that the production function is a 
Cobb–Douglas, by arguing that this occurs because countries (or industries) are 
growing at their steady-state growth rates. This, regardless of the exact value of 
the aggregate elasticity of substitution, will give constant factor shares.
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 But this makes the hypothesis untestable.3 If Mankiw is correct and all in-
dustries are at their steady-state growth rate, then the elasticity of substitution 
cannot be estimated. It could be equally zero (fixed coefficients) as four or, in-
deed, ten. In fact, the estimates from production function studies suggest that if 
anything the elasticity of substitution is less than unity (see Rowthorn, 1999).4 
Mankiw further suggests that the elasticity of substitution could be very high 
if, as capital accumulation occurs, there is an increased specialisation in capital-
intensive exports. ‘In other words, as international trade works to equalize factor 
prices around the world, it drives the effective elasticity of substitution in each 
economy to infinity’ (Mankiw, 1995, p. 288). However, the factor price equaliza-
tion theory is probably one of the most decisively refuted hypotheses in 
economics.
 Mankiw (1995, p. 295) accounts for the ‘perverse’ migration of skilled labour 
by noting that ‘because human and physical capital are complementary inputs 
in production, imperfections in the financing of human capital impede the in-
ternational movement of physical capital’ (emphasis added). But this requires 
a very different production function to the Cobb–Douglas or any of the other 
standard production functions (CES, translog, etc.) used in the augmented Solow 
growth model. An interesting approach is Kremer’s (1993) O-ring theory of 
economic development. (The O-ring was a small component of the Challenger 
space shuttle that failed on launch, resulting in disaster.) This sees a worker with 
a particular skill as affecting the productivity of other co-workers with different 
skills. The labour input can, for example, be modelled as (Π

i
qi)L where qi is an 

index of the relative level of skill of a worker and L is the number of employees. 
Because of the multiplicative nature of the skills variable, a low-skilled worker 
can dramatically reduce the efficiency of all the other workers and hence, ag-
gregate productivity.5 Consequently, if most workers in a less developed country 
are low skilled, the fact that a skilled worker needs to co-operate with them in 
production means that the skilled worker’s marginal product will be well below 
that obtained in an advanced country. This requires a very different production 
function to the ones that are currently employed in neoclassical growth 
models.
 Mankiw (1995) defends the assumption that all countries share a common 
technology. If all the difference in productivity levels was due to disparities in 
the levels of technology then ‘the incentives to imitate technology used by rich 
countries would be tremendous’ (p. 283), although he does concede that this 
would require an appropriately skilled labour force. Others are not convinced. 
Nelson and Pack (1999) argue that new technology cannot just be taken down 
from the shelf, as it were, and used. There is a substantial amount of learning 
and adaptation required. There is a great deal of evidence to suggest that tech-
nology transfer is not instantaneous but is a function of, inter alia, the degree 
of social capability of the labour force (Abramovitz, 1986). (See also Nelson, 
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1991; Fagerberg, 1994; and Nelson and Wright, 1992.) Nelson and Pack (1999) 
develop a two-sector model to explain the East Asian economic miracle. The 
growth of overall productivity is determined by the speed of transfer of workers 
from the traditional low-productivity sector to the modern high-productivity 
sector, the latter being dependent on foreign investment and technological 
transfer. The rate of transfer is a function of the degree of dynamism of the en-
trepreneurs and the growth of skills of the labour force. These important sources 
of growth, Nelson and Pack (1999) maintain, are concealed in the one-sector 
neoclassical model.
 Notwithstanding these arguments, Mankiw suggests that we should assume 
that all countries are on the same production function and focus on differences 
in education. If we introduce human capital it is found that capital’s share, 
broadly defined, increases from one-third to two-thirds, and, according to 
Mankiw, most of the disparities between the advanced and the less developed 
countries can be explained. If we then allow for the fact that growth rates may 
differ because countries are not at their steady-state growth rates, we have, ac-
cording Mankiw, the beginnings of a convincing explanation of why growth 
rates differ (Mankiw, Romer and Weil, 1992). Assuming an aggregate Cobb–
Douglas production function, constant returns to scale and fully-employed 
resources, and that each country from, say, Guyana to the US,6 has access to the 
same blueprint of technology and the same rate of technical progress (λ), 
Mankiw, Romer and Weil (MRW) show that the steady-state Solow model 
augmented by human capital can be expressed using cross-country data as:
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where y is output per capita; A is the level of total factor productivity, which is 
assumed to be the same for all countries; sK is the ratio of investment in physical 
capital to total output; sH is the ratio of investment in human capital to total 
output; n is the growth of population; δ is the rate of depreciation; and λ is the 
common rate of technical progress. 7 The parameters α, β, and (1 – α – β) are 
the output elasticities of physical capital, human capital and unskilled labour. 
This equation is estimated by MRW using the Penn World Tables and cross-
country data. As has been mentioned, equation (1) assumes that the countries 
are at their steady-state growth rates, but as this might not be the case, the initial 
level of productivity is also included in a subsequent specification as a regressor 
to estimate the speed of convergence. (This, however, contradicts Mankiw’s 
argument noted above that the elasticity of substitution could greatly exceed 
unity even though factor shares are constant, because all countries are in steady-
state growth.) By and large, they find the results convincing. The estimates of 
each of the output elasticities are 1/3 and the estimated speed of convergence 
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is around 2 per cent per year, which is compatible with these values. Generally, 
the statistical fit of the augmented Solow model is reasonably good, although 
puzzlingly, this is not true for the sub-sample of OECD countries. The implica-
tion is that the automatic convergence of countries’ per capita incomes to their 
steady-state levels is only a matter a time.
 But there are a number of severe shortcomings with this model and hence 
with the results of estimating the Mankiw–Romer–Weil model. Some of these 
problems are well known, but are no less important for that, and it is worth re-
hearsing them.8

 While the model may be able to explain conditional convergence, the history 
of the past two centuries has been ‘divergence, big time’ to use Pritchett’s (1997) 
evocative phrase. Two hundred years ago there was very little difference between 
the per capita income levels in different parts of the world. Some estimates 
suggest that the ratio was about 1:3. Today, the ratio is of the order of 1:50, if 
not larger. Thus, the Solow model has difficulty in explaining why disparate 
growth rates and per capita income levels occurred in the first place, apart from 
postulating country-specific shocks.
 Is it plausible to assume, as the model does, that perfect competition prevails 
in all countries and population growth, especially in less developed countries, 
is an adequate proxy for the flow of labour services? There is considerable evi-
dence of disguised unemployment in many developing (and advanced) countries. 
Moreover, the efficiency of the labour force in the less developed countries is 
adversely affected by malnutrition, lack of medical facilities, and a greater 
propensity for illness. Thus, the increased flow of labour services resulting from 
a given growth in the population will be considerably less in the less developed 
countries than in the advanced nations. Indeed, it seems almost certain that for 
the developing countries there is no well-defined causal relationship between 
the growth of population and output, except possibly from the latter to the 
former. The growth of the effective labour input must, at the very least, be seen 
as endogenous, and is difficult to measure.
 The savings ratio may also be a function of the capital–labour ratio with low 
savings rates associated with low capital–labour ratios and this can cause mul-
tiple equilibrium with a low-level equilibrium trap (Jones, 1975, p. 92; see also 
Nelson, 1956). Sachs et al. (2004) also use the neoclassical growth model when 
discussing Africa’s poverty trap. But their arguments do not necessarily depend 
upon this model. They attribute Africa’s lack of development to three major 
factors: (i) the lack of a good transport network especially for the many land-
locked countries; (ii) poor agricultural productivity because of climatic reasons 
and the meagre use of fertilizers, which are costly to import and transport; and 
(iii) the very serious incidence of disease arising from malaria and, more re-
cently, the prevalence of HIV/AIDS. They argue that Africa needs carefully 
targeted aid to overcome these and other obstacles to development before the 
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continent can escape from the poverty trap. Indeed, I suspect that there would 
be little disagreement about either their diagnosis or their proposed prescrip-
tions, but these are not dependent on either the Solow growth model or the AK 
endogenous growth model. (The AK model is discussed in greater detail below.) 
Indeed, it is arguable that these models could have been dispensed with in the 
discussion without affecting the force of Sachs et al.’s arguments.
 As we have seen, the missing explanatory variable in accounting for dispari-
ties in development, according to Mankiw, is human capital. But there are also 
problems with this argument. Generally, the empirical evidence does not support 
this conclusion when human capital is properly measured (Pritchett, 1996b). 
Although there was a rapid growth of school provision in many less developed 
countries between 1960 and 1990 and especially the African countries invested 
heavily in education, many were nevertheless ‘growth disasters’. Thus, Easterly, 
(2001, p. 74) comments that ‘Zambia had a slightly higher rate of expansion in 
human capital than Korea, but Zambia’s growth rate was seven percentage points 
lower. Simply considering enrolment rates is very misleading; what matters is 
the quality of the education and the appropriateness of the syllabus for the level 
of development of the country concerned’. Both these are seriously deficient in 
less developed countries and also differ between the advanced countries (Todaro 
and Smith, 2005). Finally, there is again the question of the direction of causa-
tion. As Solow (2000) has remarked with respect to Barro regressions, it is 
difficult to know on which side of the equation the many variables used in the 
analyses should go.
 These models also pay no attention to the structure of production and the type 
of industries in a country, both of which are crucial in explaining the level of 
development (Chenery and Syrquin, 1975). An increase in investment is as-
sumed to generate output that will automatically be sold. There is no 
consideration of the problems facing developing countries in producing high-
tech products for which productivity and world demand are growing rapidly, 
rather than being trapped in the production of primary products and basic manu-
factures for which the growth of world demand is low. Indeed, it is in fostering 
these industries that government has an important role to play in promoting de-
velopment (Wade, 1990), which cannot be left to the market.
 Finally, the models exclude international financial flows and associated cur-
rency crises that have been seen as causing, in some cases, a lost decade of 
growth. There is also no reference to the fact that the growth rate itself can be 
limited by the balance-of-payments constraint if the growth of foreign exchange 
revenues is not sufficiently fast (Thirlwall, 1979). The growth of exports, con-
sequently, plays an important role in the growth process. These deficiencies with 
the neoclassical growth model stem from the starting assumption that economies 
are closed and demand responds passively to changes in supply.
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THE GROWTH ACCOUNTING APPROACH

Given the problems of econometrically estimating aggregate production func-
tions, especially using time-series data (multicollinearity, endogeneity, etc.), an 
alternative approach has been simply to assume that factors are paid their mar-
ginal products and, consequently, that the output elasticities are equal to the 
factor shares (Denison, 1967; Barro, 1999). In the ‘growth accounting ap-
proach’, the growth of total factor productivity (TFPG) is calculated using the 
aggregate production function in growth rate form as:

 TFPG Y a K a Lt t≡ − − −ˆ ˆ ( ) ˆ1  (2)

where Ŷ, K̂, and L̂ are the growth rates of output, capital, and labour respectively, 
and a and (1 – a) are the shares in output of capital and labour. TFPG is thus 
the growth of output less the growth of the factor inputs each weighted by its 
factor share, which, under the usual neoclassical assumptions, as we have noted, 
are taken to measure the output elasticities. The exact functional form of the 
aggregate production function is not required, although the assumption of Hicks-
neutral technical change is needed. While this approach is subject to the 
criticisms noted above concerning the neoclassical approach in general, it is 
useful to use this framework to discuss some further conceptual problems.
 A great deal of effort over the years has gone into refining this approach in 
terms of improving the quality of the data and introducing other factors such as 
the impact of government regulation, increasing returns, etc. However, the basic 
procedure has remained the same for the last fifty years or so; see OECD (2004) 
for a recent study using this approach. It largely stems from Solow’s (1957) 
seminal paper – although the pioneering contributions of others, such as 
Abramovitz (1956), should not be overlooked. The conclusions found by Solow 
(1957) have been broadly confirmed. In his original study Solow found what he 
considers to be the ‘startling’ result that total factor productivity growth ac-
counted for seven-eights of the growth of labour productivity growth of the 
non-farm private business sector of the US over the period 1909–49. Solow 
(1988, p. 314), commenting later on Denison’s (1985) study, concluded that 
‘education per worker accounts for 30 percent of the increase in output per 
worker and the advance of knowledge accounts for 64 percent in Denison’s 
figures. Thus, technology remains the dominant engine of growth, with human 
capital investment in second place’. This is ‘Solow’s shocker’ as Easterly (2001, 
p. 49) puts it.
 This is also confirmed by Easterly and Levine (2001, p. 138) who report the 
results of a number of studies and conclude total factor productivity (TFP) 
‘growth accounts for about half of output growth in OECD countries. Variation 
is greater among Latin American countries, with an average of over 30 percent’. 
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(See also Maddison, 1987.) Young (1992) found controversially that TFP growth 
in Singapore over the period 1966–90 was actually negative, but this result is 
an exception, and the calculations have not gone unchallenged (Hsieh, 2002). 
Easterly and Levine (2001) also undertake variance decomposition of output 
growth using the Penn World Tables and find ‘TFP growth differentials account 
for the bulk of cross-country differences’ (p. 187). This is further evidence that 
contradicts the assumption of Mankiw that all countries share the same produc-
tion function. It should be noted that the differences in TFP growth in the growth 
accounting approach cannot be attributed to transitional dynamics. The latter 
occur because a country that is, for example, below its steady-state level of 
output per worker will have a faster growth of the capital–labour ratio, but this 
is explicitly taken into account in the growth accounting approach.
 However, the growth accounting approach is not uncontroversial. Nelson 
(1973), some time ago, argued that the growth accounting approach had reached 
diminishing returns, if not a dead end. One of the problems is that it needs the 
assumption of Hicks-neutral technical change. If this does not occur, and it is 
difficult to think of any reasons why it should, and there is, say, biased technical 
change, then the growth of labour’s share, which is empirically approximately 
zero, is given by:
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where a, σ, λK, λL are capital’s share, the elasticity of substitution, capital-aug-
menting and labour-augmenting technical change. It can be seen that at any 
point in time the value of labour’s and capital’s shares are not independent of 
the rate of technical progress and the elasticity of substitution and so cannot be 
used to weight the growth of labour and capital to provide an estimate of the 
contribution of these factors to growth, independent of the rate of technical 
change. See Nelson and Pack (1999) and Felipe and McCombie (2001) for 
discussions.
 There are other conceptual problems with both this approach and the estima-
tion of neoclassical production functions, in addition to those noted above. First, 
as Kaldor (1957) noted a long time ago, technical change, the growth of output 
and the rate of capital accumulation are inextricably interrelated, and there is 
not much sense in trying to calculate the separate contributions of each, either 
through the growth accounting procedure or by estimating production 
functions.
 Nelson (1973) uses a striking analogy of a cake to illustrate this critique. 
There are many ingredients that go to make up a cake, such as milk, flour, eggs, 
and so on. While it is possible to determine the effect of the change in the cake 
caused by, say, the addition of another egg, it makes no sense to ask the question, 

ˆ
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what is the percentage contribution of the eggs to the cake? But this is exactly 
what the growth accounting approach attempts to do. Abramovitz (1993, p. 221) 
forcibly makes the same point: ‘there are two-way connections between tech-
nological progress, economies of scale, tangible capital accumulation, and 
human and other intangible capital accumulation’. So it is not a question of just 
calculating the contributions to output growth of the growth of physical capital, 
human capital, and labour, regarding these as the proximate sources of growth 
and then seeking to find out what determines these – unfortunately it is more 
complicated than this. Nor can this be adequately modelled simply by including 
an interaction term in the estimation of a production function, because the in-
teractions are too complex and change over time.

WHAT IS NEW ABOUT THE ‘NEW’ GROWTH THEORY?

We have seen that two shortcomings of the Solow model are, first, there is no 
satisfactory explanation of what determines the level and growth of total factor 
productivity (A(t) and Â). Secondly, it predicts convergence, whereas the story 
over the last two centuries has generally been one of divergence, albeit with 
more recent ‘convergence clubs’. It was partly to overcome these two problems 
that the new, or endogenous, growth models were first developed in the 1980s, 
although they are flexible enough to incorporate the diffusion of innovations 
from the advanced to the less developed countries. For succinct surveys of these 
models and their development, see, inter alios, Romer (1994) and Solow 
(2000).
 However, the designation ‘new’ is misleading, because the endogenous 
growth models build on the early Solow and other growth models. The differ-
ence is that parameter values that were previously considered implausible are 
now seen by some as credible (such as the fact that there are no diminishing re-
turns to capital) (Cesaratto, 1999).
 The endogenous growth models usually take as their starting point the tradi-
tional aggregate production function, assumed, for simplicity, to be a 
Cobb–Douglas of the form Y = Kα(AL)(1–α), where Y, K, A, and L are output, 
capital, the level of technology, and employment. α and (1–α) are the output 
elasticities of capital and labour. The trick is to express A(t) as a function of 
variables that are determined endogenously within the model. The models are 
also firmly wedded to the neoclassical tradition of concentrating on steady-state 
solutions. This places limits to the type of functional forms that the various 
models can accommodate and so crucial assumptions underlying the models 
are what might be termed theory dependent. For example, A(t) must grow at a 
smooth exponential rate (or else be constant) and so certain functional relation-
ships are necessary in the model for a steady-state solution, but these are 
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presented with little or no justification of either a theoretical or empirical nature 
(Solow, 2000, p. 100). Solow (2000) likens the search for the specific functional 
form in the various models to the game of ‘Where’s Waldo?’ Consequently, 
confining our attention to the determinants of A(t), we can specify a number of 
functional relationships that will either fully or partially endogenize growth. 
The difference between the fully- and semi-endogenous growth models is that 
the latter still need the growth of population, or strictly speaking employment, 
to generate steady-state growth. We may identify four functional forms for A(t) 
that have been commonly used in the growth models.

(i) dA/dt = λA, which implies Â = λ and A(t) = A0eλt. If λ is exogenous, this 
is nothing more than the traditional Solow model.

(ii)  (dA/dt)/A = 0. If there is no exogenous technical change, then for steady-
state growth to occur there can be no diminishing returns to capital. If K 
is the capital stock, broadly defined, this provides the basis for the ‘linear-
in-K’ model or Y = AK model, where A here is a constant of proportionality.9 
The first generation models (Romer, 1986, 1987) were an extension of 
Arrow’s learning by doing model. Learning-by-doing can be specified as 
a function of, for example, the growth of the capital stock. If it is assumed 
that each firm can gain access to the benefits of other firm’s learning by 
doing in a costless manner then an individual firm’s production function 
can be expressed as Yi = Ki

α(ALi)(1–α) where A = (K/L)θ. Thus, the econo-
my-wide level of technology is a function of the aggregate capital-labour 
ratio. As the K /L ratio is an externality for the individual firm, the assump-
tion of perfectly competitive markets may be maintained. At the 
economy-wide level,10 the production function is given by Y = KψL(1–α)(1–θ) 
where ψ = α + θ(1 – α). Steady-state growth with increasing productivity 
will only occur if θ = 1 and, hence, ψ = 1. We now have a ‘linear-in-K’ 
production function. The steady-state growth rate is now a function of the 
investment-output ratio so that the growth rate is amenable to policy.

  The problem with these type of models is that if ψ < 1, we are back in 
the familiar Solow world.11 We have diminishing returns to capital, and 
as there is no technical change to offset it, the growth rate of productivity 
tends to zero with time and Ŷ = K̂ = L̂. But this is at variance with Kaldor’s 
(1961) stylized fact that productivity grows at a steady rate, so it is neces-
sary to incorporate exogenous technical change again. If ψ > 1, there is 
explosive growth and it only needs ψ slightly to exceed unity to create 
results that are most implausible. For example, if ψ = 1.05, and the sav-
ings ratio is 10 per cent, ‘a country like Germany or France will achieve 
infinite output in about 200 years, or even a shorter time from “now”’ 
(Solow 1994, p. 50). Consequently, we have something of a knife-edge 
problem here. The coefficient of ψ needs to be exactly equal to unity, but 
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there is no reason why this should be the case, except for a remarkable 
coincidence. For these reasons, inter alia, the ‘linear-in-K’ model has 
largely been discarded.

(iii) dA/dt = γZAξ which, if ξ = 1, implies that Â = γZ. For this to form the 
foundation of an endogenous growth model, Z must be constant in steady-
state growth. Lucas (1988), building upon an earlier model by Uzawa 
(1965), in effect, takes A as human capital (H) and Z = (1 – u), the share 
of labour time that is spent on human capital formation instead of produc-
ing goods. The production function is assumed to take the form Y = 
Kα(uHL)(1–α). Consequently, as dH/dt = γ (1 – u)H and, assuming H grows 
at a constant exponential rate, the production function can be expressed 
as Y = Kα(uHoeγ(1–u)tL)(1–α). This again is similar to the Solow model, but 
where λ = γ(1 – u). The difference is that the rate of growth of human 
capital is assumed to be given by an optimising procedure that determines 
(1 – u) and so λ is determined endogenously within the model. But note 
that the assumption that ξ = 1 is both a very strong one and necessary to 
generate steady-state growth. We have again a knife-edge assumption.

(iv) dA/dt = ρZπAφ which implies that in steady-state growth, Â = (π/(1 – φ))Ẑ 
on the assumption that φ < 1. It will be noted that this functional form is 
very similar to that in (iii), although the values of the parameters differ. 
If A is interpreted as the number of ‘ideas’ and Z the number of workers 
in the R&D sector (namely, LA), then this is the basis of Romer’s (1990) 
model, although Romer himself assumes φ = 1. This is implausible as it 
implies that Â = ρLπ

A where the growth rate of new ideas is a constant so 
long as the number of researchers does not grow. A corollary of this is 
that if the number of workers in the R&D sector grows over time, as em-
pirically is the case, so the growth rate of the economies should increase 
over time, which has not happened (Jones, 1995).

  A simplified version model of this model again starts from the standard 
Cobb–Douglas production function Y = Kα(ALY)(1–α) where A is the stock 
of ‘ideas’ and LY

 is the number of workers employed in producing Y. The 
new ideas are produced in a R&D sector. In this model the number of new 
ideas produced is given by dA/dt = ρLπ

AAφ, where φ < 1. As we have noted, 
this implies that the steady-state growth of the stock of new knowledge 
is given by Â = πL̂A/(1 – φ) and L̂A = L̂Y. The form of the production func-
tion in steady state can now be written as Y = Kα(ALY)(1–α) where A = exp 
∫Âdt, or Y = Kα(A0eλtL)(1–α) where λ = πL̂A/(1 – φ) if L̂A is constant. It can 
be seen that this has all the hallmarks of the Solow growth model, with 
the exception that λ can be determined by an optimisation procedure, re-
flecting the time preference for present versus future consumption (which 
reflects the ratio of LA to LY). It is only partially endogenous as steady-
state growth is still a function of the growth of the labour supply, which 
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in steady-state equals the growth of workers in the R&D sector. But as it 
stands, increasing the share of physical investment or the proportion of 
labour in the R&D sector (LA/L) has only level and not growth rate effects. 
The interesting point to note is that this production function is assumed 
to be for the advanced countries as a whole. The less developed countries 
acquire ‘new’ ideas from the advanced countries and the rate at which 
this diffusion occurs depends upon their level of human capital.

It can be seen that there are striking similarities in the functional forms of (iii) 
and (iv). The difference is that in the Lucas model, as the share of labour time 
spent forming human capital is likely to be roughly constant (it is bounded by 
0 and 1), the steady solution requires ξ = 1. However, in the Jones model, as the 
number of researchers grows over time, the corresponding coefficient, φ, must 
be less than unity. Hence, the values of both these parameters are theory driven 
and it is not hard to find Waldo.
 From this short discussion, it is readily apparent how narrow these formal 
models are compared with appreciative theorizing. Even in the Romer–Jones 
model, which models the growth of the world technological frontier, we can see 
how conceptually (but not mathematically) simple the relationships are. The 
concentration on steady-state growth is particularly limiting. It has been argued 
that Kaldor’s (1961) stylized facts of growth in fact imply steady-state growth, 
most notably a constant capital–output ratio (so the growth of output must equal 
the growth of capital) and constant factor shares. This has led to a tendency to 
assume that it is reasonable to assume that countries are not very far from their 
steady-state growth paths. However, Kaldor’s stylized factors are compatible 
with other explanations apart from the steady-state neoclassical growth models 
(see Eichner and Kregel, 1975, 1977, and Brems, 1977).
 There are two points to note about this. The steady-state solution implies that 
all sectors of the economy grow at the same rate, but the one thing we know 
about growth is that it involves vast structural change with some sectors (indus-
tries) initially growing fast and then declining. As Pack (1994) asks, would Japan 
have grown as fast as it did in the early postwar years without a deliberate policy 
of moving into high technology industries rather than concentrating on those 
industries (such as textiles) where the country had a initial (static) comparative 
advantage? It is doubtful if this would have occurred without government direc-
tion. Moreover, once we move away from considering the advanced countries, 
and turn our attention to the less developed countries we find that growth is any-
thing but smooth (Easterly, 2001, Chapter 10; Gylfason, 1999, Chapter 1). Is it 
more useful to treat this as simply the result of shocks around a steady state-
growth path or is the concept of the steady state itself not particularly helpful? 
At the end of the day, it is necessary to decide whether these models have told 
us anything that we did not already know. Have they provided any guidance for 
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policy makers that appreciative theorising has not already told us? My opinion 
is that they have added very little.
 But, if all this were not enough, there are still even more fundamental prob-
lems with neoclassical growth theory, whether of the ‘old’ or the ‘new’ variety, 
to which I now turn.

SOME FUNDAMENTAL PROBLEMS WITH THE 
AGGREGATE PRODUCTION FUNCTION

The problems facing both the Solow and the endogenous growth models do not 
end here. There are other serious theoretical problems that arise with the use of 
the aggregate production function that have either been ignored, or indeed, for-
gotten. The theoretical problems posed by the Cambridge Capital Theory 
Controversies undermined the logical coherence of the neoclassical production 
function by demonstrating the insurmountable theoretical problems inherent in 
measuring capital (Harcourt, 1972; Cohen and Harcourt, 2003). It further 
showed that, comparing steady states, there is no inverse monotonic relationship 
between the rate of profit and the capital–labour ratio, as in the neoclassical 
schema. Even some neoclassical economists were disturbed by the conclusions 
of the controversies. Commenting on Brown’s (1980) comprehensive survey of 
both the capital controversies and the aggregation problem, Burmeister (1980, 
p. 423) concluded, ‘I fully agree with Brown’s stated conclusion that “the neo-
classical parable and its implications are generally untenable”. […] Freak cases 
such as Samuelson’s surrogate production function example are of little com-
fort’. He even made the revolutionary suggestion that ‘for the purpose of 
answering many macroeconomic questions – particularly about inflation and 
unemployment – we should disregard the concept of a production function at 
the microeconomic level’. If we do this, then, of course, the concept of the pro-
duction function at the macroeconomic level is also vitiated.
 The second criticism concerns the possibility of summing individual produc-
tion functions into a meaningful aggregate relationship that reflects the 
underlying technology of the economy. This is the so-called ‘aggregation prob-
lem’ (Fisher, 1992). There is now a large technical literature on the necessary 
and sufficient conditions under which micro-production functions can be ag-
gregated to give a well-defined aggregate production function, which only are 
met in the most unlikeliest of circumstances (Brown, 1980; Felipe and Fisher, 
2003). But the problem is intuitively very straightforward. Consider, say, the 
manufacturing sector. This consists of such diverse industries as (to take as 
random examples) the US SIC 204 Grain Mill Products and SIC 281 Industrial 
Organic Chemicals. Does it make any sense to combine the values of the outputs 
of the two industries and also their inputs and estimate a production function 
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that purportedly represents the underlying combined technology of these two 
industries? In fact, the actual position is even worse than this, as estimating an 
aggregate production function for, say, manufacturing, combines many such 
equally disparate industries, and for the total economy, even more.
 Yet many studies uncritically use the aggregate production function, whether 
in a growth accounting context (e.g., Maddison, 1987)12 or in econometric stud-
ies (e.g., Mankiw, Romer and Weil, 1992), using data for both the advanced and 
the developing countries. Fisher (2005), who over the years has done more than 
most to determine the technical conditions under which one can aggregate micro 
production functions into an aggregate production function, has summarized 
the conclusions of this literature as follows: ‘the conditions for aggregation are 
so very stringent as to make the existence of aggregate production functions in 
real economies a non-event’ (p. 490). He further argues that the conditions are 
such that aggregate production functions cannot even be regarded as approxima-
tions as Solow (1957), for example, regards them.
 The reason why the aggregate production function continues to be so widely 
used is that it generally seems to work in that it gives good statistical fits with 
plausible parameter values. But this simply leads to the next question; given all 
the problems noted above, why does it work?
 The reason is deceptively simple. For some time, I, together with a colleague, 
Jesus Felipe, have been examining this problem, following the critiques of 
Phelps Brown (1957), Shaikh (1974) and Simon (1979). (See Felipe and Mc-
Combie (2005a) for a summary of our arguments.) While ideally the production 
function should be estimated using physical data (after all, it is supposedly a 
technological relationship), the mere fact that heterogeneous inputs and outputs 
have to be aggregated means that value data must be used. From the national 
accounts, we can construct the following identity: Y ≡ wL + rK where Y, w, L, 
r, K are value added, the wage rate, employment, the ex post rate of profit and 
the constant price value of the capital stock, the last calculated using gross in-
vestment by the perpetual inventory method. This identity is true for any type 
of production system; it holds whether or not markets are competitive; whether 
there are constant or increasing returns to scale; and is applicable equally to 
advanced or less developed countries.
 Let us assume that factor shares are constant because enterprises (whether 
they are multinational corporations or street vendors) simply determine prices 
by a constant mark-up on their unit costs. These mark-ups may vary between 
enterprises, but we assume that the average mark-up is relatively stable. (Solow, 
1958, has shown that aggregate factor shares are likely to be more stable than 
the underlying microeconomic shares). Expressing the identity in terms of 
growth rates gives the growth of value added as:

 ˆ ( ) ˆ ˆ ( ) ˆ ˆY a w ar a L aK≡ − + + − +1 1  (4)
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where ˆ again denotes a proportionate growth rate. Equation (4) may be inte-
grated to give Y ≡ Bw(1–a)raL(1–a)Ka, where B is a constant. If, as empirically 
seems to be the case, the rate of profit does not show any secular trend (as op-
posed to cyclical fluctuations) and the growth of the wage rate is roughly 
constant over the time period being considered, then equation (4) may be ex-
pressed as Y = Ka(A0eλtL)(1–a) (where ŵ = λ and A0 = B1/(1–α)ra/(1–a)w0), a form 
identical to the Cobb–Douglas production function. It is worth re-emphasising 
that this derivation does not require that factors are paid their marginal products, 
either at the aggregate or the micro level and it does not mean that constant re-
turns to scale exist using physical data.
 I should perhaps explicitly mention that this does not deny that there is a re-
lationship between outputs and inputs when measured in physical terms, 
although the exact specification may be quite complex and difficult to estimate. 
After all, design engineers have to have a good idea of the capacity of new plants 
and production processes that they design. But the statistical estimation of such 
engineering production functions are few and far between. What the critique 
does say is that it is impossible to recover estimates of technological parameters, 
such as the aggregate elasticity of substitution, which, of course, is a flawed 
theoretical concept, using value data. It explains why simulation studies, where 
the conditions for successful aggregation are deliberately violated (Fisher, 1971) 
and/or the underlying micro-production functions are not Cobb–Douglas (Nel-
son and Winter, 1982; Hartley, 2000; Shaikh, 2005), give very good fits to the 
aggregate Cobb–Douglas relationship so long as the factor shares are 
constant.
 Hence, the fact that the Cobb–Douglas (and other more flexible production 
functions) give a good statistical fit to the data is no reason for inferring that 
an aggregate production function, or parameters such as the aggregate elasticity 
of substitution, actually exist even as an approximation.
 We are now in a position to see why the growth accounting approach must 
always minimize the role played by capital accumulation in economic growth. 
The concept of total factor productivity assumes the existence of a well-behaved 
aggregate production function and that factors are paid their marginal products, 
notwithstanding our reservations noted above. Consequently, the growth of total 
factor productivity is given by TFPG = Ŷ – (1 – at)L̂ – atK̂ where the output 
elasticities are equal to the relevant factor shares. Under the usual neoclassical 
assumptions, this is also equal to the ‘dual’ measure of TFPG, given by 
(1 – at)ŵ + atr̂, which will approximately equal (1 – at)ŵ as the rate of profit is 
roughly constant. But it should be noted that this also follows directly from the 
accounting identity, which does not require any of the usual neoclassical as-
sumptions, including the existence of an aggregate production function. Given 
shares are also roughly constant, it follows that TFPG = (1 – at)ŵ = (1 – at)(Ŷ – 
L̂). It is found that the share of labour in output for most countries ranges 
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between 0.6 and 0.75. It follows from the identity that TFPG will be about 60 
to 75 per cent of the growth of output per capita, and slightly less of the growth 
of output.13,14 We have seen above that this indeed proves empirically to be the 
case. The illustrative figures are lower than the percentage that Solow (1957) 
found in his study, but this is simply for the reason that the rate of profit, contrary 
to the stylized fact, was increasing over the period he considered. Solow (1988, 
p. 313) found the result ‘startling’. It is not startling once we release ourselves 
from the intellectual straightjacket of the neoclassical production function and 
consider basic accounting identities. Felipe and McCombie (2006) show by 
means of some simulation exercises that the growth of total factor productivity 
calculated using value data can greatly differ from the ‘true’ rate obtained when 
the data are expressed in physical units.
 This problem concerning the use of value data plagues all estimations of the 
putative neoclassical production function. As an example, let us reconsider 
Mankiw–Romer–Weil’s (1992) model, the version of which augmented by hu-
man capital they claim supports the traditional Solow model. For expositional 
ease, I shall only consider the specification with physical investment, although 
it does not seriously affect the argument. This draws heavily on Felipe and Mc-
Combie (2005b).
 Assuming only the stylized facts that the growth of output and the capital 
stock are equal and that factor shares are constant, the accounting identity may 
be written as:
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Using a Cobb–Douglas production function, it can be shown that the log of the 
steady-state level of productivity can be expressed as:
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It is immediately apparent that equation (6) is close to the identity, except that 
both the level and the growth rates of the factor prices are implicitly treated as 
constant across countries in equation (6).15 MRW, as I have already noted, find 
a reasonably good fit with an R2 of 59 per cent (except for the data using just 
the OECD countries), but that the implied share of capital in their version of the 
model exceeds its factor share – although it is in the right ballpark, being about 
0.6. Including human capital improves the parameter estimates and the R2 in-
creases to 79 per cent. ‘Put simply, most international differences in living 
standards can be explained by differences in accumulation of both human and 
physical capital’ (Mankiw, 1995, p. 295).
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 Jesus Felipe and I, however, interpret these results merely as being due to the 
estimation of an identity with omitted variable bias. Easterly and Levine (2001) 
generalize the MRW model by using dummy variables to allow lnA to differ 
between the major regions of the world.16 They find that ‘South Asia and Sub-
Saharan Africa have significantly lower productivity than the other regions 
(income differences that are not explained by the MRW term [i.e., lnsK –ln(n + 
δ + λ)]. The OECD has higher productivity than the rest of the world by a factor 
of 3 […] Once the productivity level is allowed to vary, the coefficient on MRW 
implies a capital share of .31 – which is line with most estimates from national 
income accounting’ (Easterly and Levine, 2001, p. 190).
 But we can see immediately precisely why they get this result. Because of 
the underlying accounting identity, it is inevitable as the dummies are closely 
proxying the variation of the lnw term in the identity, bringing the estimated 
regression coefficients closer to those of the identity. If we were also to allow 
the growth rates of total factor productivity to vary between countries (as the 
neoclassical growth accounting approach shows should be the case)17 rather 
than imposing a constant growth rate λ, we would end up merely estimating the 
identity. Consequently, it is doubtful whether this model actually tells us any-
thing useful about why some countries are rich and others poor (Felipe and 
McCombie, 2005b).
 We can also see why the simple AK model will give an equally good fit to the 
data. From the identity and the stylized facts we have ŵ = Ŷ – L̂ and r̂ ≈ 0. Con-
sequently, substituting these into the identity given by equation (3) we obtain 
Ŷ = K̂ or in level form Y = AK, where A is the constant of integration. Thus, the 
data are compatible with both approaches, but whether either helps us under-
stand why growth rates differ is another matter.

CONCLUSIONS

This chapter has provided an assessment of the neoclassical approach to the 
understanding of economic growth. It will be clear that the overall conclusion 
will lie more with the dissenting voices mentioned in the introduction than with 
Mankiw (1995). It has been seen that that there are still a lot of questions con-
cerning growth that are unanswered and that the use of the concept of the 
neoclassical aggregate production function is neither helpful in this respect, and 
nor, consequently, is the empirical work that relies on it. The recent emphasis 
on the role of geography, political institutions, and property rights are bringing 
new insights into the growth process, but there is no reason why these should 
be based on the production function approach. One major area of omission of 
the neoclassical approach is that it provides essentially closed economy models, 
although there are one or two exceptions. But as Tony Thirlwall has shown, one 
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cannot ignore the financial interrelationship between countries, caused by their 
trade relationships and international capital flows. Where there are under-utilized 
resources, or where technical change and capital accumulation are functions of 
the growth of output, one cannot ignore the demand side of the economy. It is 
here that Thirlwall has shown that the balance of payments can be a factor in 
constraining or limiting the maximum growth of a particular country. It is by 
using this approach that the understanding of why growth rates differ can be 
greatly advanced, rather than by trying to rescue the neoclassical story. Solow 
(1997, p. 232) came to the conclusion that, in another context, ‘the demand-
driven growth story sounds quite implausible to me under current conditions; 
but it is an example of the kind of question that needs to be asked’. Perhaps 
there is more to it than Solow thinks.

NOTES

 1. Alternatively we can postulate a production function where there is capital–labour substitut-
ability, but where the rate of interest is constant over time and so the capital–output ratio is 
constant. This was Harrod’s preferred assumption.

 2. However, as we shall see, it has been argued that the evidence does, in fact, suggest conditional 
convergence (the conditioning variables being the ratios of investment in physical and human 
capital to output).

 3. It also implies a lack of either absolute or conditional convergence if all countries are in 
steady-state growth.

 4. The data often do show sufficient variation for well-determined regression estimates of the 
elasticity of substitution to be obtained, pace Mankiw. Needless to say, this is predicated upon 
the existence of an aggregate production function.

 5. Suppose we have a task that requires 10 workers of a certain skill level, but one of the workers 
is only capable of half that efficiency. This will reduce the total output by one half, and two 
workers capable of only half the efficiency of a skilled worker do not equal one skilled worker. 
Needless to say, this example is more illustrative than realistic.

 6. Guyana’s per capita income in 2004 in purchasing power parity terms was $4,600 while that 
of the US was $37,800.

 7. It should be noted that lnA = lnA0 + λt.
 8. I shall not, however, discuss the econometric problems that have been raised. See Felipe and 

McCombie (2005b).
 9. Labour is subsumed in K as human capital or else must be constant for steady-state growth.
10. We assume there are no aggregation problems.
11. Conlisk (1968) showed sometime ago that increasing returns were compatible with steady-

state growth provided the output elasticity of capital was less than one and the production 
function was a Cobb–Douglas.

12. An earlier survey of the growth accounting approach by Nadiri (1972), unlike Maddison 
(1987), dealt at length with the aggregation problem and the capital theory controversies, and 
concluded ‘the aggregate production function does not have a conceptual reality of its own’ 
(Nadiri, 1972, p. 1146). Nadiri ends his survey with a plea for more disaggregated studies, 
(although partly within the framework of the microeconomic production function). Temple 
(1999, p. 150), in his survey of the new growth theory evidence, notes that ‘arguably the ag-
gregate production function is the least satisfactory element of macroeconomics, yet many 
economists seem to regard this clumsy device as essential to an understanding of national in-
come levels and growth rates’ and echoes Nadiri with a plea for more studies at a more 
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disaggregated level. However, the problems are not avoided even at the micro level if value 
data are used, as we shall see.

13. We have noted that Young (1992) finds TFPG to be negligible for Singapore. This is equally 
explicable in terms of the accounting identity as the rate of profit declined sharply over the 
period under consideration and this offset the increase in wage rate of the efficiency adjusted 
labour input.

14. If labour’s share is 0.60 and the growth rate of productivity is 3 per cent and of output is 4 per 
cent, TFPG will ‘explain’ 60 per cent and 45 per cent of these two growth rates 
respectively.

15. Note that under neoclassical assumptions and using the aggregate theory of factor pricing the 
following equations hold: λ = ((1 – a)ŵ + ar̂)/(1 – a) and lnA = ((1 – a)lnw + alnr)/(1 – a).

16. These are OECD, East Asia, South Asia, Sub-Saharan Africa, Western Hemisphere, Middle 
East and North Africa, and Europe.

17. MRW are inconsistent with the standard neoclassical growth accounting results on this point, 
and, of course, vice versa.
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9. On the core of macroeconomic  
theory1

John Cornwall

INTRODUCTION

The 1997 edition of the American Economic Review, Papers and Proceedings 
featured a symposium in which noted macro economists presented their views 
on what constitutes the ‘core’ elements of macroeconomics, encompassing both 
its short-run and long-run perspectives. This core was to be presented as a set 
of a few propositions summarizing that part of the framework that was ‘usable’ 
in the sense that it could explain the salient historical tendencies of macroeco-
nomic development and offer useful policy principles. Given the background 
of the participants, it could be expected that strong differences in views would 
emerge, reflecting the major differences between the cores of the two reigning 
schools of macroeconomics, usually referred to as New Classical Macroeconom-
ics and New Keynesian Macroeconomics. Thus, in one sense the symposium 
could be seen as a continuation of a running debate within macroeconomics, 
with the New Classical school allegedly offering rigour and elegance of exposi-
tion as the hallmark of its approach. Of special merit was its ability to present 
a unified body of neoclassical economic analysis, both in its micro foundations 
of macroeconomics and in a growth theory that extended its short-run macro 
analysis, something its proponents argued the New Keynesian school had failed 
to achieve.
 To this charge New Keynesians have responded that New Classical macr-
oeconomics provides rigour and elegance but at too high a price. Based on the 
adoption of a competitive equilibrium core, it offers a micro foundation too far 
removed from reality to provide insight into the workings of the ‘real world’ 
micro economy, and therefore in the construction of useful macroeconomic 
theories and policies in either the short or long run. While we are in agreement 
with the charge that New Classical analysis lacks the realism needed for descrip-
tive value and policy relevance, we offer no support in this chapter for this 
position. Nor do we consider it further, other than as a means of clarifying and 
contrasting alternative views.
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 With respect to the New Keynesian research programme, we recognize the 
solid achievements of its microeconomic theory. We see this as part of a suc-
cessful and long-awaited micro research programme. By replacing the perfectly 
competitive neoclassical markets with imperfectly competitive Keynesian mar-
kets, it has provided a number of insightful micro economic theories of market 
behaviour. Indeed these theories have been widely accepted by both micro and 
macro economists anxious to move market analysis beyond the competitive 
model. However, while its willingness in short-run analysis to jettison markets 
that always clear is to be applauded, its unwillingness to free itself of neoclas-
sical roots in both its short-run and long-run macro analysis has led to serious 
errors of commission. Furthermore, merely to free the analysis of these errors 
of commission would not result in an acceptable macroeconomic core. Rather 
the residual core would suffer from a serious lack of explanatory power, the re-
sult of what we shall refer to as errors of omission.
 In this chapter an alternative macroeconomic core is developed, free of the 
New Keynesian model’s errors of commission and omission. This is done de-
liberately in the form of an outline, proceeding in a step by step manner, as it 
requires first ridding the New Keynesian core of its errors and then building on 
the ‘usable’ residual core. The end product can be described as an extended 
Keynesian core, a designation that deliberately omits the prefix ‘New’ to confirm 
our alterations. It is Keynesian in its assumption that when market disequilibria 
occur, adjustments are induced primarily through output rather than price 
changes, and in its emphasis on the dominant role of aggregate demand in the 
determination of unemployment and growth. It is an extension of the traditional 
Keynesian core in describing in greater detail the macroeconomic processes at 
work in actual capitalist economies, both in the short run and long run, and in 
providing an account of the historical development of these economies.
 Before undertaking these tasks, the next section takes up some ‘stylized facts’ 
of macroeconomic development. These are the salient historical tendencies we 
expect any macroeconomic theory to be capable of explaining. Given the rather 
casual disregard for the historical record in so much of current macroeconomic 
analysis, this rather obvious requirement is emphasized throughout the chapter.

WHAT IS TO BE EXPLAINED?

Our focus is on the short-run and longer-run macroeconomic developments of 
the advanced capitalist economies in a period comprising the years following 
World War II until the end of the century. Our sample includes all the advanced 
capitalist economies for which comparable data are available. Table 9.1 allows 
examination of the relevant macroeconomic data for eighteen economies. The 
total period divides into five short cycles in GDP, with common end points for 
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each economy indicated at the top row of the table. Rates of unemployment, 
inflation and growth of labour productivity are listed for each country and each 
short-run GDP cycle.2 Considering the entire post World War II period, the 
economies fall into three groups: the ‘low unemployment economies’ with full 
employment in the Golden Age (1960–73) and in most of the subsequent short-
run cycles; the ‘high unemployment economies’ with high unemployment rates 
in excess of full employment both during and after the Golden Age; and the 
‘low-high unemployment economies’ with full employment during the Golden 
Age followed by high unemployment subsequently.
 The total post war period also divides naturally into two longer episodes, 
what we have above called the Golden Age from the years following World War 
II until the mid-1970s, and what we will designate the Age of Decline from the 
mid-1970s to the end of the century. The first episode includes the first two 
short-run GDP cycles and the second includes the last three successive within-
episode cycles. These episodes are distinguished by manifestations of markedly 
different macroeconomic performance. Using 3 per cent as the full employment 
rate of unemployment, in the Golden Age episode all but four of the eighteen 
countries in the table experienced full employment. In the Age of Decline only 
three economies came close to achieving full employment. In general, rates of 
growth of labour productivity traced out a rapid growth–slow growth pattern 
from the Golden Age episode to the Age of Decline. This marked historical shift 
in macro performance from the first half to the second half of the entire period 
has prompted some macro economists to consider a third analytical category 
worthy of separate analysis when modelling the postwar era, the medium run, 
(Blanchard 1997a, 1997b; Solow, 1997, 2000; Cornwall and Cornwall, chs. 10 
and 11, 2001). Our long run can then be seen as a succession of two medium 
runs, or what we call episodes of macro performance.
 We will argue that an acceptable model of growth and development for the 
period covered in this study can only be formulated within a short-run, medium-
run and long-run format. Furthermore, in spite of the cross-country differences 
in macro performance as just cited, this remains true with respect to modelling 
both the performance of individual economies and that of the eighteen econo-
mies as a group. We also will argue that New Keynesian macroeconomics is 
ill-suited to this important task, both for its failures to incorporate a medium 
run as a part of its core model and to explain the shifts in performance from one 
historical episode to the next. With the macroeconomic record firmly in mind, 
we turn to a brief description of the New Keynesian core, followed by two sec-
tions in which the ‘fit’ between the analytical features of our core and the 
stylized historical facts are discussed.



 On the core of macroeconomic theory 167

THE CORE OF THE NEW KEYNESIAN 
MACROECONOMICS

The Dichotomies

Following a long-established tradition in economic theory, the core of New 
Keynesian macroeconomics adopts a dichotomous format, limiting time periods 
in the analysis to the short and long run. The medium run has been a recent 
‘discovery’. Two similar dichotomies have been used. Within each classification 
scheme the presence of mutually exclusive structural characteristics of the 
economy are specified, which distinguish the short run from the long run period. 
These distinguish between the short run and long run either in terms of differ-
ences in macroeconomic processes at work or in terms of differences in market 
structures. Specifically, in the first classification, demand forces are assumed to 
dominate macro movements, generating short cycles or convergence movements 
to short-run equilibria, with forces on the supply side dominating long-run de-
velopments, i.e., growth rates. With respect to the dichotomy based on market 
structures, in the short run Keynesian markets are assumed to prevail. Market 
disequilibria induce adjustments in output rather than prices, and involuntary 
unemployment is a possibility. In the long run neoclassical markets dominate, 
with rapid or even instantaneous market clearing, and full employment condi-
tions prevail. While there is some overlapping of the two dichotomies, serious 
problems arise whichever is adopted, a matter discussed in the next section.

The Short Run

There are two short-run versions of the core from which to choose . The well-
known textbook form is distinguished by the key role played by the vertical 
Phillips curve. In this version, Keynesian models of imperfectly competitive 
labour and product markets implicitly serve as the micro support system for the 
demand side of a short-run macro model of the IS–LM variety. Short-run move-
ments of output are treated as the result of monetary shocks generating 
temporary changes in output and employment, followed by a steady convergence 
back to a unique (exogenous) NAIRU equilibrium. Individual markets are Key-
nesian to the extent that they do not necessarily clear, as market imperfections 
slow the speed of adjustment to shocks. But in the aggregate, either demand 
adjusts passively and inevitably to the exogenous ‘attractor’ or else the monetary 
authorities can always move things along to some exogenous output or unem-
ployment target by means of minor adjustments in interest rates or the money 
supply.3 In either event, even while New Keynesians assume markets are Key-
nesian in the short run and designate their analysis a form of Keynesianism, 
aggregate demand plays no independent role even in the determination of short-
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run equilibrium. Successive short-run movements then trace out a succession 
of adjustments to supply determined NAIRU equilibria. This most un-Keynesian 
property of the core reveals an unwillingness of most New Keynesians to free 
their short-run analyses of their neoclassical roots.
 The alternative short-run formulation also incorporates Keynesian markets 
but does not retain the unique equilibrium tendencies of NAIRU analysis 
(Blinder,1988; Solow, 1997). Rather some form of Keynesian income–expendi-
ture mechanism is chosen to model short-run dynamics. Unlike the first version 
of the short-run model, this formulation can be described as consistently Key-
nesian, as it assumes demand determined short-run equilibria rather than a 
unique NAIRU equilibrium.4 Movements of unemployment rates from one 
short-run period to the next over the total period covered in Table 9.1 are inter-
preted as a succession of short-run damped cycles in GDP. Each traces the 
interactions of a Keynesian income expenditure model in a market system dis-
playing wage and price rigidities. Given its historical record as a short run 
predictive device and the growing dissatisfaction of macro economists with 
NAIRU analysis as an analytical tool, we incorporate this second more Keyne-
sian short-run formulation in our reconstruction efforts below.

The Long Run

New Keynesians have shown little interest in providing theoretical support for 
the adopted long run part of their core model or in integrating it with the short-
run macro analysis. There are two types of New Keynesian formulations of the 
long run, each formulated as part of a long run–short run format. One is to sim-
ply fit a smoothly evolving trend line to an historical output or unemployment 
series, and to designate this line as the long-run equilibrium path of the econo-
my. In effect, this mechanical approach assumes the moving equilibrium of the 
system can always be derived from the past history of the economy, whatever 
path this has taken. Although quite popular in the textbooks for over a decade 
(Mankiw, 1994, figure 5.1; CEPR, 1995, fn. 20), no theoretical or empirical 
evidence is provided to support this assumption. This formulation need not be 
considered further.
 A second formulation models long-run growth as a supply-side process sum-
marized by an aggregate production function. Its elements are the rates of 
growth of capital, labour and technical progress, the last being a residual com-
ponent measuring the rate of growth in the efficiency of one or more of the factor 
inputs. The most popular version of New Keynesian long-run analysis is to at-
tach a neoclassical production function, broadly defined to include new growth 
theory production functions, to the core short-run Keynesian model (Scott, 1989; 
Solow, 2000). In this way, the long-run equilibrium of the economy becomes 
the full employment rate of output growth, as aggregate demand is assumed to 
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automatically adjust to aggregate supply. Introducing shocks simply leads to 
the occurrence of mild, shock-induced deviations around a steady state full 
employment growth path.

ERRORS OF COMMISSION

What must be emphasized is that attempts to construct a New Keynesian core 
from a combination of any one of the short-run and the long-run formulations 
just discussed brings out a serious internal inconsistency in its research pro-
gramme. In both dichotomies, the problem arises from an insistence on drawing 
an analytical distinction between the short run and long run, defined by the 
presence or absence of mutually exclusive structural characteristics. Consider 
the short-run Keynesian and long-run neoclassical markets dichotomy as an 
example . Assume the long-run growth path is modelled by a neoclassical pro-
duction function, with the growth of supply being exogenous and independent 
of aggregate demand. In assuming the economy moves along a full employment 
growth path, an internal inconsistency arises. Any Keynesian short run must 
eventually become part of a neoclassical long run. Yet there is no explanation 
within the core of when and how the economy undergoes the radical changes 
in industrial structure required if competitive forces are to eventually dominate 
Keynesian market influences. To put it another way, the long run cannot be a 
simple extension of the short run when the classification criterion assumes dif-
ferent structural features are introduced (or deleted) in the long run. This 
error-of-commission criticism holds equally well with the dichotomy formulated 
in terms of the macroeconomic processes at work. In this case, there is no ex-
planation within the core of when and how the economy undergoes the radical 
shift in its structural framework required to transform the economy from a de-
mand driven to a supply driven one
 The question arises why such fundamental flaws in construction of its core 
has remained uncorrected by New Keynesian macroeconomists. One clue is 
provided by a recognition that any such inconsistencies are of little consequence 
if the short-run performance of the economy is assumed to have little effect on 
its long run performance. Indeed, as pointed out in the third section above, this 
assumption plays an important role in New Keynesian analysis. For example, 
short-run movements are assumed to reflect little more than mild demand in-
duced deviations from the supply determined steady state.
 However, ‘resolving’ this internal inconsistency in this manner merely re-
places one unacceptable assumption in the New Keynesian core by another. In 
assuming that in the long run the economy moves along a full employment path, 
the New Keynesian model fails as a descriptive device; it introduces an empirical 
inconsistency. It assumes that the historical record can be modelled as one of 
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more or less continuous full employment, perhaps occasionally and briefly inter-
rupted by shock-induced deviations from full employment. But in Table 9.1 the 
actual unemployment record of the advanced capitalist economies indicates a 
lengthy episode of high unemployment rates in a large majority of the econo-
mies.5 While mild increases in unemployment rates within an episode might be 
caused by shocks, a medium-run period of persistently high unemployment 
cannot be so easily brushed aside. Periods of high unemployment have been too 
widely dispersed across economies as well as too lengthy to simply ignore. In-
stead, we shall argue below that an episode such as the Age of Decline indicates 
a lengthy period of inadequate aggregate demand and high involuntary unem-
ployment. Errors of commission such as these indicate a major rebuilding effort 
is required in order to construct a usable macroeconomic core.

TRADITIONAL KEYNESIAN CORE

The first step in formulating our alternative core is to remove the features of the 
New Keynesian core leading to these inconsistencies. Ridding the model of its 
internal inconsistencies is in one sense a simple matter: model the economy as 
one composed of either neoclassical or Keynesian markets and allow demand 
and supply forces to affect performance whatever the time frame. New Classical 
macro economists have chosen to model markets as neoclassical and to retain 
the assumption that only supply forces affect long run performance. Here the 
decision is both to model markets as Keynesian and allow both demand and 
supply forces to affect outcomes in the short, medium and long runs. This 
eliminates the internal and empirical inconsistencies in the analysis. Unfortu-
nately, in eliminating the inconsistencies of the New Keynesian core, important 
questions arise that cannot be answered within the residual New Keynesian core. 
These result from what we referred to in the Introduction as errors of 
omission.
 To see this, note that in the adoption of the assumption of Keynesian markets 
for all time frames, the altered macro core on the demand side bears a strong 
resemblance to the core of Keynesian macroeconomics of the General Theory. 
In traditional Keynesian macro theory, aggregate demand drives the system, 
with the level of total private demand determined through the multiplier by an 
exogenous force, the ‘animal spirits’ of business community. If total demand 
by the private sector is not strong enough to deliver full employment, it is as-
sumed that another exogenous force, the fiscal authorities, can provide the 
necessary additional stimulus.6 This raises the question of how could it happen 
that for an extended historical period the authorities on average were unwilling 
to provide the aggregate demand stimulus required to prevent continued high if 
not mass unemployment? Furthermore, if markets are Keynesian whatever the 
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time period and high rates of unemployment are always a possibility, how could 
it happen that during the Golden Age the authorities were able to sustain a full 
employment policy stance without experiencing unacceptable side effects, e.g., 
accelerating rates of inflation or sustained balance of payments deficits? The 
traditional Keynesian core provides no answers to either question; evidently 
something important has been omitted.
 This brings the analysis to the next step in formulating our extended Keyne-
sian core. To explain these events, and more particularly to explain medium-run 
performance, two extensions of the traditional Keynesian core are required. One 
is to endogenize its exogenous determinants of aggregate demand policy and 
the other is to endogenize its exogenous determinants of aggregate supply.7 In 
this way aggregate demand forces influences aggregate supply in both the short 
and long run.

EXTENDING THE TRADITIONAL KEYNESIAN CORE – 
ENDOGENIZING AGGREGATE DEMAND POLICY

In this section we present a political economy theory of aggregate demand policy 
as the first extension of the traditional Keynesian core. In so doing, aggregate 
demand policy outcomes and therefore levels of aggregate demand and unem-
ployment rates are endogenously determined. Thus, rather than treating 
aggregate demand policies as given from outside the model, we deepen the 
analysis by investigating why the authorities allow extended periods of insuffi-
cient aggregate demand, while in other periods the authorities actively intervene 
in order to achieve the full employment goal.
 To answer these questions, we model the dominant macroeconomic policy 
response of the authorities within any medium run episode as the outcome of 
an interaction between the supply of and demand for full employment policies.8 
The strength of demand for full employment policies is determined by the dis-
tribution of political and economic power among organized interest groups. The 
policies supplied by the authorities depend upon whether or not there are con-
straints on aggregate demand policies limiting their policy options. For example, 
if full employment levels of aggregate demand are seen to generate unacceptable 
inflation or unsustainable payments deficits, or if there are laws that limit budget 
deficits, less than full employment levels of aggregate demand policies will be 
adopted. In the absence of such constraints on aggregate demand, the political 
economy theory of aggregate demand policy assumes the fiscal policy authori-
ties will provide the necessary stimulus to achieve full employment levels of 
aggregate demand, provided they are demanded.
 The party control theory of economic policy is the most prominent of the 
models focussing on the demand side, offering a political explanation of fiscal 
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policy choice and differences in unemployment rates across countries in terms 
of the relative strength of right-wing and left-wing political parties (e.g. Kalecki, 
1971; Hibbs, 1987; Alesina et al., 1997). This is assumed to depend upon the 
distribution of power between capital and labour. According to this theory, la-
bour is more willing than capital to trade price stability for lower unemployment; 
this preference is registered at the ballot box through its choice of political par-
ties. From one episode to the next, differences in aggregate demand policies and 
unemployment are traced to shifts in political power within an economy.
 However, the impact of the distribution of political power on unemployment 
rates can only be part of the story, accounting only for the strength of demand 
for expansionary policies. For example, even a strongly pro-labour government 
must consider the costs of supplying a full employment policy, the most obvious 
being unacceptable inflation costs or unsustainable payments deficits or both. 
Pushing the chain of causation even deeper, when such undesirable effects of 
full employment policies are evident, they are then traced to unfavourable in-
stitutions such as an adversarial industrial relations system or to an absence of 
institutions promoting strong export growth. An absence of such constraints on 
aggregate demand can be traced to a favourable set of the same institutions.9

A MEDIUM- AND LONG-RUN KEYNESIAN MODEL OF 
AGGREGATE DEMAND AND UNEMPLOYMENT

The political economy theory of aggregate demand policy gives a deeper un-
derstanding of differences in unemployment performance shown in Table 9.1. 
The Golden Age was an episode characterized by the absence of constraints 
on aggregate demand polices in most of the world’s capitalist economies and 
the presence of an historically strong power position for labour relative to 
capital. As a result both the willingness of the authorities to supply full employ-
ment policies and strong political demands for full employment policies were 
present, leading to low unemployment rates in the Golden Age. In the episode 
that followed the Golden Age, most of the economies found themselves faced 
with institutional constraints on expansionary aggregate demand policies. Full 
employment was seen as incompatible with politically acceptable rates of infla-
tion or sustainable balance of payments positions or both. Among the new 
constraints was the introduction of an international monetary system which 
deregulated international capital flows and the increased flexibility of exchange 
rates. These contributed to a proliferation of restrictive policies and the rise of 
unemployment rates most everywhere. The Age of Decline was also an episode 
in which labour’s power was weak compared to its relatively strong position 
in the Golden Age and this led to weak demands for high unemployment 
policies.
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 When these medium-run episodes are considered in sequence, they form an 
historical period that can be modelled as a long-run theory of aggregate demand 
and unemployment. Each of the two episodes is a medium run in the economy’s 
long-run development, beginning and ending with a marked change in unem-
ployment rates. Each episode is therefore characterized by a given set of key 
institutions and distribution of power. A sustained radical alteration in perform-
ance signals the arrival of a new episode, characterized by new institutions or 
a new power distribution (or both), and a major shift in the dominant policy 
stance of the authorities. For example, the institutional shift from a cooperative 
industrial relations system to an adversarial one or a radical change in the in-
ternational monetary system can lead to incompatibility of full employment 
with acceptable inflation rates or sustainable payments positions, or both, and 
restrictive policies that would end a medium-run boom episode. A radical shift 
in the distribution of power is also a possible source of radical shifts in macr-
oeconomic policy and performance.10 While we have concentrated on the 
eighteen capitalist economies as a group, as stated earlier we maintain that an 
acceptable explanation of unemployment trends in most of the individual econo-
mies of Table 9.1 can be modelled by our model of long-run aggregate demand 
and unemployment.

EXTENDING THE TRADITIONAL KEYNESIAN CORE BY 
ENDOGENIZING AGGREGATE SUPPLY

Recall that a key feature of the New Keynesian core is a dichotomy format in 
which different forces dominate the demand and supply side movements of the 
total economy. Our second extension of the traditional Keynesian core empha-
sizes the empirical incorrectness of this assumption. We argue that in the real 
world the alleged exogenous determinants of the supply of output cannot be 
considered as completely exogenous, but are to a large extent endogenous 
(León-Ledesma and Thirlwall, op.cit.). Thus, in standard production function 
analysis, rates of growth of capital and labour inputs and technical progress are 
usually assumed to be exogenous (and the immediate) determinants of rates of 
growth of aggregate output and labour productivity.11 The endogenizing of what 
are incorrectly assumed to be exogenous determinants of a supply side growth 
process begins by treating each to an important degree as a function of the actual 
performance of the economy. Specifically, we assume each to be importantly 
influenced by aggregate demand. Indeed we maintain that causation can run 
from demand to supply whatever the time frame of the analysis.
 To emphasize this essential point, consider an economy faced with no con-
straints on aggregate demand policies and therefore operating at full employment 
and a standard or normal rate of utilization of the capital stock. Initially, consider 



174 Growth and economic development

the case in which inputs in the production process are fixed in the following 
sense. The capital stock measured in physical units and the age and gender dis-
tribution of a given population are fixed, and the existing technology is defined 
by a given set of blueprints of available production techniques. Allow a sustained 
small-percentage increase in the rate of growth of real aggregate demand and 
consider the following selection of responses from a real world catalogue of 
supply responses. According to Okun’s law, the higher rates of growth of real 
demand will induce responses on the supply side in the form of higher rates of 
labour-force participation, overtime shifts, and a shift from part-time to full-time 
work by some of the already employed. This demand-induced expansion of 
employment will be accompanied by higher utilization rates for capital and a 
growth in unfilled orders in industries that produce to order rather than for in-
ventory. In addition, the induced higher rate of growth of output will lead to 
higher rates of productivity growth because of ‘learning-by-doing’ effects. The 
point to be stressed is that even when it is assumed that the stocks of capital, 
labour and technology are fixed, the elasticity of supply with respect to aggre-
gate demand will be positive. Demand forces influence the supply of output and 
productivity, even in the short run.
 Next assume a continuation of the period of strong aggregate demand growth, 
such as the Golden Age. The cumulative effect of the increased capital utiliza-
tion rates and tighter labour markets can be expected to have a pronounced and 
lasting impact on factor supplies and technical progress. For example, a sus-
tained higher rate of growth of aggregate demand will pull labour out of low 
income elasticity–high productivity growth sectors, e.g., agriculture, to satisfy 
the now more rapid rates of growth of demand for labour in the industrial and 
service sectors. If this source of ‘surplus labour’ proves insufficient, the growing 
number of job vacancies will be filled by importing more labour from abroad. 
In this scenario, labour supply is endogenous and not part of the ‘givens’.
 The sustained additional stimulus to the rate of growth of aggregate demand 
will also have a positive sustained effect on the rate of growth of capital and the 
rate of introduction of new technologies, much of which will be technology 
transfer from the industrial leader(s). As Domar pointed out half a century ago, 
investment generates output through the multiplier but also leads to an increase 
in maximum output and labour productivity by increasing the capital stock. By 
generating a more rapid rate of growth of investment, capital, and technical 
progress, higher rates of growth of aggregate demand also contribute to higher 
rates of growth of maximum output and productivity.
 It must be stressed that other influences than aggregate demand pressures 
affect the supply side categories and have historically contributed to the differ-
ences in rates of growth of output and, as shown in Table 9.1, differences in 
rates of growth of productivity both across countries and over time. But the 
important implication of arguments presented in this section is that strong, sus-
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tained demand pressures were a necessary condition not only for the low 
unemployment rates, but also for the high rates of growth of productivity and 
output during the golden age, primarily because of their positive impact on the 
rates of growth of the labour force, capital, and technical progress. Similarly, 
stagnant demand conditions have been a key factor accounting for the poor 
macroeconomic performance of the last two and a half decades.

A KEYNESIAN MODEL OF UNEMPLOYMENT AND 
GROWTH

Two points emerge from the discussion in the previous section. First, endog-
enizing the traditional supply side categories provides a key element in the 
construction of a medium- and long-run theory of growth of output and labour 
productivity to complement the medium- and long-run Keynesian model of 
aggregate demand and unemployment presented above. Second, the long-run 
performance of unemployment, output and productivity can be modelled as an 
interaction of aggregate demand and aggregate supply, giving rise to a two-
stage recursive process. As outlined above, certain key institutions and the 
distribution of power determine the dominant aggregate demand policy and 
therefore the overall strength of aggregate demand pressures and average un-
employment rates in any episode. With the level of aggregate demand and the 
unemployment rate determined, and with due account taken of exogenous in-
fluences on performance,the average rates of growth of output and productivity 
in each episode are then determined. In this manner the extended Keynesian 
core incorporates a mechanism in which changes in the long-run growth of 
aggregate demand always generate changes in the long-run growth of aggregate 
supply in the same direction.12 This contrasts with the dominance of aggregate 
supply, central to New Keynesian growth theory as well as to and New Classical 
growth theory.
 Our theory can also be expressed in a manner that stresses its political econ-
omy character. This emphasizes the direct effects of aggregate demand policy 
on aggregate demand and unemployment, as well as their impact on aggregate 
supply. More specifically, we focus on the way in which macroeconomic per-
formance in a modern economy can be modelled as an interaction between the 
economy’s performance and the authorities’ policy responses, a political proc-
ess, and the impact of government policy intervention on the performance of 
the economy, an economic process. We argue that in this way our extended 
Keynesian macro core gains appreciably in descriptive value and policy 
relevance.
 Absent from this outline is any consideration of possible linkages between 
the episodes. Given space limitations, the treatment of possible linkages between 
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the episodes can only be touched upon. With respect to the post World War II 
long-run period, there are three possibilities. The first is that there were no major 
causal linkages and the Golden Age episode was brought to an end by a series 
of shocks and our long-run model qualifies as an example of complexity theory. 
The second possibility is that the Age of Decline episode emerged as the result 
of the accumulation of unfavourable developments during the Golden Age. In 
this case our long-run model is an example of an evolutionary-Keynesian growth 
process. The third is a combination of the first two. We have argued elsewhere 
in favour of the third interpretation, with institutional and power developments 
during the Golden Age episode causally linking it with the Age of Decline. This 
linkage was reinforced by a series of shocks.13

CONCLUSIONS

The aim of this chapter has been to describe, in broad terms, the macroeconomic 
processes at work in actual capitalist economies and to provide an account of 
the historical development of these economies. This involved outlining, in a 
step-by-step manner, a macroeconomic core free of the shortcomings of New 
Keynesian macroeconomics, i.e. what we designated as its errors of commission 
and omission. Ultimately these shortcomings were traced to its inability to free 
itself from its neoclassical roots, both in its short-run and long-run analysis. 
Thus, while New Keynesians assume Keynesian markets in the short run, their 
short-run NAIRU equilibrium is determined by exogenous forces independent 
of aggregate demand. Their long-run analysis assumes supply determined out-
comes in neoclassical markets.
 Having freed the New Keynesian core of its errors of commission, the residual 
core, which is also the traditional Keynesian core, was then extended to take 
account of errors of omission. The extended Keynesian core was characterized 
as a demand determined model of unemployment and growth within a political 
economy framework. This description emphasized our endogenous treatment 
of government policy and its impact on macroeconomic performance.
 To arguments that the proposed alterations of the mainstream macro core are 
extreme, our response is that the shortcomings of mainstream New Keynesian 
macroeconomics are sufficiently serious to justify major alterations. For exam-
ple, we argued that the dichotomy formats adopted by New Keynesians are 
unacceptable. These can only serve to maintain the fiction that capitalist econo-
mies are self-regulating in some vague long-run sense. This flies in the face of 
the historical record. Table 9.1 depicts a macroeconomic record of a prolonged 
period of mass unemployment and politically unacceptable rates of inflation in 
a dozen and a half developed capitalist economies. Earlier data beginning in the 
1920s, reveal the same absence of self-regulating tendencies.



 On the core of macroeconomic theory 177

 Indeed, important examples of contrasts between markets structures and 
macroeconomic processes at work in real economies and the New Keynesian 
choice of modelling methods leads us to challenge of another basic feature of 
the New Keynesian core, the central role of equilibrium analysis in mainstream 
macroeconomics. In the third section, we chose to reject vertical Phillips curve 
analysis as a short-run modelling device, choosing a more Keynesian core to 
model the short run. We would only add that discarding short-run unique equi-
librium analysis should not be a cause for concern. From a policy viewpoint, 
the important issue is whether or not shocks to an ongoing macroeconomic 
process have disturbance-amplifying tendencies. Exploring such possibilities 
is better understood by modelling short-run movements as outcomes of a Key-
nesian income generating mechanism that incorporates the now widely 
recognized wage and price inflexibilities.
 The historical record also indicates the inappropriateness of modelling the 
long run as some kind of equilibrium process. Nevertheless New Keynesians 
(and Neoclassical) growth theorists are insistent that the long run be modelled 
as a steady state process of balanced growth, in which sectoral and institutional 
changes and the redistribution of power can be ignored even though the long 
run may extend in historical time over several decades (Blanchard, 1997b). The 
historical record indicates clearly the inappropriateness of their theories for 
modelling the ‘stylized facts’ of long-run macroeconomic development. Our 
long-run model should be seen as one in which structural change and transfor-
mation emerge as a natural elements of the dynamics of economic growth.

NOTES

 1. Financial support for this research has been provided by the Office of the Vice-President Aca-
demic & Provost, the Dean of the Faculty of Science, and the Department of Economics, all 
of Dalhousie University. The author wishes to thank Wendy Cornwall, Mark Setterfield and 
John Smithins for their helpful comments and criticisms.

 2. Comparable data are not available for all eighteen countries prior to 1960. The year 2000 
marks the end of the last complete cycle. The common end points for the periods shown in 
the table are those published in OECD Historical Statistics.

 3. The standard textbook version of the New Keynesian short-run model has been updated in 
the ‘new consensus’ theory of inflation targeting. For a critique see Arestis and Sawyer (2003) 
and Setterfield (2003).

 4. See Cornwall and Cornwall (2001, Ch.3) for a critique of vertical Phillips curve analysis.
 5. The historical record also reveals another episode of high, widespread rates of unemployment, 

the Great Depression of the 1930s. See table 2.1 in Cornwall and Cornwall (2001). Figures 
are based on data for 16 of the 18 OECD economics of Table 9.1 of this chapter; data are not 
available for Ireland and New Zealand for years prior to the Golden Age.

 6. For an argument supporting the policy effectiveness of fiscal policy see Arestis and Sawyer 
(2003).

 7. Economists familiar with the work of Michael Kalecki (1971) and Tony Thirlwall (1979, 2001; 
León-Ledesma and Thirlwall, 2002) will recognize the similarities between these extensions 
and their important work.
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 8. See Gordon, (1975), for an early explanation of policy outcomes stressing both demand and 
supply influences.

 9. As the main aim of this chapter is to outline the core of an alternative Keynesian framework, 
a fuller exposition of these deeper causes is not essential. A fully specified version of this ap-
proach is tested econometrically in W. Cornwall (1999).

10. Kalecki’s (1971) famous model of the political business cycle offers an alternative explanation 
of the interruption of an episode of strong aggregate demand, i.e. capital’s ability to force 
governments to enact high unemployment policies.

11. The notable exception here is New Growth Theory’s treatment of technical progress, by which 
technical change is endogenously determined on the supply side in several models . However, 
as the text makes clear, the focus in the extended Keynesian core is on technical progress being 
importantly determined on the demand side.

12. An econometric analysis of the model of long-run performance of unemployment and pro-
ductivity growth rates covering the eighteen countries listed in Table 9.1 during the post World 
War II period can be found in Cornwall and Cornwall (2001, chs. 5, 10, 11). Mark Setterfield’s 
contribution to this volume adopts a steady state approach to show how equality of demand 
and supply growth can be achieved in a demand-led growth framework.

13. See Cornwall and Cornwall, ibid. chs. 6 and 11.
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10. The crisis of the stability pact and a 
proposal

Roberto Tamborini and Ferdinando Targetti

INTRODUCTION

At the beginning of this century, three events seemed to be giving robust impetus 
to the process of European unification: the birth of a single currency, enlarge-
ment to the East of the Union, and the creation of the Convention, a sort of 
European constituent assembly. But then, and in a partly unexpected manner, 
three contrary circumstances simultaneously arose: on the foreign policy front, 
the split caused by the war in Iraq; on the institutional front, the failure by the 
Intergovernmental Conference to ratify the ‘Giscard-Amato draft’; and on the 
economic–political one, the majority decision to suspend the validity of a treaty 
(the Stability and Growth Pact, SGP) taken by Ecofin (the Council of the Un-
ion’s financial ministers), contrary to the Commission’s recommendation. These 
obstacles seem so difficult to overcome that Michel Rocard (Le Monde, 28 No-
vember, 2004) has gone so far as to say that ‘Europe has lost its soul along the 
way’; and perhaps not only its soul but its body as well if, as Romano Prodi has 
said, Europe risks disappearing from geographical maps.
 The SGP is perhaps the most acute manifestation of the Union’s institutional 
malaise, with implications that extend beyond the sphere of economic policy and 
affect the very foundations of the ‘European common house’. The Treaty of 
Maastricht, supplemented by the SGP, in fact, prescribes that if a member coun-
try’s budget deficit exceeds 3% of GDP (purged of the estimated effects of the 
economic cycle), the Commission must first warn that country to respect the pa-
rameters, and then apply pecuniary sanctions if its deficit persists for more than 
two years. In 2001, with Portugal, the procedure was followed to the letter; but 
in November 2004, when France and Germany were also found in breach of the 
3% criterion, contrary to the Commission’s recommendations, Ecofin decided by 
majority vote that the procedures laid down by the SGP should be suspended.1

 Our intention in this chapter is to discuss the causes of the crisis of the SGP 
– causes which are complex because they comprise interweaving economic, 
legal and political-institutional factors – and then to put forward a proposal, 
both Europeist and realistic, for resolving the current impasse.
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THE ECONOMIC DEBATE

On strictly economic grounds, one must start from the premise that the SGP 
was born inherently weak and contradictory. Simplifying to the extreme, the 
SGP has been conceived as follows. Confidence in the euro will be created 
and maintained if the European Central Bank (ECB) fulfils its sole institutional 
purpose of controlling inflation, and if the aggregate public budget net of cycli-
cal fluctuations remains in balance. This objective requires the imposition of 
constraints on national public budgets for three alleged reasons: (1) The crea-
tion of a single monetary and financial market means that the deficit of a single 
country will absorb common financial resources, thereby increasing interest 
rates for all and causing collective damage in the form of reduced private in-
vestments (crowding out); (2) European governments have always tended to 
accumulate deficits in periods of recession, but not to correct them in periods 
of recovery, so that in the twenty years prior to the SGP the aggregate debt/
GDP ratio of the euro-countries more than doubled, increasing from 31% in 
1977 to 75.4% in 1997; and (3) The uncontrolled growth of debt among mem-
ber-states, with the alarming levels reached by Italy, Belgium and Greece 
(more than 100% of GDP when the euro was launched), undermines the inde-
pendence and credibility of monetary policy, in that governments may 
endeavour not to pay high interest rates (or even to avert a financial crisis) by 
applying pressure on the ECB to monetize their debts with inflationary effects 
(bail them out). On the other hand, it is argued that the cost of the SGP is low 
or negligible. Firstly, because the historical experience of the European coun-
tries shows that a budget margin of 3% of GDP has always been more than 
sufficient to correct recessions by means of the so-called ‘automatic stabilizers’ 
(wage subsidies, income taxes, etc.).2 Secondly, because Europe’s low growth 
and high unemployment cannot be remedied by means of a deficit spending 
policy; rather, they require elimination of market rigidities, especially those 
of the labour market, and perhaps also reductions of taxation and spending 
levels kept excessively high by an overly generous social security and welfare 
system.3

 Opposition to the SGP by economists has ranged from the radical criticism 
that it harms the European economy by constraining fiscal policy, to the practi-
cal consideration that although a monetary union requires constraints on 
individual countries’ budget policies, for technical reasons these cannot take 
the form of the SGP.4 The design of the SGP is misconceived for various rea-
sons. Firstly, because with regard to the crowding-out problem, the deficit/GDP 
ratio is not an accurate indicator of the absorption of financial resources by a 
government. Reference should instead be made to the ratio between the deficit 
and the financial wealth formation of the euro-zone (in which the aggregate 
incidence of public deficits is relatively slight). This also applies to the bail-out 
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problem, where the correct indicator is not the deficit/GDP ratio but the dy-
namic sustainability of the public debt (which ultimately depends on the future 
trends of primary balances, the real interest rate, and rate of growth). Hence an 
‘excessive public deficit’ cannot be determined on the basis of a parameter 
fixed a priori and applied indiscriminately to all countries. Secondly, because 
resort to sole automatic stabilizers within the 3% margin might be sufficient if 
the public sector starts from zero deficit, but recessions may persist over time 
or occur in a correlated manner, so that an output gap may happen when the 
public sector already faces a 3% deficit and no further stabilization margin is 
left. Finally, the empirical evidence that the stabilization of the European 
economies has never in the past required breach of the 3% constraint is anything 
but well-founded, because it fails to take account of the fact that each individual 
country’s stabilization instruments previously also comprised independent 
monetary policies and included exchange rate devaluation – measures which 
are now precluded.5

 It should be added that following various events in the European and world 
economy over the past two or three years, the pendulum of the economic debate 
has swung in favour of the critics of the SGP. For example, no clear correlation 
has yet emerged between the public deficits of the European countries and the 
common currency: neither in terms of interest rates, which are still firmly under 
the ECB’s control, nor in exchange rate terms, as demonstrated by the consider-
able strengthening of the euro (+25% against the dollar) over the past year. 
Moreover, comparison between the American and European responses to the 
world-wide crisis since 11 September 2001 lends support to the contention that 
the worse performance by the European economy has been largely due to the 
greater rigidity of its monetary and fiscal policies. In the United States, interest 
rates began to fall in January 2001, and they shed 500 base points in the short-
term segment and 250 in the long-term one. In Europe the fall during the same 
period was only about half as much, which contributed to the euro’s appreciation 
against the dollar.
 As regards budgetary policy, as Jean-Paul Fitoussi has recently shown (see 
Table 10.1), the United States went from a slight surplus in 2001 to a peak deficit 
of 4.3% of GDP in 2003. The Europe of the SGP started with a modest deficit 
of 1.7% of GDP in 2001 and then hit 3.8% in 2003 (3.9% for Germany, 4% for 
France, 2.8% for Italy). If we take the 2001–2004 period to be a recession/re-
covery cycle, the ratio between average deficit and average GDP during the 
period reached some 4.7% in the United States, while it remained at 1.2% in 
the SGP zone. Finally, the ‘budget impulse’ on GDP has been positive through-
out the 2001–04 cycle in the United States but close to nil (or even slightly 
negative) in the SGP zone. To sum up: in the 2001–04 cycle the United States 
had a mix of more expansionary monetary and fiscal policy, lower real interest 
rates, progressive exchange devaluation, and a more rapid recovery. Although 
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Table �0.� GDP related data

Growth of GDP (%) 2001 2002 2003 2004 2001–04

United States 0.3 2.4 2.5 2.9 2.1
SGP Zone 1.6 0.9 0.6 1.3 1.2

Public balance (% of GDP)

United States 0.4 –2.4 –4.3 –3.2 –4.7
SGP Zone –1.7 –2.2 –2.8 –2.4 –1.2
Germany –1.3 –2.8 –3.5 3.9 –3.7
France –1.3 –1.6 –3.1 –4.0 –4.1
Italy –1.5 –2.6 –2.6 –2.9 –3.2

Fiscal impulse to GDP (%)

United States 0.6 2.9 1.8 0.2 1.4
SGP Zone 0.6 0.4 –0.2 –0.2 0.2
Germany 1.5 0.2 –0.6 –0.2 0.2
France 0.3 1.3 –0.1 –0.3 0.3
Italy 0.4 0.3 –0.3 0.1 0.1

Source: Calculations on OFCE (Paris) data from Fitoussi (2003).

this is a partial picture from which hasty conclusions should not be drawn, it 
nevertheless invites reflection on the technical bases of the SGP.

BETWEEN TECHNOCRACY AND POLICY

Why did the governments that created the euro decide to tie their own hands 
with the rules of constitutional force laid down by the treaties of monetary un-
ion? And, above all why did they do so with ‘figures’ that have never fully 
convinced the scientific community and which have proved inaccurate, ineffec-
tive, and perhaps damaging when applied in actual practice? These two questions 
must necessarily be addressed if we are to understand the institutional impasse 
in which the governments of the Monetary Union now find themselves, and if 
we are to find possible ways out of it. They are questions that extend beyond 
the strictly economic domain to merge with political analysis.
 As regards the first question – ‘why tie your hands with a pact of quasi-con-
stitutional force?’ – the historical and doctrinal context should be borne in mind. 
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The so-called ‘Economic Constitution’ of the Union (i.e. the parts of the Treaty 
of Maastricht supplemented by the SGP on the economic institutions) was drawn 
up in the late 1980s and early 1990s under the strong influence of the ‘new po-
litical economics’ propounded by the Chicago School of Milton Friedman and 
James Buchanan. This doctrine analyses political and institutional arrangements 
and their effects on the efficiency of the economic system on the assumption 
that politicians, heads of government, and senior civil servants are rational actors 
who take optimal decisions with regard to their private interests; but these, of 
course, do not always coincide with the public interests declared by those ac-
tors.6 This line of thought is imbued with scepticism as to the economic effects 
of democratic mechanisms. As regards public finance, it maintains that electoral 
competition and the alternation of governments produce perverse incentives: 
pre-election fiscal deficits, an inappropriate use of public spending to curb un-
employment with inflationary effects, or excessive public debt left to future 
generations to redeem. Grounded on this mistrust is the idea that the public in-
terest as represented by economic efficiency must be protected against the 
defects of democratic mechanisms. Essentially two solutions are advocated. 
First, governments should be exposed as much as possible to the ‘constituency 
of markets’, since these are by definition the custodians of economic efficiency 
and therefore immediately able to detect and punish the inefficient actions of 
governments. Second, the discretionary powers of governments in regard to 
economic matters should be restricted and regulated by pre-established rules 
with constitutional force.
 For the sake of brevity, we shall not discuss the problems inherent in the first 
solution. The second starkly highlights the classic conflict between Technocracy 
and Democracy, not so much because it sets limits on the exercise of power by 
freely elected governments (constitutions are created for precisely this purpose 
and are an integral part of democratic systems) as because the writing of the 
fixed rules with which governments must abide should be entrusted to a non-
political entity, which decides what the economic ‘good’ is. Indeed, there are 
those who have talked of the return of the benevolent dictator.7

 It comes as no surprise that academy, the breeding ground of aspiring tech-
nocrats, should develop a theory that increases its power. What instead requires 
explanation is why the highest representatives of the European political class 
have put this theory into practice with a zeal difficult to find elsewhere in the 
world.8 Although it is not easy to find the answer, three important historical 
contingencies should be pointed out. The first consists, to use James O’Connor’s 
words, in the fiscal crisis of the European model, which erupted in precisely the 
same years during which the Monetary Union was created. The second has been 
emphasized by most commentators on the economic treaties, and it concerns 
the mutual mistrust among the governments which brought the single currency 
into being. Or better, it concerns the mistrust of the (supposedly) virtuous coun-
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tries, principally France and Germany, towards those others suspected of 
endemic fiscal irresponsibility (for instance, the so-called ‘Club Med’ or, to use 
the less exotic but more trenchant acronym, the ‘PIGS’− Portugal, Italy, Greece 
and Spain). The third historical contingency is the reluctance of any government 
to transfer a significant amount of fiscal sovereignty to a supranational 
authority.
 The answer to the second question – ‘why did the governments that created 
the euro tie their hands in such peculiar manner?’ – also lies in the conflict be-
tween Technocracy and Democracy attendant on the founding of the Monetary 
Union. Calculation of the parameters, and their subsequent management at 
normative level, marked a sort of muddled revenge by Politics. It very soon be-
came clear that, first, the parameters for admission to the Monetary Union, and 
then those imposed by the SGP, were not only technically unsound for the rea-
sons outlined earlier but were blatantly tailor-made to suit Germany and her 
option to exclude undesirable partners.9 This has prompted Paul de Grauwe, 
one of the leading scholars of the Monetary Union, to comment that

The imposition of the Maastricht convergence criteria does not seem to have been 
based on economic analysis [… They] serve the purpose of restricting membership 
in the monetary club and keeping it small (1995, pp. 484, 487).

 Subsequently, however, when the day of reckoning came for admission to the 
Monetary Union, the political stand-off over who should be admitted and how 
was resolved by resorting to the original scheme set out in the Delors Report10: 
a ‘broad’ monetary union which would serve as the basis for political union (not 
vice versa). Countries ineligible on technical grounds – most notably Italy and 
Belgium because of their excessive debt/GDP ratios – were granted admission 
by inventing ad hoc graduality clauses. Thereafter it was clear – or should have 
been to the most acute observers – that the SGP was no more than a Maginot 
Line: an ambitious but technically flawed structure, easily overwhelmed by the 
Politics against which it should have been a bastion. Nevertheless, it remained 
in place as a major hindrance against smooth economic policies in the field of 
monetary union. Hence the Ecofin’s political act of November 2004 came as no 
surprise; rather, it was the full-blown manifestation of the contradictions inher-
ent in the SGP.
 Few still believe that the SGP has a future in its present form; but there are 
many who are willing to credit it with making the Monetary Union possible and 
for forcing fiscally irresponsible politicians and voters to undertake painful, yet 
necessary policies to restore healthy public finances and ensure their better 
management. We have no objections on this score, but we submit that it was 
obtained with significant damage to the already fragile structure of the Com-
munity’s institutions. The severe institutional crisis, as well as of legitimation 
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and public popularity, now besetting the Monetary Union requires critical re-
thinking, and above all a commitment not to go on using Europe as an excuse 
for ‘reform-mongering’.11

WHAT IS TO BE DONE?

The way out the impasse should be neither in the direction of Ecofin nor in that 
of the Commission. On the one hand, the Commission is undermining its cred-
ibility being compelled to defend a rule enshrined in the treaties, but no longer 
defendable in either form or substance. The minor adjustments to the 3% rule 
of March 2005 (the break-up of certain budget items, the so-called ‘golden rule’, 
escape clauses, etc.) are not acceptable solutions, both because they are difficult 
to implement and, especially, because these adjustments do not remove the in-
trinsic flaw in the SGP: that it is a perverse and fragile blend of technical rules 
with political purposes (and political choices) concealed behind a façade of 
‘purely’ technical rules. On the other hand, Ecofin seems prey to a confused 
desire by Eurosceptic governments to assert the Politics of individual states. 
What these governments want is a Europe à la carte, something little more than 
a broad free trade area in which a common currency circulates subject to a 
minimum of economic coordination, and in which nothing has legitimacy be-
yond the will and power of chancelleries; a Europe, as Commissioner Monti 
worriedly put it, which is pre-war if not nineteenth-century.
 The future of the Monetary Union instead requires that Politics take the re-
sponsibility for a profound reform of the Pact among the constituent 
governments, in order to rule on budget prerogatives and institutional relation-
ships with the monetary authority within a framework of appropriate technical 
instruments. The best solution, we believe, would be resumption of the scheme 
set out by the Delors Report: the creation of a European Confederation Treasury 
with increasingly broad prerogatives and sources of legitimacy, autonomous 
decision-making capacity, and its own budget, financed partly by the member-
states and partly by the issue of long-term bonds.12 A proper European 
Confederation Treasury would pursue Community-wide stabilization and 
structural policies with high ‘externalities’ (defence, large infrastructures, intra-
Community income redistribution, etc.), leaving individual governments with 
lighter budgets and tasks focused on local policies. This would achieve the 
functional distribution of fiscal responsibilities that one observes in the most 
advanced federal systems. We may call this the ‘long-period federalist solution’, 
since it entails a radical political shift towards a supranational transfer of powers 
which many states and many political parties are not yet willing to contem-
plate.13 In the shorter term, however, reform of the rules concerning national 
budgetary policies is at any rate necessary, and we maintain that it can be un-
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dertaken without any change to the distribution of powers. Its form can be 
summarized as follows, where the focus is naturally more on principles than 
on details.
 1. A Budgetary Pact. Given an entirely independent central monetary author-
ity, the less fiscal and spending powers are transferred from the periphery to the 
centre the greater the need for a ‘Budgetary Pact’ (BP). The principles underly-
ing this Pact should be the following: (a) Over the short-medium period, the 
aim should be compatibility of national budgetary policies with European-level 
macroeconomic targets (regulation of aggregate domestic demand, inflation 
rate, euro exchange rate); and (b) In the long period, the aim should be financial 
sustainability and convergence among the dynamics of national public 
debts.14

 2. The BP should be intergovernmental and with constitutional force. It is 
evident that the BP should reflect the political will of the legitimate custodians 
of fiscal and spending powers − national governments. On the other hand, steps 
should be taken to prevent reciprocal trust among the member-states from being 
undermined by excessive scope for discretion, manipulation or collusion in in-
terpretation and application of the Pact. It is legitimate to expect that once the 
Pact has been signed it should apply to both large and small countries regardless 
of changing political attitudes and independently of changes in the alliances 
among countries with their respective zones of influence. This requires that the 
Pact, in its form, should be superordinate to the powers that national govern-
ments have in Ecofin.
 3. The BP requires a European Budgetary Authority. A constitutional pact is 
nothing but a contract. A contract, however, is bound to be incomplete unless 
an omniscient actor (a Technocrat?) is able to foresee, describe and prescribe 
the ‘right’ behaviour for all the parties concerned in all possible future circum-
stances. The failure of the SGP demonstrates that this doctrinal approach is 
fallacious in an uncertain world. The enforcement of a pact of this kind neither 
requires nor justifies the imposition of quantitative and fixed budget parameters 
equal for all countries and in all circumstances. Instead, as happens in all areas 
regulated by constitutional rules, it requires an authority for the assessment and 
authorization of the behaviour admissible in given circumstances.
 This approach does not entail a revolution in the Monetary Union. As regards 
the monetary authority, it already exists in nuce. The Treaty of Maastricht, in 
fact, lays down the general principle that the primary objective of the ECB must 
be price stability (article 105), while the ECB itself has full discretion in defin-
ing, measuring and quantifying this objective in relation to specific technical 
and economic circumstances. Likewise in regard to budgetary policy, the Treaty 
establishes the general principle of financial stability and the obligation to avoid 
‘excessive public deficits’. This is already a norm with constitutional force, and 
it is only necessary to give symmetry on the monetary and budgetary sides by 
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replacing inappropriate predefined quantitative constraints with a Budgetary 
Authority which (a) specifies the general principles of good practice with which 
governments must comply (for example, in accordance with the objectives set 
out at point 1 above), and which should engender appropriate behaviour once 
the specific circumstances are known; and (b) is empowered to evaluate and 
authorize budget programmes admissible in those circumstances.15

 4. Legitimacy and powers of the Budgetary Authority. The Budgetary Author-
ity must have political legitimacy but it must also be independent from national 
governments (Ecofin). It should be a branch of the Commission, and it should 
be under the responsibility of the President of the Commission and of a special 
commissioner (in the Giscard-Amato draft, the President of the Commission is 
elected by the European Parliament and therefore has political legitimacy). The 
objections raised against this solution by the defenders of the status quo are 
largely of practical nature. Without rules that are simple, clear and equal for 
everybody, they claim, the Authority would be faced with an impossible task.16 
These objections are unconvincing, however. Firstly, the idea that it would be 
simple, clear and fair to apply the 3% rule has proved illusory. Secondly, once 
the status and mission of the Budgetary Authority have been defined (see point 
3), its procedures and competences would not greatly differ from what now 
happens under the SGP, with governments obliged to submit detailed multi-year 
budget plans scrutinized after an enormous amount of preparatory work and 
negotiations among national ministers, Ecofin and the Commission. Thirdly, 
once the general criteria (for example those outlined at point 1) have been de-
fined, establishing whether or not a national budget entails an ‘excessive deficit’ 
is not an insurmountable problem, given the technical instruments and expertise 
available to the Commission, which are certainly not inferior to the Monetary 
Fund or the rating agencies that normally produce evaluations of this kind. Fi-
nally, there is no basis to the argument that it would be politically untenable to 
allow (or not to allow) different countries to have different budgets. On the 
contrary, it is well known that the crucial aspect of a monetary union is deciding 
how countries should be allowed to deal with asymmetric shocks, and that this 
requires diversified budgetary policies, and that the less correct national budget-
ary responses are, the greater the damage for everyone. Individual governments, 
if they are rational and have their own national interests in mind, should concern 
themselves with the correctness and uniformity of the rating procedures, not 
with the size of their partners’ budgets year by year.
 To conclude, success of the Monetary Union will eventually require a fiscal 
and political union, thus resuming the route marked out by the Delors Report. 
Immediate creation of a Federal Treasury is, however, not necessary to produce 
a better mix of national budgetary policies with single monetary policy. We be-
lieve it feasible to create a Budgetary Authority within the Commission whose 
task is evaluating and approving the multi-year budget plans of member-states, 
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according to the general principles set out in the Treaty of Maastricht. The pow-
ers of the Budgetary Authority can be defined with variable geometry and with 
increasing range so that they are attuned to the orientations and federalist matu-
ration of national governments. Notwithstanding the numerous difficulties to 
overcome, and the time-frame of Politics, on this occasion the first steps must 
be made in the right direction.

NOTES

 1. Europe split not only among institutions (Council and Commission) but also among countries. 
Denmark, Austria, Finland and Spain sided with the Commission, while votes in favour of 
Germany and France were cast not only by Italy (without whose vote the qualified majority 
for the document would not have been reached) but also the United Kingdom, which does not 
belong to the monetary union, and a number of small countries like Ireland and Protugal, 
which for some time have shown impatience with the Commission’s rigour.

 2. A frequently cited study shows that, on average in the European countries, a 1% fall in GDP 
produces an ‘automatic’ deficit of 0.5%. From this one deduces that, starting from a balanced 
budget, the 3% constraint would be reached in the presence of a 6% recession, an event con-
sidered to be highly unlikely. Cf. V. Tanzi (2003).

 3. For detailed treatment of these topics see M. Buti and A. Sapir (1998).
 4. The cover of The Economist of 16 December 1996 carried the title The Wrong Design with 

reference to the GDP.
 5. For detailed discussion of these topics see e.g. F. Farina and R. Tamborini (2002).
 6. For this interpretation of the treaties, see e.g. T. Padoa Schioppa (1994). An introduction to 

new political economics is provided, amongst others, by T. Persson and G. Tabellini (1990).
 7. Cf. Jean-Paul Fitoussi (2002).
 8. The European economic treaties restrict the discretionary powers of governments to a much 

greater extent than is the case in the United States. It is true that some of those states are subject 
to the balanced budget obligation or to indebtedness restrictions, but this happens in the context 
of a strong federal fiscal system, which assumes the functions of both stabilization and 
redistribution.

 9. Among the first to point this out were W. Buiter, G. Corsetti and N. Roubini (1993). In short, 
the stability condition of the debt/GDP ratio states that the deficit/GDP ratio should, by ap-
proximation, equate the target debt/GDP ratio times the nominal GDP growth rate. The 
hisorical nominal growth rate in Germany was about 5% and the debt was 60% of GDP, which 
would require a deficit/GDP ratio of 3%.

10. This Report, issued in 1989 by the Commission when Delors was its President, outlined the 
route that would lead to the Treaty of Maastricht and creation of the euro.

11. The term was coined by A. O. Hirschmann with reference to the Latin America of the 
1960s.

12. Today, the EU budget: (a) by law cannot be more than 1.25% of the EU member GNPs; (b) 
de facto never exceeds 1%; (c) by law cannot be in deficit.

13. However, this is not to say that a number of common principles on taxation are not already 
under discussion, like the harmonization of tax bases, especially for company taxes.

14. An example is the proposal set out in F. Targetti (2003).
15. For the sake of completeness, it should be pointed out that various commentators have cor-

rectly complained about the absence of an institutional body to which the Central Bank is 
accountable for how it applies the price stability principle. A persuasive suggestion is that the 
monetary and fiscal authorities should act as checks and balances for each other’s policies. 
Moreover, a number of recent studies have shown that agreement between the monetary and 
the fiscal authority on the desired levels of inflation and GDP would leave each of them with 
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full discretion in implementing their respective stabilization policies, with globally optimal 
results; see A. Dixit and L. Lambertini (2001), R. Tamborini (2003).

16. Cf. M. Buti et al. (2003).
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11. Narrowing the options: the 
macroeconomic and financial 
framework for EU enlargement

Heather Gibson and Euclid Tsakalotos

INTRODUCTION

Keynesian economists, in the tradition of Nicholas Kaldor, Paul Davidson, and 
Tony Thirlwall, have very strong opinions about the economy and economic 
policy.1 But more importantly for the purposes of this chapter, it is also the case 
that they have sought to promote a framework for economic decision-making 
that allows for the clash of ideas to have some impact on outcomes. That is to 
say, they have not seen democratic accountability and discretion, as is the case 
with many of their ‘classical’ and ‘new classical’ opponents, as a problem to be 
overcome through various devices such as independent central banks, budgetary 
rules and so on. Rather they have seen democratic processes as part of the an-
swer to good economic policy-making. In part, this stems from their view on 
the inherent instability of the market economy, requiring as it does appropriate 
remedies. Moreover these remedies are unlikely to be the same for all economies 
for all time. But, in part it also derives from an optimistic stance about the hu-
man condition – it should not be beyond people to devise a better institutional 
framework to deal with economic instability, promoting economic growth as 
well as addressing issues such as poverty and income inequality.
 Over the last twenty years, this admirable stance has been on the defensive. 
Nowhere is this clearer than in the manner in which European integration has 
been promoted. At the level of official EU discourse, with all the emphasis on 
subsidiarity, and more recently on benchmarking and peer group pressure to 
find best practices, there is supposed to be no commitment to a particular model 
of capitalism that would guide new members. At the level of academic discourse, 
and more generally political ideology as well, it may appear that the high tide 
of neoliberalism has been reached, implying that the new members (the EU10), 
not to speak of the older members (the EU15), are quite free to choose both the 
economic policies appropriate for their economies and also where exactly they 
would like to develop on the axis between the two poles of a liberal capitalist 
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economy and a more institutional economy (in which the market and hierarchi-
cal firms are more integrated with other mechanisms of economic governance 
such as states, associations and communities).2

 The argument of this chapter is that reality is somewhat different. The insti-
tutional framework and the policies of the EU are far from neutral with respect 
to the two poles. The pressure on new entrants to keep as close as possible to 
the liberal pole, for both policies and institutions, will almost be impossible to 
resist. To make this argument we start by examining the macroeconomic frame-
work and then go onto consider the financial framework.

THE MACROECONOMIC FRAMEWORK

The framework of macroeconomic policy for acceding countries is fairly restric-
tive, and individual countries are unlikely to have much room to decide between 
policy options on the basis of what is best for their own economies. At the very 
least, this implies that the EU10 will probably have a ‘bumpy’ ride on the way 
to EMU (and perhaps even after euro area entry). We can illustrate this by look-
ing at three areas of policy: first, exchange rate and monetary policy; second, 
fiscal policy; and, finally, the so-called Broad Economic Policy Guidelines 
(BEPGs), which cover not only monetary and fiscal policy issues but also em-
ployment and other policies aimed at structural change.

Exchange Rate and Monetary Policy

Entry into the EU entails the expectation that at some point in the future the ac-
ceding countries will join the euro area. One of the conditions laid down in the 
Maastricht Treaty for euro area entry is ERM membership for a period of at 
least two years. ERM II, which succeeded the old ERM on 1 January 1999, is 
highly asymmetric. It is a ‘hub and spokes’ system with the euro area as the 
‘hub’ to which the acceding countries, as the ‘spokes’, will tie their exchange 
rate. The ±15 per cent fluctuation bands give some flexibility and are designed 
to accommodate countries at very different stages of convergence. Realignments 
are permitted and are joint decisions taken by the ECB, other central banks in 
the system and finance ministers.3

 Whilst the system is more flexible than the old ERM (at least in its pre-1993 
version), and this is useful since it allows those in the EU10 which are close to 
euro area convergence to operate a tighter exchange rate target while those that 
are further away have more time to get used to operating within the rules of the 
game, there are two main reasons why it does not help to reduce the bumpiness 
of the EMU path. First, ERM II is asymmetric by design, with the onus of ad-
justment completely on the EU10 countries themselves. This has arisen in the 
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attempt to build and preserve ECB credibility by giving it complete independ-
ence to pursue its policy of price stability. Although the ECB is required to 
intervene at the margins, it has the right to limit (or even suspend) intervention 
if it judges that the currency under attack is misaligned. Thus countries can ex-
pect little help to support their currencies through difficult times if the ECB 
fears such support may undermine its ultimate goal – price stability in the euro 
area. Moreover, disturbances in foreign exchange markets may well be magni-
fied by such a stance, since it is well established that coordinated intervention 
is more successful than uncoordinated intervention.4

 The second reason why the system does not provide much support for the 
EU10 countries is the lack of genuine policy cooperation. ERM II entails what 
the agreement terms ‘policy co-ordination’. This effectively can be translated 
as the EU10 countries coordinating their policies with the given policies of the 
euro area. Cooperation, by contrast, would involve discussions leading to com-
promises where both sides frequently move from their initial positions. One 
example of cooperation, which could be very useful in supporting the EU10 
countries’ efforts to join the euro area, is a reinforcing interest rate change to 
support a currency that is under attack. Yet such policy cooperation has been 
strongly resisted by the ECB in all its policy statements on ERM II. Again, the 
aim is to preserve the independence of the ECB and avoid situations where it 
might have to subordinate its goal of price stability to some other policy 
objective.
 What are the implications of this for the EU10 countries that wish to become 
euro area members, particularly in light of the fact that capital controls are to 
be removed on entry into the EU? In earlier work (Gibson and Tsakalotos, 2004) 
we examined the capital flow experience of the EU10 countries along with 
Bulgaria and Romania (two of the accession countries) with a view to shedding 
some light on this question. This entailed the estimation of two models: the first 
to examine the determinants of the level of capital flows and the second to focus 
explicitly on periods of downward speculative pressure. From this exercise we 
drew a number of conclusions. The evidence suggests that capital inflows and 
outflows, including episodes of speculative crisis, have been of a significant 
magnitude in these countries, at least as great as those experienced by the 
southern European economies. The comparison is interesting since it is well 
documented that both large capital inflows and outflows complicated the conduct 
of monetary policy in Greece, Portugal and Spain in the run up to euro area 
membership (Gibson and Tsakalotos, 2002).
 On the issue of the factors underlying these flows, we found that the impact 
of domestic factors, such as inflation and growth, is rather weak. While the 
adoption of a currency board or a pegged regime tends to increase capital in-
flows, what is of far more importance are external factors, notably in our period 
the strong effect from the Russian crisis in 1998. This was also the case when 



194 Growth and economic development

we looked at the probability of a speculative attack during periods when these 
countries pegged their exchange rates in the 1990s. The results again confirmed 
the importance of contagion.
 The implications of these findings are clear. Exchange rate targeting within 
ERM II may well be undermined by capital flows. Indeed, it is not enough for 
a country to ensure that its domestic policies are ‘sound’; the significant effects 
of contagion suggest that even with sound domestic policies, ERM II member-
ship could well prove to be a bumpy ride. Yet this ride could be made smoother 
by a greater commitment on the part of the ECB to intervene to support central 
rates and/or by more genuine policy cooperation between the euro area and the 
EU10 countries. Alternatively greater autonomy for macroeconomic policies 
could be provided if emerging economies were allowed to employ capital con-
trols. The international financial crisis in the late 1990s, the fact that influential 
economists such as Krugman and Stiglitz were arguing in favour of reform,5 
and the election of centre-left governments in a number of influential European 
countries may have constituted a window of opportunity to change the rules of 
the game within the international financial system. But this moment has now 
passed and it seems unlikely to return in the current intellectual economic cli-
mate within EU policy circles.

Fiscal Policy

If monetary and exchange rate policies are likely to be constrained by the 
framework of an asymmetric ERM II, then fiscal policy is likewise limited by 
the Maastricht Treaty and later, within the euro area, by the Growth and Stability 
Pact. The rules laid down in the Maastricht Treaty regarding budget deficits and 
the level of general government debt reflect not only the desires of the mostly 
centre right governments in the 1980s and early 1990s, but are also supported 
by the prevailing consensus among economists. The recipe of the new classical 
and credibility literature6 lies in tying the hands of government, not only in the 
area of monetary policy, but also with respect to fiscal policy. The aim is to en-
sure credibility; the underlying assumption being that we have more to fear from 
destabilising government action than from the instability endogenous to the 
market economy itself. Moreover within this perspective, fiscal consolidation 
is seen as being compatible with high employment and growth, through what 
might be called ‘expansionary fiscal consolidation’. A reduction in budgetary 
deficits, allowing for a more balanced mix between monetary and fiscal policies, 
could lead to lower interest rates, higher investment and greater aggregate 
demand.7

 Of course, the conditions for this operating are rather strict,8 and it is far more 
likely that such consolidation leads, along traditional Keynesian lines, to pessi-
mistic expectations about the future, thereby worsening the recession. The 
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mainstream account seems to suggest that once consumers and businesses see 
the tight fiscal environment they will become more confident about future eco-
nomic conditions. What most worries economic agents, in this account, is 
government spending in projects of uncertain worth leading to more bureaucracy 
and waste, higher interest rates and future increases in taxes. Since demand 
plays little role here, it is assumed that if the private sector is not investing in 
projects, it must be the case that there are no profitable projects in which to in-
vest – unless of course there are supply side reforms (of which much more 
shortly). This is a more or less direct replay of the arguments about ‘psychologi-
cal crowding out’ that were made during the inter-war recession.9 But now as 
then, it does not seem that the adoption of the principles of ‘sound finance’ has 
led to any obvious buoyancy in the psychology of Europeans. Indeed it is far 
easier to argue that the Stability Pact as a device that was promoted in order to 
promote credibility and stability has itself led to increasing pessimism. Restric-
tive fiscal policies significantly dampened economic activity in the run up to 
EMU (see Fitoussi, 1997 and Modigliani et al, 1998). Nor can it be argued that 
this was just a transitional phenomenon. As De Grauwe (2004) has recently ar-
gued, ‘With each economic downturn, budget deficits start increasing10 and at 
that point the Pact causes Brussels to issue stern warnings about unsustainable 
budgets, irresponsible governments and other nasty things. Thus the pact creates 
a psychology of crisis with each downturn in activity, thereby undermining 
confidence in the recovery. In a perverse way, the pact has become a pro-cyclical 
force intensifying the recession’.
 Moreover what the obsession with inflation, which underlies the Pact, ignores 
is the fact that some inflation is integrally tied to the growth process, that it can 
stimulate investment by reducing real interest rates and raising prospective 
yields on investment, and that it is useful when there is real wage flexibility but 
nominal wage inflexibility (see Thirlwall, 2001). However whenever European 
policy makers have been faced with the choice of provoking unemployment or 
disappointing the rentier, they have rarely been paralysed by indecision.11

 Nor is there any role in the above conception for taking account of Europe’s 
important relationship with world demand. Forder (1999) asks us to consider 
the following realistic scenario. Say that South-East Asia is in an economic 
downturn and needs to increase its exports to the rest of the world. Assume also 
that the US, because of a period of high growth is unable to expand further. This 
leaves Europe, which can either import more by exporting less, with deflationary 
consequences, or it can coordinate a European-wide fiscal expansion. Without 
such an expansion the economic downturn in the East would soon lead to wors-
ening economic conditions in Europe. Thus this European expansion would 
seem, given the recent record of sluggish growth and high unemployment, to 
be both desirable and possible. But the EU has not developed the means to re-
spond to such an eventuality. Of course such considerations hardly exhaust the 
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potential for the EU to intervene in the direction of a more expansionary inter-
national economic environment. The fact that the EU cannot afford to ignore 
world demand suggests that what would be of more lasting value is a reform of 
the international financial system along the lines promoted by Keynes in 1943, 
and his followers subsequently (see Thirlwall, 1999).
 Given all the above it is not surprising that for the EU10 countries meeting 
the fiscal criteria is one of the biggest challenges they face.12 The claim that an 
upper limit for deficits of 3 per cent gives plenty of room for automatic stabilis-
ers to work is looking less secure in the light of developments in the recent 
downturn. For transition economies whose economic cycles tend to be of greater 
amplitude, this will almost certainly prove to be constraining. Furthermore, the 
EU10 countries, which are also completing the transition to a market economy, 
have a need for investment in the areas of infrastructure and education and 
training, which at the very least require financial support from the government. 
Yet government capital expenditure is not treated under the Maastricht Treaty 
in any way differently from current government expenditure that is not expected 
to yield a return in the future. Thus on fiscal policy too, the options available to 
the EU10 countries are limited.

BROAD ECONOMIC POLICY GUIDELINES

Finally, there is the umbrella framework of the BEPGs, which are discussed in 
the macroeconomic dialogue that seeks to ensure the appropriate mix between 
monetary and fiscal policy. The BEPGs aim at coordinating policy between all 
EU member states (be they in the euro area or not) and they include both direc-
tions for macroeconomic policy and structural policies. In terms of the 
macroeconomic framework, the emphasis is on monetary policy being commit-
ted to price stability within the context of an independent ECB and fiscal policy 
as envisaged in the Maastricht Treaty and the Stability and Growth Pact. Addi-
tionally, emphasis is placed on wage developments that are expected to 
contribute to macroeconomic stability. In particular, to quote from the BEPGs 
agreed in 2003, the social partners should ‘[e]nsure that nominal wage increases 
are consistent with price stability and productivity gains. In particular, wage 
developments should remain moderate in the context of a possible cyclical re-
covery in productivity or oil-price-hike-induced increases in inflation to allow 
for a restoration of profit margins so as to underpin job-creating investment 
growth’ (European Commission, 2003, p. 5). A more full-hearted return to the 
theories and priorities of the classical economists, that Keynes took as his start-
ing point for his critique in the General Theory (see Thirlwall, 1999), would be 
difficult to imagine. As long as there is low inflation and sound finance, labour 
flexibility can be relied upon to ensure macroeconomic bliss.
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 It is important to see how restrictive this overall approach is. In the first place 
there is very little democratic debate about central aspects of economic policy-
making. In much of the credibility literature it is often assumed that no issue of 
democratic accountability is as at stake since monetary policy does not affect 
real variables in the long run. Issues of a technocratic nature, it is implied, can 
be left to technocrats. Such a conception leaves much to be desired. Even if we 
accept, for the sake of the argument, that there is money neutrality in the long 
run, there may still be important issues for democratic deliberation on paths 
back to equilibrium (often entailing different distributional trajectories), on the 
effects of interest rates on external balance, and much else besides (see Forder, 
2000).13 Within a broader framework, it is possible that people may want to 
trade-off some price stability for greater growth and less unemployment, but 
they are not given that choice (Thirlwall, 2000). It is truly a sign of the times, 
of what Paul Krugman has termed ‘diminished expectations’, that so many 
economists see so little role for democratic procedures with respect to economic 
issues.
 In this sense, the increasing emphasis given to macroeconomic dialogue in 
EU policy documents (see Tsakalotos, 2001) is misleading and does not signal 
a change in direction of macroeconomic policy. Rather, it is used for the EU 
bodies to communicate effectively their views on the course of the macroecon-
omy and hence what they believe might be the appropriate response of the social 
partners in their wage bargaining process.14 It would be wrong to consider the 
role of the social partners in this conception as a kind of corporatism at the Eu-
ropean level. While there have been important recent national developments in 
countries such as Portugal, Belgium, Ireland and Spain, the content of this bar-
gaining is much narrower than in traditional corporatist arrangements and the 
focus is on ‘credibility bargaining’ to produce a ‘national institutional lock-in’ 
(Teague, 1999, p. 39). After EMU, the focus is on ensuring that the various 
economies do not lose their competitiveness,15 becoming backwaters within the 
euro area. All this is far removed from the broader agreements and ‘political 
exchange’ of the social corporatist model. If the legacy of the macroeconomic 
straightjacket as a response to inflationary pressures can be seen as a legacy of 
the dominant right-wing governments of the 1980s and early 1990s, then centre-
left politicians have been unwilling to take up more corporatist solutions to the 
problem of inflation in the subsequent period.16

 Rather both centre-left and centre-right governments, at home and at the Eu-
ropean level, have sought to underline their continued commitment to low 
inflation with a more determined effort to improve employment performance 
through microeconomic policies on the supply side.17 While ‘Keynesian theory 
teaches that wage flexibility may not be an efficient adjustment mechanism in 
the case of demand shocks’ (Thirlwall, 2000), unemployment is now, as in the 
inter-war period, seen by European policy makers largely in terms of the inflex-
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ibility of the workers themselves. Thus macroeconomic demand management 
plays no role at all within the European Employment Strategy, with all the em-
phasis being on increasing flexibility and entrepreneurship. To be sure, market 
failures are indicated, and policies promoted to rectify them not least in the area 
of education and training, but the amount of discretion allowed to the social 
partners is very limited.
 In the post-war era, social democratic Keynesianism and/or corporatist 
arrangements can be seen as providing an institutional basis for the accommoda-
tion between labour and capital.18 On the other hand, the doctrine of ‘sound 
finance’ can only be seen as an ex parte intervention. Without a full-employment 
guarantee, labour faces the stark choice of ‘pricing itself back into the market’ 
(a strategy which may not even work) or unemployment, something which 
clearly weakens its bargaining power. Moreover, the macroeconomic framework 
of ‘sound finance’ confirms the power of financial markets to give a verdict on 
the appropriateness of economic policy and, given the extent to which such 
market actors represent the most liberal type of capitalism, these actors are 
hardly likely to look favourably on more institutional forms of capitalism 
(Crouch, 1997, p. 358). And it is to the financial markets that we now turn.

THE FINANCIAL FRAMEWORK19

Financial liberalisation has been on the agenda since 1945, but a firmer com-
mitment to more liberal financial markets was associated with the neoliberal 
turn in economic policy-making in the 1980s. It is true that the term financial 
liberalisation encompasses a number of, often very distinct, issues. Indeed in a 
previous paper (Gibson and Tsakalotos, 1994) we argued that the economic lit-
erature concerning financial repression rather tended to ignore important 
distinctions. Thus the practice of holding down interest rates, with consequences 
for savings and growth, is a very different issue from the existence of allocated 
credit for particular industries, the potential role for a state development bank, 
or a less market based and more bank based system for corporate control. By 
lumping all these issues together as aspects of financial repression, supporters 
of financial liberalisation were not required to give detailed arguments for their 
support for financial liberalisation across the board – there was, in other words, 
a real danger of throwing out the baby with the bathwater.
 EU policy in the financial sector only makes sense on the assumption that 
liberalised financial markets will ensure that sufficient funds will go were they 
are most needed. The EU10 countries have not been offered a choice of policies 
and institutions most relevant to their own needs, but must make do with the 
rather narrower menu offered in a more liberalised environment. It is as if 
countries such as Poland and Bulgaria have nothing to learn from the recent 



 The macroeconomic and financial framework for EU enlargement 199

development trajectory, in a much less liberalised environment, of a country 
such as South Korea, let alone the earlier development of countries such as 
France and Germany. As we shall see the prospects for convergence with the 
rest of Europe in this context are not particularly promising. The fear is that we 
have another case of what Chang (2002) has recently described as kicking the 
ladder away.
 EU policy in the area of financial services clearly places emphasis on the 
promotion of markets rather than the creation of a more institutional economy. 
The Financial Services Action Plan, published in May 1999, has three main 
objectives: first, to create a single wholesale market; second, to ensure open and 
secure retail markets; third, to develop state-of-the-art prudential rules and su-
pervision. The first of these objectives is that which is of most interest here, 
since it involves a series of policy measures designed to allow firms to raise fi-
nance at low cost from EU-wide markets, to provide investors and intermediaries 
with a single point of entry to all EU markets, and to permit investment services 
to be supplied on a cross-border basis. A related set of policies aims specifically 
at new, high-growth firms is contained in the Risk Capital Action Plan 
(RCAP).20

 The policies contained in the FSAP and the RCAP relate to debt securities, 
publicly issued equity and venture capital. The rationale is the promotion of fi-
nancial markets as providers of finance capital to firms rather than financial 
intermediaries such as banks. Some of the policies contained in these plans re-
late to question of the conduct of corporate governance. Although the 
Commission has tried to duck the issue of market versus bank based systems, 
it has arisen in respect to the FSAP. Thus, for example, the Directive on Take-
over bids represents an attempt to introduce more market-oriented methods of 
corporate governance by facilitating hostile takeover bids.21 These developments 
are seen as crucial in promoting economic growth and convergence and hence 
are of particular interest to the acceding countries.
 That financial markets are becoming more important is clear from the rapid 
growth of securities issues since the creation of the euro area. Gross issues of 
short-term and long-term securities denominated in euros by non-financial cor-
porations in the euro show a sharp rise since the beginning of 1999 (see Gibson 
and Tsakalotos, 2003). Similar rises are evident for monetary and non-monetary 
financial corporations; indeed in the former case the overall level of issues is 
much higher. Additionally there has been a rise in the importance of the euro as 
a currency of issue. Euro issues have been approaching those of dollar issues in 
various markets such as those for Commercial Paper, Floating Rate Notes and 
fixed interest rate bonds. An interesting point to note is that these trends have 
not been affected by recent downturns in global economic activity.
 Since there seem to be advantages and disadvantages to raising funds both 
from markets and from banks,22 why not simply allow both to develop? In other 
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words the EU, by seeming to allow both to develop, could be seen to be acting 
neutrally between liberal and institutional capitalist regimes. We would argue 
that this is a particularly misleading view of the way in which economic systems 
in general, and financial systems in particular, work. Economic systems are not 
like supermarkets where different products can simply be picked off the shelf 
and placed in one’s trolley. Rather different types of systems have their own 
logic. More market-based systems come with a particular culture of production 
and certain social relations which tend to be short-term and are characterised 
by an immediate satisfaction of wants. In the case of financial systems, there 
are a number of ways in which the promotion of markets will sit uneasily with 
a desire to promote the kind of system observed in Germany or Japan, charac-
terised by longer-term relationships.
 First, even though internal finance is so dominant, markets do tend to create 
a situation that Grahl (2001) has described as ‘the tail of external finance wag-
ging the dog of internal finance’. The existence of market-based financing plays 
a larger role in defining the opportunity costs for borrowers and lenders. Bor-
rowers in industry, for example, take the external cost of capital as a hurdle rate 
for investment projects; lenders to industry look at other assets to provide some 
kind of benchmark return against which they judge a particular project. Such a 
role for markets could be beneficial if financial markets were operating to ensure 
that resources were allocated to the most productive uses. But, even if we accept 
that stock markets exhibit information arbitrage efficiency, it can still be doubted 
that they exhibit what Tobin (1984) has called ‘fundamental valuation efficiency’, 
that is, that prices in financial markets always reflect the future income stream 
obtained from holding that asset. Thus, Shiller (1981) has argued that share prices 
are far too volatile to be justified by movements in fundamentals. There is a large 
literature (Camerer, 1989), building on Keynes’ characterisation of the stock 
market as a beauty contest, which discusses the potential for markets to generate 
bubbles, either through rational or irrational behaviour. Thus the promotion of 
markets may well act to the detriment of the performance of the real economy.
 Second, financial markets tend to create a ‘culture of deal making’ (Tobin, 
1984), which drives out a culture based on implicit contracts and long-term 
commitment. Tobin has argued that ‘we are throwing more and more of our re-
sources, including the cream of our youth, into financial services remote from 
the production of goods and services, into activities that generate high private 
rewards disproportionate to their social productivity’ (p. 294). Too often such 
activities simply create private and not social benefits, and are associated with 
the redistribution of wealth rather than its creation (Stiglitz, 1989). But the exist-
ence of such private benefits in excess of social benefits creates an incentive for 
overinvestment in working out the true value of companies.
 Third, there are a number of theoretical arguments that suggest that market-
based finance may well drive out bank-based finance. Thus, it might be more 
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difficult when well-developed markets exist to promote long-term commitment 
financing which can help to reduce the liquidity constraints which firms face 
(Petersen and Rajan, 1994) and can help firms through bad periods (Mayer, 
1994). Mayer (1994) argues that commitment lending is very vulnerable to 
competition from market-based sources of finance. If committed lenders are to 
see firms through both good and bad times, then they expect the lower returns 
received in bad times to be made up for by a better return in good times. How-
ever, in good times it is easier for firms to get finance from markets, and since 
this will be cheaper the incentive for firms to renege on the commitment rela-
tionship is great.
 A final theoretical argument that suggests that markets can destroy more op-
timal cooperative arrangements relates to the operation of the market for 
corporate control. Shleifer and Summers (1988) argue that takeovers tend to 
result in implicit contracts and cooperative agreements between the various 
stakeholders in a firm being broken because they lead to a substitution of be-
haviour based on an immediate benefit for cooperative long-term trust 
relationships which are beyond the immediate equivalence of benefits. If one 
agrees with Kay (1993) that firms’ relationships with their customers, suppliers, 
workers and financiers are critical to the ‘architecture of corporate success’, 
then a greater role for the market, which destroys such relationships, is detri-
mental to the performance of the real economy.
 Thus the ‘success’23 of American-style financial institutions is not ipso facto 
a sign of greater efficiency. Such financial institutions have benefited from the 
global financial liberalisation of recent years that has been a process where po-
litical aspects have surely been as important as considerations of economic 
performance. In this context financial systems based on the German-Japanese 
model have come under pressure, as Grahl (2001) has recently argued, but this 
is because of the nature of the external environment, of which the types of fi-
nancial polices being promoted by the EU stand out as paradigmatic cases.
 How well the new financial system will serve the EU10 economies as well 
as other possible new EU members remains to be seen. But there are clear 
grounds to be sceptical.24 Thirlwall (2000) himself has clearly outlined some of 
these with respect to the likely effect of further European integration on regional 
divergences within Europe. His pessimism is based on a set of overlapping 
concerns that have deeply influenced his work: the operation of cumulative 
causation as opposed to the neoclassical faith in financial flows naturally 
smoothing out regional differences; the existence of a balance of payments 
constraint on growth; the role of non-price factors in competitiveness; and the 
importance of manufacturing industry to growth and development. Crucial to 
this worldview is the idea that the market can indicate problems but cannot au-
tomatically provide the appropriate responses. While not neglecting the role of 
structural funds, he argues that the programmes, which are presently severely 
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underfunded, ‘need to create sustainable comparative advantages in disadvan-
taged areas, by developing clusters of inter-linked activities which can generate 
self-sustaining growth and weather the vicissitudes of the trade cycle […] In 
my view what regions and countries require as far as possible are individually 
tailored economic and social policies to suit there own particular needs’ (op. 
cit.). It is precisely what Conservative economic policy, with its faith in markets, 
failed to achieve in the 80s – by neglecting manufacturing, and the role of non-
price factors, this strategy failed to raise ‘the achievable growth rate’ (McCombie 
and Thirlwall, 1992).25

 The argument of this chapter is that the financial and macroeconomic frame-
work of the EU at present makes it difficult for the EU10 and the accession 
countries to promote tailored economic and social policies to suit there own 
particular needs. In particular we have argued that the type of institutions and 
policies that served Germany, Japan and South Korea so well are unlikely to be 
available. Both the macroeconomic and financial aspects of the dominant EU 
approach ignore the needs of the real economy, or at least show a remarkable 
confidence, not borne out by recent economic performance, in the ability of 
market forces to promote economic stability, growth and cohesion. Our reading 
is, therefore, that there is a pressing need for significant changes in the priorities, 
policies and institutions within the EU. The EU cannot be ignored, in part be-
cause some of the institutions and economic policies supported by economists 
in the Keynesian and post-Keynesian tradition are difficult to implement by 
small economies by their own. Tony Thirlwall, on the other hand, has been a 
vociferous critic of further European integration. Whatever the merits of this 
argument, we both agree that narrowing the options is unlikely to lead to en-
hanced economic performance let alone greater social cohesion.

NOTES

Acknowledgements: A much earlier version of this chapter was given at a FISC conference ‘Global 
Finance and Social Europe’, London, November 2003. We are grateful for the comments we re-
ceived. The arguments presented in the chapter reflect the views of the authors themselves and 
should not be ascribed to the institutions they represent.

 1. Tony Thirlwall, as all who know him will attest, has never been short of strong opinions. But 
he is the type of academic who, while vigorously defending his corner when amongst his 
peers, has always shown infinite kindness and tolerance to post-graduate students and younger 
academics. Since both the authors started their careers as lecturers at the University of Kent, 
it is appropriate to acknowledge here that we are both the beneficiaries of that kindness and 
tolerance. We shall always be grateful for his helping hand.

 2. For an account of institutional economies and an assessment of their advantages and disad-
vantages with respect to more liberal economies see Crouch and Streeck (1997) and 
Hollingsworth and Boyer (1997).

 3. The characteristics of ERM II are discussed in more detail in Gibson and Tsakalotos 
(2002).
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 4. See Dominguez and Frankel (1993). It is also thought that the upheavals in the old ERM in 
1992 and 1993 were not helped by the stance of the Bundesbank on intervention to support 
affected currencies (Cobham, 1994).

 5. As Keynes warned in 1941 ‘Loose funds may sweep around the world disorganising all steady 
business. Nothing is more certain than that the movement of capital funds must be regulated; 
– which in itself will involve far-reaching departures from laissez-faire arrangements’ (Quoted 
in Thirlwall, 1999).

 6. For an excellent critique of this literature, both on the underlying theory and the empirical 
evidence see Forder (2000).

 7. See, for instance, Giavazzi and Pagano (1990).
 8. Stiglitz (2004) argues that the 1990s boom in the US cannot be reduced to Clinton’s fiscal 

consolidation.
 9. Skidelsky (1992, chapter 11) provides a fascinating account of the economic arguments during 

this period and draws our attention to the extent to which modern concerns with credibility, 
and even Ricardian equivalence, have long histories.

10. As Keynes argued during the Great Depression, ‘At the present time all governments have 
large deficits. [They are] nature’s remedy, so to speak, for preventing business losses from 
being … so great as to bring production altogether to a standstill’ (Quoted in Skidelsky, 1992, 
p. 394). Fitoussi (1997) argues that European policy-makers failed to take this into account in 
the late 80s and early 90s, and reacted to rising budget deficits with an overall stance that was 
unnecessarily restrictive.

11. Writing in 1931 Keynes believed that while inflation can be a problem ‘it is worse in an im-
poverished world to provoke unemployment than to disappoint the rentier’ (Quoted in 
Thirlwall, 1999). Henley and Tsakalotos (1993b) argue that Keynes optimism concerning in-
flation control was related to his belief that a certain kind of elite could be trusted not to act 
irresponsibly. In a modern age this rather elitist conception is unlikely to cut much ice, and 
in this context one must either rely on unemployment or corporatist arrangements for the 
problem of inflation – we return to the issue of corporatism below.

12. Whilst debt tends to be low in acceding countries, budget deficits have proved more difficult 
to control on a sustained basis. Interestingly, given our concerns in the second section of this 
chapter, one way of controlling debt is by using privatisation receipts. However, privatisation 
generates more of an equity culture and encourages the entry of Anglo-Saxon style institutional 
investors with the result that outsider financial systems become prevalent.

13. Moreover Forder argues that the conception of democracy that credibility theorists seem to 
think is not threatened, by such institutions as an independent central bank, is a very limited 
one. In particular he argues that this conception is restricted to instrumentalist accounts of the 
value of democracy.

14. Indeed, in official documents, emphasis is always placed on the independence of the various 
parties and the fact that that independence should not in any way be compromised (European 
Council, Presidency Conclusions, Cologne, pp. 5 and 8).

15. Thus, in the BEPGs, there is an emphasis on the need for wage agreements not to imitate each 
other across countries and to take into account regional differences in productivity growth, 
skill levels and unemployment. The decentralising dynamic behind this is that the EU is pro-
moting the idea that these differences are not just between countries within EMU but within 
regions themselves in the different countries.

16. On Kaldor’s view that monetarism entailed the deliberate use of unemployment to discipline 
labour see Thirlwall (1994). Henley and Tsakalotos (1993) discuss the role of social corporat-
ism as an alternative to the deliberate increase in unemployment.

17. In part this approach has been inspired by the New Keynesian approach to the labour market. 
For a discussion of the theoretical underpinnings of the European Employment Strategy see 
Tsakalotos (2001).

18. See Henley and Tsakalotos (1993).
19. We discuss these issues in more depth in Gibson and Tsakalotos (2003).
20. Documentation relating to the Financial Services Action Plan is available at http://europa.

eu.int/comm/internal_market/en/finances/actionplan/. For the Risk Capital Action Plan go to 
http://europa.eu.int/comm/economy_finance/publications/riskcapital_en.htm.
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21. The Take-over Bids Directive initially was voted down by the European Parliament. A new 
and much watered down version was eventually adopted in April 2004.

22. For an up to date survey of the literature see Gibson and Tsakalotos (2003).
23. For a critique of the evidence on the supposed superiority of liberal finance institutions see 

Zhu, Ash and Pollin (2002).
24. It is worth noting that Anglo-Saxon style financial systems are not know for their generosity 

in providing funds either for small or medium-sized enterprises (SMEs, because the institu-
tional investors which dominate financial markets find larger companies easier to follow) or 
for manufacturing companies (because they tend to be capital intensive and do not necessarily 
generate a lot of cash). Given that growth dynamics in the EU10 are heavily dependent on 
SMEs and that manufacturing may be especially important as an engine of growth at lower 
levels of development, the promotion of Anglo-Saxon style systems is even less appropriate.

25. Curiously Thirlwall (2000) ends up with a more upbeat portrayal of some of the supply-side 
aspects of the 80s economic policy, which it is argued were negated by poor macroeconomic 
policy. But this, as far as we can ascertain is not typical.
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12. Competition and competition policy in 
emerging markets: international and 
developmental dimensions*

Ajit Singh†

1. INTRODUCTION – COMPETITION POLICY AND 
DEVELOPING COUNTRIES: THE INTERNATIONAL 
CONTEXT

Developing countries are today faced with a range of new issues related to the 
microeconomic behaviour of economic agents – individuals, households and 
corporations – in these societies. In the past, such behaviour, and a country’s 
institutional arrangements which supported it, has been the prerogative of sov-
ereign nation states. However, with liberalisation and globalisation these matters 
are today regarded as legitimate objects of attention by the international com-
munity. Hence, under the new International Financial Architecture which is 
being constructed following the Asian crisis, emerging countries are being asked 
to reform their systems of corporate governance, labour laws, competition policy 
and other similar institutional structures. With respect to competition policy, 
which is the subject of this chapter, it is suggested by many policy makers that 
not only do developing countries require a competition policy, but a multilateral 
one would be greatly to their advantage.
 The main purpose of this chapter is to brief developing countries on the 
complexities of this issue as well as its important policy implications for eco-
nomic development. The chapter will examine the virtues and limitations of 
both national and international competition policies.
 Contrary to the wishes of developing countries, the so-called “Singapore is-
sues” were included in the WTO’s November 2001 Doha Declaration of 
Ministers: these are investment, competition policy, trade facilitation and gov-
ernment procurement.1 Competition policy was put on the agenda at the 
Singapore Ministerial meeting in 1996 as part of a review of the relationship 
between trade and investment. As this topic was being included in the WTO’s 
work program – even at that time over the objections of developing countries – it 
was agreed that the matter should be studied by a working group with a remit 
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to pay particular attention to the development dimension of competition policy. 
This was to be without prejudice to the question of any prospective negotiations 
on the subject.2 However, five years later at Doha, in one of the more confusing 
paragraphs of the Declaration, Ministers “agreed that negotiations will take 
place after the fifth Session of the Ministerial Conference on the basis of a deci-
sion to be taken, by explicit consensus, at that Session on modalities of 
negotiations”. Many, but by no means all,3 developed countries consider this as 
a mandate to launch negotiations at the fifth Ministerial in 2003 or shortly 
thereafter, whereas most developing countries maintain that the negotiations 
may be years off, as a decision to launch them must be taken by “explicit con-
sensus”. Much of this divergence arises from the undefined word “modalities”, 
which countries choose to interpret in different ways.4

 At India’s request, Yussef Hussain Kamal, the Conference Chair at Doha, 
presented the following clarification: “In my view, this would give each Member 
the right to take a position on modalities that would prevent negotiations from 
proceeding after the fifth Session of the Ministerial Conference until that Mem-
ber is prepared to join in an explicit consensus” (ICTSD, 2001, p. 5). As the 
clarification seems to express only a personal view, the legal status of the Chair’s 
statement remains unclear. It is not formally attached to the Ministerial Declara-
tion itself, but forms part of the official Conference proceedings.
 Be that as it may, it is quite clear that sooner or later developing countries 
will need to be ready to enter into discussions or negotiations with advanced 
countries with respect to competition policy at the WTO as well as other multi-
lateral, regional or bilateral fora.5 International concern about the state of 
competition and competition policy in emerging countries precedes and goes 
beyond the Doha Declaration. This is because these issues also derive their in-
ternational significance from some important analyses of the Asian financial 
crisis of 1997–98 and the subsequent proposals on the New International Fi-
nancial Architecture. Competition and competition policy figure prominently 
in these designs for a new architecture for the global economic system. This is 
due to the fact that international financial institutions and orthodox economists 
suggest that the “deeper causes” of the recent Asian crisis were not the observed 
macroeconomic disequilibria but rather structural, linked to the normal Asian 
way of doing business. Apart from crony capitalism and close relationships be-
tween firms, banks and governments, such analyses single out for particular 
attention the allegedly poor competitive environment in the crisis-affected 
countries (Thailand, Indonesia and Korea). Further, in order to forestall future 
crises, it is argued that emerging markets need to be more open, transparent and 
“competitive”.6

 Nevertheless, it will be emphasised here that apart from these international 
dimensions, competition and competition policy are also important for develop-
ing countries in their own right. The present chapter builds on the author’s 
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previous work in this area (Singh and Dhumale, 1999; Singh 2001a, 2001b) and 
extends it in a number of directions including specifically the analysis of:

(1) the relationship between competition, competition policy and development 
at the national level;

(2) the important implications of the recent new conceptual advances in the 
theory of industrial organisation for competition policy in developed and 
developing countries;

(3) the impact of market power exercised by industrial country firms on de-
veloping countries, including a more complete examination of the effects 
of the current cross-border international merger wave;

(4) in addition, the chapter puts forward a proposal for establishing an inter-
national competition authority to monitor anti-competitive behaviour by 
large multinationals, and discusses the desirability of such an authority, 
and what form it should take to address the concerns and particular needs 
of developing countries.

The chapter is organised as follows. Section II will consider the current state 
of competition and national competition policies in emerging markets and ex-
amine the relationship between competition, competition policy and economic 
development. Section III argues that although developing countries may not 
have needed competition policies in the past, they do so now in the wake of 
liberalisation and globalisation and the structural changes that these have 
brought about both at the national level (privatisation and deregulation) and at 
the international level (the gigantic international merger movement of the 
1990s). Section IV will examine competition policy in the United States, the 
European Community and Japan in the light of new developments in economic 
theory and draw implications for developing countries. Sections III and IV are 
concerned, by and large, with national competition policies. Section V considers 
the desirability or otherwise of multilateral competition policy for developing 
countries. In that context it also examines a proposal for an international com-
petition authority. Section VI concludes by summing up the main message of 
the chapter.

2. COMPETITION AND COMPETITION POLICY

2.a. Competition and Competition Policy in Emerging Markets

2.a.1. The state of competition in emerging markets
What is the nature of competition in emerging markets and how intensive is it? 
Strange as it may seem, in the light of market-oriented reforms which many 
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developing countries have been implementing over the last two decades, there 
are not many empirical studies on this topic.
 There are a bare handful of comparative international studies for developing 
countries which provide data on variables such as three-or four-firm concentra-
tion ratios. Even this information tends to be somewhat dated. There also exist 
for a few countries more detailed studies usually in the standard structure-con-
duct-performance (SCP) paradigm.
 In the absence of hard evidence, it is not surprising that there is considerable 
disagreement among economists speculating about the degree of competition 
in developing countries.
 Laffont (1998) suggests that these countries exhibit segmented product mar-
kets, discretionary government regulations and considerable corruption and 
hence are not very competitive. As noted earlier, the advocates of the structural-
ist theory of the Asian financial crisis of 1997–98 believe that the crisis-affected 
Asian countries, including Korea, suffered from poor competitive environments 
that resulted in overinvestment. Michael Porter (1990), on the other hand, sug-
gests that the Korean chaebol (large conglomerates) display highly rivalrous 
behaviour, and in the areas where Korea has been internationally successful, 
these companies have been subject to intense national and international 
competition.
 Some apparent support for the lack of competition referred to above is pro-
vided by evidence on how relatively difficult it is to start a new business in 
emerging markets, due to complex government regulations and bureaucracy.7 
There are also considerable barriers to exit in many developing countries. Fur-
ther, there is evidence that many developing countries favour large firms at the 
expense of small firms in the provision of finance and other measures.
 Data in Table 12.1 on concentration ratios lend some support to the competi-
tion deficit thesis. The table indicates that concentration ratios in developing 
countries have been quite high relative to advanced countries. However, Table 
12.2, which reports the share of small enterprises in total employment, suggests 
the opposite, i.e. that there may be greater competition in developing than in 
advanced countries. The differences between the US and the developing coun-
tries in Table 12.2 are quite dramatic. Whereas small enterprises (accounting 
for less than 10 workers) account for about 4% of total employment in the US, 
in emerging countries the share is several orders of magnitude higher. The data 
in Table 12.2 are subject to some important statistical biases, all of which would, 
if anything, understate the share of small firms in the economies of developing 
countries.8 In more general terms, what the data in tables 12.1 and 12.2 indicate 
is the dualistic structure of developing country economies: a large modern sector 
accounting for a big proportion of total output exists side by side with a very 
large traditional sector of small enterprises, which contribute an almost equal 
proportion of the economy’s output. Relative to advanced countries, the share 
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Table �2.� Concentration ratios in emerging markets

Economy Share Three-firm concentration ratios

Japan, 1980 56
Korea, Rep. of, 1981 62
Taiwan, China, 1981 49

 Four-firm concentration ratios

Argentina, 1984 43
Brazil, 1980 51
Chile, 1979 50
India, 1984 46
Indonesia, 1985 56
Mexico, 1980 48
Pakistan, 1985 68
Turkey, 1976 67
United States, 1972 40

Source: World Bank (1993).

of the small-scale sector in developing countries in terms of employment would 
be larger than in terms of output because of the bigger differences in capital in-
tensity of the two sectors in these countries.
 Thus, as far as the intensity of competition in the two groups of countries is 
concerned, Tables 12.1 and 12.2 provide conflicting information. Moreover, 
these data bear only on the static measures of concentration, which have ac-
knowledged shortcomings as indicators of the intensity of competition. To obtain 
a more complete picture of the competition process, it is necessary to supple-
ment these static measures with indicators of the dynamics of the competition 
process. Fortunately there now exist some studies on this subject, and it is also 
useful that they employ different methodologies to model the dynamics. First, 
there is research by Glen, Lee and Singh (2001), which examines the persistency 
of profits in seven emerging markets in the 1980s and the early 1990s. The au-
thors use exactly the same methodology as that employed by “persistence of 
profitability studies” for advanced countries. The results of their time series es-
timates of persistence coefficients in emerging markets are reported in Table 
12.3. For purposes of comparison, Table 12.4 summarises the results of similar 
studies for advanced countries. Surprisingly, the results indicate that developing 
countries have consistently lower persistency coefficients than those observed 
for advanced countries, indicating that on the normal interpretation of such 
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Table �2.2 Distribution of employment shares for small enterprises in 
developing countries and the US

Number of Workers 1–4  5–9

United States, 1992 1.3  2.6
Mexico, 1993 13.8  4.5
Indonesia, 1986 44.2
S. Korea, 1973 7.9
S. Korea, 1988   12
Taiwan, 1986   20
India, 1971  42
Tanzania, 1967  56
Ghana, 1970  84
Kenya, 1969  49
Sierra Leone, 1974  90
Indonesia, 1977  77
Zambia, 1985  83
Honduras, 1979  68
Thailand, 1978  58
Philippines, 1974  66
Nigeria, 1972  59
Jamaica, 1978  35
Colombia, 1973  52
Korea, 1975  40

Source: Adapted from Tybout (2000).

Table �2.3 Developing countries: mean values of λi and proportion of 
significantly positive and significantly negative YiLR

 Mean λi Positive YiLR Negative YiLR

Brazil 0.013 1/56 3/56
India 0.229 2/40 4/40
Jordan 0.348 1/17 0/17
Korea 0.323 7/82 2/82
Malaysia 0.349 4/62 7/62
Mexico 0.222 0/39 0/39
Zimbabwe 0.421 0/40 4/40

Source: Glen, Lee and Singh (2002).
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results, developing countries are subject to no less, if not greater competition, 
than advanced countries. The possible sources of bias in the empirical results 
for emerging economies have been examined by Glen, Lee and Singh (2002) 
and they find that these do not affect their main conclusions.
 Complementary evidence to that of Glen, Lee and Singh is provided by an-
other kind of research, which also bears on the dynamics of the competition 
process but uses a different methodology. This research, which examines turno-
ver, the entry and exit of firms, provides extremely interesting results. Some of 
the latter are summarised in Table 12.5. The Table indicates that there is greater 
turnover as well as entry and exit of firms in the small number of emerging 
markets for which such studies have been carried out than for advanced 
countries.
 Apart from these two kinds of studies done on the dynamics of the competi-
tion process, there are also other types of evidence pertaining to the efficiency 
of emerging market industries and to scale economies that do not accord with 
the conventional anecdotal account of the lack of competition in emerging 
countries. This empirical research has recently been reviewed by Tybout (2000, 
p. 38) who sums up the situation as follows:

Indeed, although the issue remains open, the existing empirical literature does not 
support the notion that LDC manufacturers are relatively stagnant and inefficient. 

Table �2.4 Persistence of profitability studies for industrial countries

Author Country Sample Observations Number Sample
  Period per firm of firms mean
     (Lamda 
     [i])

Geroski and Jacquemin  UK 1947–77 29 51 0.488
 (�988) France 1965–82 18 55 0.412
 Germany 1961–81 21 28 0.410
Schwalbach et al.  Germany 1961–82 22 299 0.485
 (�989)
Mueller (�990) US 1950–72 23 551 0.183
Cubbin and Geroski  UK 1948–77 30 243 0.482
 (�990)
Khemani and Shapiro  Canada 1964–82 19 129 0.425
 (�990)
Odagiri and Yamawaki  Japan 1964–82 19 376 0.465
 (�990)
Schohl (�990) Germany 1961–81 21 283 0.509
Waring (�996)c US 1970–89 20 12,986 0.540

Source: Goddard and Wilson (1999).
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Turnover rates in plants and jobs are at least as high as those found in the OECD, and 
the amount of cross-plant dispersion in measured productivity rates is not generally 
greater. Also, although small-scale production is relatively common in LDCs, there 
do not appear to be major potential gains from better exploitation of scale 
economies.

2.a.2. The state of competition policy in developing countries
Most developing countries have, until recently, operated without a formal com-
petition policy.9 As Table 12.6 suggests, until 1990 only 16 developing countries 
had a formal competition policy. With encouragement and technical assistance 
from international financial institutions and the WTO, 50 countries have com-
pleted legislation for competition laws in the 1990s, and another 27 are in the 
process of doing so. It should, however, be borne in mind that it takes about ten 
years for countries to acquire the necessary expertise and experience to imple-
ment such laws effectively (Scherer, 1994).

Table �2.6 Number of developing countries that have adopted competition 
laws, as of June 2000

 Pre-      Under
 1950s 1950s 1960s 1970s 1980s 1990s preparation Total

Asia / Pacific 0 0 2 2 2 14  6 26
Central / Eastern  0 0 0 0 1 16  1 18
 Europe
Latin America  1 2 1 1 0  6 10 21
 and Caribbean
Africa 0 1 0 1 2 14 10 28

Total 1 3 3 4 5 50 27 93

Source: Calculated from Table V.1, p. 151 of UNCTAD (2000).

 The main reason why developing countries did not have a formal competition 
policy was that it was not needed. This is because there was considerable state 
control over economic activity, and if the government thought there was anti-
competitive behaviour by some corporations or industries it intervened directly 
and fixed prices (such as for medicines and other essential products). Besides, 
state-owned industry was enjoined not to charge monopoly prices.
 There is also evidence that competition laws have varied widely in countries 
where they have been introduced. Based on a survey of competition laws in fifty 
countries, World Bank (2002) reports that there are important inter-country 
differences in three dimensions: (a) the definition of dominance; (b) the treat-
ment of cartels; and (c) enforcement. With respect to the definition of market 
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Table �2.7 Benchmarks of product market dominance in competition laws 
around the world

Country group Market share of the firm

Developing and transition countries  
East Asia  50–75 percent
Eastern Europe and Central Asia  30–40 percent
Africa  20–45 percent

Industrial countries  
United States  Two-thirds or more
European Union  40–50 percent

Source: World Bank (2002), p. 140.

dominance, for example, a majority of countries define it in qualitative terms. 
However, 22 countries out of 50 define it quantitatively, although with widely 
varying thresholds, as seen in Table 12.7. Similarly, the treatment of cartels 
varies greatly in its severity. On the effective implementation of competition 
laws, the World Competitiveness Yearbook, 2000, estimates that, based on a 
survey of top-and middle-management of firms in each country studied, com-
petition authorities in advanced countries are 40% more effective than their 
counterparts in developing countries.10

2.b. Competition, Competition Policy and Economic Development

2.b.1. Competition and competition policy
There would appear to be no obvious relationship between competition policy 
and competition, since, as we have seen, many developing countries have been 
able to maintain considerable competition in product markets despite the ab-
sence of a formal competition policy. An analytical reason for this lack of 
correspondence between competition and competition policy lies in the fact that 
developing country firms have been increasingly subject to foreign competition 
with the liberalisation of their economies. In the Asian NICs, even while they 
maintained selective import controls, their export-oriented policies exposed 
firms to competition in foreign markets. An additional reason was that govern-
ments in these countries organised contest-based competitions for state subsidies 
which were conditioned on the achievement of certain performance standards 
(export targets, foreign exchange earnings, and technological upgrading are a 
few of the contest objectives utilised by governments), with the winners receiv-
ing greater aid from the government.11
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2.b.2. Competition and economic development
The relationship between competition and economic development is controver-
sial, both in economic theory and in relation to empirical evidence. Economic 
orthodoxy posits a monotonic positive relationship between the two variables 
and therefore suggests that the greater the intensity of competition the better 
the economic performance.12 However, modern economic analysis seriously 
qualifies that conclusion. As Telser (1987) observed, despite the reluctance of 
“many economists to accept the proposition that competition may be excessive 
because the received theory regards competition as always good, the more there 
is the better”, new developments in the theory of industrial organisation indicate 
that the excess competition proposition is valid. These developments suggest 
that maximum competition is not necessarily the optimal degree of competition 
for promoting either economic welfare in the static sense, or, more importantly, 
in the dynamic sense, maximising the long-term trend-rate of growth of pro-
ductivity in the economy.13

 In the real world, it is recognised that the case for competition necessarily 
spurring economic efficiency at the micro-economic level is very weak because 
of the separation of management and control in large corporations, asymmetric 
information, transactions costs and agency problems. Indeed, Nickell (1996) 
suggests that the case for a positive link between competition and increased ef-
fort by economic agents is both theoretically tenuous and has little empirical 
support.14 Nickell argues, therefore, that the virtues of competition are more 
convincing at the broad-brush impressionistic level rather than on the basis of 
rigorous econometric studies. He cites the broad, long-term experience of Japan 
(good – due to a high level of competition) and that of communist Eastern Eu-
rope (bad – because of lack of competition) as the best confirmation of the 
positive relationship between competition and economic development.
 The seminal World Bank (1991) Report which provided the intellectual basis 
for the Washington Consensus contended on its first page that:

Competitive markets are the best way yet found for efficiently organizing the produc-
tion and distribution of goods and services. Domestic and external competition 
provides the incentives that unleash entrepreneurship and technological progress. 
(p. 1)

The Report’s basic analytical approach was to suggest that the fastest growing 
countries were those with the most rapid growth of total factor productivity 
(TFP). The latter in turn depended on domestic and foreign competition achieved 
through free markets. The role of the state was, in this view, essentially that of 
a “night watchman” concerned with providing human capital and physical and 
social infrastructure that provides a conducive environment in which business 
can flourish. This may be a plausible model in theory but in practice it did not 
describe the East Asian experience at all accurately. However, as World Bank 
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(1993) itself acknowledged in its subsequent report on the East Asian miracle, 
these countries did not have maximum competition in product, capital or labour 
markets, but rather strived to achieve an optimal degree of co-operation and 
competition. Thus, for example, the Japanese and Koreans implemented selec-
tive import controls; fostered close relationships between government, business 
and finance; and discouraged foreign investment while importing technology 
from abroad by other means.15 The “broad-brush” East Asian evidence, in short, 
does not bear out Nickell’s claims for the virtues of competition in relation to 
economic development (see Singh, 2003b). The experience of China, which for 
the last two decades has had one of the fastest growth rates in the world, is also 
consistent with this East Asian story. The Chinese economy has been able to 
register such fast growth rates despite its segmented product markets and highly 
imperfect capital and labour markets.
 Nickell’s (1996) own study reports a positive relationship between competi-
tion and long-run productivity growth for UK firms. He notes, however, that in 
general, empirical evidence for the claim that competition enhances corporate 
performance is not overwhelming. Detailed microeconomic research also indi-
cates that there is no monotonic relationship between competition (as proxied 
by the number of firms) and managerial effort or other benefits of competition. 
On the basis of game-theoretical models as well as empirical studies, World 
Bank (2002, p. 134) notes that it is possible to attain the benefits of competition 
– greater efficiency and innovation in product markets – with “some” degree of 
competition, but competition by a large number of firms is not always 
required.
 Another useful piece of evidence comes from an interesting recent study by 
Aw, Chung and Roberts (2002) that systematically compares turnover and exit 
and entry rates for South Korean and Taiwanese firms in seven comparable in-
dustries in the late 1980s. The results indicate that, on all the dynamic measures 
of competition examined by the authors, Taiwan was more competitive than 
South Korea. Nevertheless, it is worth noting that the overall trend rates of 
growth in the two economies have been very similar in the period examined as 
well as over a longer period.
 To sum up, the main point that emerges from the above discussion of the re-
lationship between competition and economic development is that a suitable 
combination of co-operation and competition is more likely to enhance societal 
welfare than competition alone. This conclusion is supported not only by the 
experience of the East Asia countries and China, but also by that of industrial 
districts in Italy and in many other countries.15 Further, recent theoretical de-
velopments suggest that, in relation to innovation, “inter-firm co-ordination even 
among horizontal competitors can bring substantial welfare benefits.” (Baumol, 
2001 p. 736).
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3. COMPETITION POLICY, LIBERALISATION AND 
GLOBALISATION

3.a. Competition Policy, Privatisation and Deregulation

Notwithstanding developing countries’ lack of experience with competition 
policies, and the general scepticism about whether maximum or perfect com-
petition is optimal for long-term productivity growth, there are good reasons to 
suggest that, under the present global economic arrangements, it is important 
for developing countries to establish formal competition policies. This is pri-
marily because enormous structural changes have occurred in developing 
country economies during the last two decades as a result of privatisation and 
deregulation. These have been spawned by technological, economic, political 
and ideological forces, which are leading to liberalisation as well as greater in-
tegration of the world economy. As many of the privatised firms include natural 
monopolies, it is important that an appropriate regulatory and competition policy 
framework be in place to ensure improved economic performance. In relation 
to the question of perfect versus optimum degree of competition, it will be ap-
preciated that nuanced competition laws will be required to implement optimal 
competition.
 A significant danger is that privatisation may simply lead to a substitution of 
public sector monopolies by private monopolies, which would arguably reduce 
social welfare, as unlike in the case of the public sector, the private sector is 
usually under no formal injunction to advance people’s wellbeing. In addition, 
the experience of privatisation in the UK and many other countries suggests that 
it is not ownership itself which affects performance, but rather the external en-
vironment, particularly as regards to competition, which is the more important 
factor.17 Hence, the need for an appropriate competition policy.

3.b. The International Merger Wave and Competition Policy in 
Developing Countries

Another extremely important reason for developing countries to have competi-
tion laws today derives from the huge international cross-border merger 
movement which has been re-shaping the world economy during the last decade. 
UNCTAD (2000, 2001) data shows that the global value of cross-border acquisi-
tions has risen from about 0.5% of world GDP in the mid-1980s to well over 
2% in 2000. As these international mergers, as well as those between large cor-
porations within the developed countries themselves, are quite central to the 
policy proposals which will be put forward later, it is important to carefully re-
view the stylised facts and what the vast literature on mergers has taught us 
about these phenomena.
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3.b.1. The 1990s global merger wave in historical perspective
The first stylised fact about mergers is that these normally come in waves. Sec-
ondly, analyses suggest that each wave generally has the stamp of special 
factors; these normally lead to differing perceptions concerning asset values 
among economic agents which in turn encourages mergers (Gort, 1969). Among 
the largest recorded waves in the United States is that between about 1890 and 
1905.18 This wave – dominated by “mergers for monopoly” – saw the creation 
of giant US firms which subsequently dominated the industrial landscape for 
much of the 20th century. Ironically, it is thought that the Sherman Antitrust Act 
of 1890, by outlawing co-operation between firms, thereby encouraged merg-
ers.19 The 1920s wave was labelled by Stigler as “mergers for oligopoly”. The 
wave of the 1960s was characterised by conglomerate mergers and that of the 
1980s by the “bust-up” of the same conglomerate mergers and by leveraged 
buy-outs.
 The 1990s merger movement, in contrast, has witnessed “size-increasing 
blow-up mergers” creating very large global players. This wave had its origin 
in new technology, globalisation and deregulation, factors which, not surpris-
ingly, lead to dramatic disturbances in economic agents’ perceptions of market 
valuations of firms, fuelling mergers. Many of these mergers are defensive in 
that, once one large player takes over another company, other players are obliged 
to follow suit, through defensive takeovers, in order to maintain their market 
share. Holmstrom and Kaplan (2001) argue that a distinguishing feature of the 
1990s merger wave in the US was enormous changes in corporate governance. 
In their view, during the 1980s the capital market exercised an increasing influ-
ence on corporate performance through leveraged buy-outs and other hostile 
tender offers for firms. However, by the 1990s, managers appear to have inter-
nalised the virtues of maximising shareholder value as their main motivation, 
not least because they themselves benefited through stock options. In brief, the 
work of leading scholars in this area suggests that the 1990s takeover wave in 
the US and in the world economy has been motivated by firms trying to achieve 
domination and bigger size in a global market. This has been effected by of-
fensive takeovers in the market for corporate control, even though their intent 
in terms of product market competition may have been defensive, e.g. maintain-
ing market share in the face of takeovers by competing firms.
 The US merger wave of 1990s appears to have come to an end with the defla-
tion of the technology bubble on the stock market in the first half of 2000. 
However, once the stock market revives, there continue to exist a number of 
factors which could propel another merger movement. In previous merger waves 
most mergers were national, that is, within national boundaries. This was par-
ticularly striking in the merger wave of the 1960s which took place simultaneously 
in most leading industrial economies. However, despite these waves occurring 
at the same time in many countries, there were surprisingly few cross-border 
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takeovers (Singh, 1992). In that sense, the 1990s merger wave, with a huge 
component of cross-border takeovers, has been quite unique.
 It is also important to note that most cross-border mergers take place among 
industrial countries themselves. They are closely linked with foreign direct in-
vestment (FDI). Indeed, most of the FDI among advanced countries nowadays 
occurs through this channel. However, the incidence of cross-border takeovers 
via FDI is much lower in developing than in advanced countries. The overall 
estimate of the size of cross-border takeovers in developing countries (see Table 
12.8) is somewhat misleading as it is heavily influenced by China. The latter is 
the largest developing country recipient of FDI, but it generally permits only 
greenfield FDI. If China is excluded, cross-border takeovers constitute a far 
larger and growing part of FDI in other developing economies (UNCTAD 
1999).

Table �2.8 Cross-border M&As:a sales and purchases, �998–99 (US$ 
billions)

Region/economy Sales Purchases

 1998 1999 1998 1999

Developed countries: 445.1 644.6 511.4 677.3
European Union 187.9 344.5 284.4 497.7
United States 209.5 233.0 137.4 112.4
Japan 4.0 15.9 1.3 9.8

Developing countries 80.7 63.4 19.2 41.2
Africa 0.7 0.6 0.2 0.4
Latin American and the Caribbean 63.9 37.2 12.6 24.9
Europe  0.3  
Asia 16.1 25.3 6.4 15.9
Pacific  0.1  

Central and Easter Europeb 5.1 10.3 1.0 1.6

Worldc 531.6 720.1 531.6 720.1

Notes:
aCross-border M&As that result in the acquisition of more than 10% equity share.
bIncludes the countries of the former Yugoslavia.
cIncludes amounts which cannot be allocatied by region.

Source: UNCTAD (2000).
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3.b.2. Benefits and costs of mergers
What are likely to be the benefits and costs of the 1990s merger wave to different 
groups of countries and to the global economy? In theory, takeovers can increase 
societal welfare through two separate channels. The first is the threat of takeo-
vers, which may oblige inefficient firms to become more efficient; the second 
is through the actual takeovers themselves, which may lead to synergies between 
the activities of the acquired and acquiring firms. An obvious social cost of the 
second channel is the potential monopoly power of the merged firms.
 It is significant that, although takeovers and mergers are central to the theory 
of the firm, to industrial organisation, privatisation and deregulation amongst 
other fields of study, there is no unified theory of mergers as such (see further 
Singh, 1992). However, issues concerning the costs and benefits of mergers 
have been explored in a vast literature comprising both analytical and empiri-
cal studies.20 In order to give coherence to the empirical studies, I shall briefly 
review the work on the nature of the takeover selection mechanism on the 
stock market; this includes, inter alia, the question above concerning the ex-
tent to which the threat of takeovers is effective in improving economic 
performance of inefficient firms (measured by profitability). Singh 1971 and 
1975, which were among the first studies on this subject, investigated this by 
comparing the multivariate characteristics of: (a) acquired and non-acquired 
firms; (b) acquiring and acquired firms; and (c) acquiring and non-acquiring 
firms. Briefly, Singh’s main result was that selection in the market for corpo-
rate control does not occur solely on the basis of performance (e.g. profitability 
or stock market valuation); it also occurs on the basis of size, which is the 
more important discriminator. Thus, a large unprofitable firm has a better 
chance of survival than a small, relatively more profitable firm. These results 
on the empirical characterisation of the selection mechanism have been con-
firmed in many subsequent studies (see Table 12.9 which summarises a wide 
range of studies from different countries on this and other points related to 
takeovers).
 The effects of mergers have been studied by industrial organisation econo-
mists in terms of profitability and by financial economists in terms of stock 
market valuation. Most studies by industrial organisation economists invariably 
find reduced profitability after mergers, or, at the best, no change, after control-
ling for all the relevant factors.21 Financial economists, on the other hand, 
believe that mergers increase the stock market value of the combined firms. This 
valuation undoubtedly increases during a short period of a few weeks preceding 
the takeover event. At that time, the acquired firm’s value increases by an aver-
age of 20–30%; the acquiring firm’s value remains more or less the same. The 
combined result is greater value. However, the acquiring firm’s shareholders 
suffer systematic losses which begin as soon as six months after the takeover 
and which may go on for a number of years.
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Table �2.9 Merger studies results: a summary

Characteristics Bidder Target
Size >industry, > target < industry, < bidder
Profitability > industry, > target > industry, < bidder
Growth > industry, > target < industry, < bidder
Market-to-book ratio < industry ?

Effects of the acquisition
Return on share announcement about equal to long-run losses premium 

20–50 percent
Profits down
Sales down
Market share down, in most cases at the loss of the target
Investment about same
R&D about same
Asset restructuring yes
Management turnover yes
Labour costs down

Elements of success
Relatedness related business > horizontal > vertical > conglomerate
Size difference big difference > equal size
Motive tender offer > merger; hostile ? Friendly
Market-to-book ratio value bidders > glamour bidders
Financing cash > stock

Source: Tichy (2002).

 On the question of whether mergers lead to concentration or monopoly power, 
there is a large and controversial literature. On one side are economists who be-
lieve that with liberalisation of trade throughout the world, the size of the relevant 
market has enormously increased and therefore the monopoly power effects of 
mergers are no longer significant. This view is strongly contested by others. 
Tichy (2002), in his comprehensive survey of the merger literature, notes that

Contrary to widely held opinion, concentration is a quickly increasing problem, even 
with the extension of markets resulting from the new policy of the big corporations. 
Driven by the superficial advice of their consultants they strive hard to belong to the 
top three in their respective market, and sometimes they concentrate forcefully on 
narrowly limited markets to achieve this goal. If they are successful, a great number 
of oligopolistic markets with very few competitors result, strongly supporting collu-
sion. (Tichy, 2002, p. 20)
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He concludes by observing that the “goal of being among the three leading 
players in the world market creates oligopolistic power if the competitive fringe 
is not extremely strong, as the likelihood of strong competition with fewer than 
four to five competitors is rather small”.
 It will be useful at this point to review a recent massive study of the effects 
of mergers carried out by Gugler et al. (2003). They examined mergers of the 
decades of the 1980s and the 1990s in a large number of countries in all parts 
of the world, where the relevant data is available. Defining merger as a transac-
tion where more than 50% of the equity of the “victim” firm is acquired, their 
data suggests that between 1981 and 1998 there were nearly 70,000 merger an-
nouncements; of these 45,000 were actually completed, nearly half of them in 
the United States (see Table 12.10). The results of their study of the effects of 
these mergers on profits, sales and market value and their overall findings are 
reported in Table 12.11. These results are broadly consistent with those of much 
of the merger literature. The effects of mergers on profitability are positive but 
insignificant, until the fifth year after merger when the positive effect is signifi-
cant only at the 10% level. The impact on sales and market value are strongly 
negative and statistically significant from the merger year onwards.
 In terms of the methodology presented by Gugler et al., mergers which en-
hance the efficiency of the merging firms should demonstrate an increase in both 
their profits and their sales. An efficiency-reducing merger would have a nega-
tive effect both on sales and on profits. A merger which increases market power 
would increase profits and reduce sales. Overall, the authors’ results indicate 
that no more than a quarter of the mergers appear to increase efficiency, and a 
quarter increase profits by increasing the market power of the firms involved. 
About 50% of the mergers fail, paying for increased sales by reduced profits or 
losing sales as well as profits. The authors of this study were also able to com-
pare the effects of cross-border mergers with those of domestic ones. These 
results suggest broadly similar effects.
 The above analysis of the effects of mergers has taken a rather narrow, eco-
nomic efficiency view of their benefits and costs. A more comprehensive 
analysis must also include a discussion of the distributional consequences of 
mergers, as these often tend to be quite large. The benefits of mergers may, for 
example, go to shareholders whilst the costs may be borne by workers who lose 
their jobs as a result of rationalisation. Although the importance of these distri-
butional issues is recognised (see for example Shleifer and Summers, 1988; 
Singh, 1993), there is very little empirical literature on the subject. In the context 
of the present chapter the issue of the distribution of the gains and costs of 
mergers between countries is also pertinent.
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Table �2.�0 Number of deals, value of deals (millions of dollars), 
percentage of cross-border deals, percentage of horizontal and 
conglomerate mergers by years and country groupings

 Year

 until 1990 1991/92 1993/94 1995/96 1997/98 Total

US      
Number of deals 8194 1965 2840 3783 4369 21151
Value of deals 242.44 104.45 139.33 195.70 313.94 221.19
% cross-border 0.03 0.12 0.14 0.16 0.17 0.11
% horizontal 0.38 0.47 0.49 0.49 0.48 0.44
% conglomerate 0.56 0.48 0.47 0.48 0.49 0.51

UK       
Number of deals 1180 501 790 1138 1148 4757
Value of deals 220.07 113.82 61.11 97.13 158.92 139.32
% cross-border 0.35 0.30 0.27 0.27 0.36 0.32
% horizontal 0.31 0.36 0.35 0.38 0.36 0.35
% conglomerate 0.64 0.59 0.62 0.58 0.61 0.61

Western Europe       
Number of deals 986 2125 1996 2364 2059 9530
Value of deals 398.95 188.63 163.41 144.44 320.33 241.90
% cross-border 0.54 0.24 0.27 0.33 0.48 0.35
% horizontal 0.37 0.44 0.37 0.36 0.34 0.38
% conglomerate 0.59 0.53 0.59 0.61 0.63 0.59

Japan       
Number of deals 172 88 61 151 168 640
Value of deals 528.91 474.11 198.55 754.97 177.43 478.73
% cross-border 0.81 0.72 0.59 0.34 0.45 0.57
% horizontal 0.33 0.30 0.36 0.35 0.35 0.34
% conglomerate 0.62 0.70 0.61 0.63 0.61 0.63

Aus./NZ/Canada       
Number of deals 671 425 549 767 875 3287
Value of deals 357.63 69.55 61.56 126.97 109.70 150.54
% cross-border 0.38 0.23 0.32 0.28 0.36 0.32
% horizontal 0.44 0.43 0.48 0.40 0.39 0.42
% conglomerate 0.52 0.55 0.49 0.57 0.58 0.54

Rest of world       
Number of deals 371 553 831 1731 1733 5219
Value of deals 278.88 150.74 88.64 112.76 142.92 132.60
% cross-border 0.50 0.26 0.33 0.25 0.35 0.31
% horizontal 0.34 0.36 0.35 0.37 0.37 0.36
% conglomerate 0.59 0.59 0.63 0.60 0.60 0.60

Total       
Number of deals 11574  5657  7067  9934  10352  44584
Value of deals 260.63 131.11 116.51 162.7 243.09 199.71
% cross-border 0.16 0.21 0.23 0.24 0.30 0.23
% horizontal 0.37 0.43 0.42 0.42 0.41 0.41
% conglomerate 0.57 0.53 0.54 0.55 0.56 0.55

Source: Gugler et al. (2003).
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3.b.3. The international merger movement and developing countries
The foregoing examination of the causes and effects of the current international 
merger movement raises important concerns for developing countries. First, 
there are the obvious questions of increased market power of large multination-
als and their potential abuse of this dominance. Developing countries are clearly 
affected directly by the monopoly power effects of international mergers, as 
when a foreign multinational acquires a domestic firm. However, they are also 
affected indirectly even when mergers take place outside their jurisdictions, e.g. 
within advanced countries themselves. The “rule of being in the top three”, as 
Tichy argues, reduces the contestability of these markets and is especially harm-
ful to the interests of late industrialising countries whose firms are building up 
their capabilities to compete in international markets. The reduced contestability 
of markets is therefore of special concern for developing countries.
 Developing countries clearly need a competition policy in order to be able to 
deal with these issues of market dominance and abuse of dominant positions. 
However, even with such legislation on the statute books these countries may 
not have the power to restrain cartels and other uncompetitive conduct by large 
multinationals, owing to inadequate development of their legal and institutional 
frameworks, lack of information and difficulties of proving that prices are being 
manipulated by international cartels. It has become conventional to underplay 
the practical significance of cartels, presumably on the ground that these ar-
rangements tend to be short-lived and their incidence is quite low. However, the 
US anti-trust authorities, which have long held a strong anti-cartel position, 
made their stance even stronger in the early 1990s. By the end of the decade the 
US position was accepted by EU and other advanced countries. Consequently, 
several industrial countries have passed legislation to stiffen the penalties for 
participation in illegal cartels. It is also increasingly recognised that the illegal 
cartels that are actually detected and prosecuted are merely the tip of a large 
iceberg.22 Recently, the US government fined participants in a European vita-
mins cartel a record sum of seven hundred and fifty million dollars. If such 
cartels can operate in an economy like that of the US, with its long history of 
anti-trust laws and their enforcement, it is more than likely that their incidence 
will be quite high in developing countries.
 The experience of the 1930s with widespread cartelisation in peripheral 
countries points in the same direction. During that decade, it is estimated that 
very roughly 30 to 50% of the world’s exports were subject to cartel manipula-
tion of prices. The post-World War II reduction in the incidence of cartelisation 
may mainly be attributed to two factors: (a) stricter enforcement of laws against 
cartels in advanced countries, particularly the US; and (b) the replacement of 
cartels by straightforward mergers between firms.23 However, more recently, 
the EU Competition Commission has begun to vigorously prosecute cartel ar-
rangements in many different industries, so as to ensure that a single European 
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market is not thwarted by cartelisation and division of markets.24 The latter was 
widespread in the 1930s in the so-called sphere of influence cartelisation. It of-
ten took the form of European companies, for example, withdrawing from 
competition with the US firms in Latin American countries as these lay in the 
American sphere of influence. In return, the US corporations would undertake 
not to compete with Europeans in Southern and Eastern Europe, recognising 
these countries to be in the European sphere of influence.
 It is important to note that the anti-cartel legislation existing in advanced 
countries does not normally extend to developing countries. Indeed, on the 
contrary, exports or foreign markets are often explicitly exempted from such 
laws. In these circumstances, in addition to domestic competition policies, de-
veloping countries clearly require considerable co-operation from advanced 
countries to be able to cope at all effectively with the anti-competitive behaviour 
of advanced country cartels between the large multinationals. From the perspec-
tive of poor countries, it is therefore necessary not only to have the right kind 
of domestic competition policies, but also an appropriate framework for inter-
national cooperation on competition issues.

4. COMPETITION POLICY AND DEVELOPING 
COUNTRIES: TAKING ACCOUNT OF THE 
DEVELOPMENTAL DIMENSION

What kind of competition policy would be suitable for developing countries? 
In the light of the previous discussion, such a policy must at least be able to: (a) 
restrain anti-competitive behaviour by domestic privatised large firms; (b) limit 
abuses of monopoly power by mega-corporations created by the international 
merger movement; and (c) promote development.
 The question of what constitutes an appropriate competition policy for late 
industrialising economies will be examined here on the basis of economic theory 
and the historical experience of the developed countries – the European Union 
countries, the United States and Japan.

4.a. Competition Policy and Development: Analytical Considerations

Important guidance for competition policy is offered by the economic theory 
of the “second best”. Laffont puts forward the basic argument on the second 
best in the following terms:

Competition is an unambiguously good thing in the first-best world of economists. 
That world assumes large numbers of participants in all markets, no public goods, 
no externalities, no information asymmetries, no natural monopolies, complete mar-
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kets, fully rational economic agents, a benevolent court system to enforce contracts, 
and a benevolent government providing lump sum transfers to achieve any desirable 
redistribution. Because developing countries are so far from this ideal world, it is not 
always the case that competition should be encouraged in these countries. (Laffont, 
1998, p. 237)

 The basic idea is, of course, that, if some of the conditions for a competitive 
equilibrium are violated, a second-best solution would involve restrictions on 
competition. Precisely what those restrictions should be is a much more difficult 
question, because that depends on the nature and structure of the existing distor-
tions and whether these can be remedied through other means. Laffont is quite 
pessimistic about developing countries being able to implement competition 
laws because of widespread rent-seeking, corruption and ineffective govern-
ments in these countries. He makes a valid point that implementation of 
competition law requires a strong state which many developing countries 
lack.
 Pessimism is not, however, warranted in the case of all developing countries. 
Many semi-industrial countries have strong and effective governments, though 
not always fully democratic. These include some of the most populous countries 
in the developing world, such as China, India, Brazil and Mexico. There are 
also several well-known developmental states. Moreover, the question of cor-
ruption should be kept in perspective. Many of the East Asian countries, 
including China, do not rank very high in the transparency league table, and 
yet, these are the countries with the fastest rates of sustained growth in the his-
tory of humankind. Indonesia, for example, has become a byword for corruption 
during Suharto’s regime, yet during his thirty-year rule the country’s record was 
the best in the world in reducing poverty (Stiglitz, 1998).25 In South Korea, the 
two presidents who presided over that country’s rapid industrial expansion in 
the late 1970s and 1980s were each convicted by courts for accepting hundreds 
of millions of US dollars in bribes. Even in relation to developed countries, the 
post-WWII Italian economic miracle does not seem to have been hampered by 
widespread cronyism and corruption within the political establishment. There 
is clearly no simple relationship between corruption, economic growth and a 
country’s ability to implement interventionist economic and industrial policy, 
including competition policy.
 What kind of competition policy would be appropriate for those developing 
countries with reasonably effective states as well as the necessary institutional 
framework to carry out a developmental program? The central point here is that 
the second-best framework outlined above is much too narrow for taking into 
account the developmental dimension. This is in part because for a developing 
country the purpose of competition policy cannot simply be the promotion of 
competition as a good thing per se, but to foster economic development. This 
would in some instances involve restriction of competition and in others its 
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vigourous promotion. In order to raise the living standards of their people over 
time, developing countries need high rates of investment to achieve fast growth 
of productivity. High rates of investment in turn normally require reasonable, 
if not high, rates of profits in order to maintain the private sector’s propensity 
to invest. This consideration leads to the view that there may at times be too 
much competition rather than too little. Competition would be too much if it 
leads to price wars and sharp falls in profits, which are likely to diminish the 
corporate desire to invest. In the real world of incomplete and missing markets, 
which is particularly the case in developing countries, the latter may also require 
government co-ordination of investment decisions to prevent over-capacity. A 
developing country cannot therefore afford to have maximum competition; 
rather it must operate with an optimal degree of competition or with an appro-
priate blend of competition and co-operation to achieve its long term goals of 
faster and sustained economic growth. As was noted earlier in the discussion in 
Section III, this is also the conclusion that emerges from new developments in 
the theory of industrial organisation.
 To sum up, the above analysis suggests that competition policy cannot be a 
unique, one-size-fits-all policy that is appropriate for all developing countries. 
The optimal policy will differ between countries depending on their stage of 
development and the effectiveness of their governments as well as their sup-
porting institutional frameworks.

4.b. Competition Policies in Advanced Countries

It may be useful to consider briefly what the nature and practice of competition 
policy has been in developed countries. What lessons can developing countries 
draw from their experience?

4.b.1. United States
The United States is the country with the longest history of antitrust laws and 
laws prohibiting restraints on competition. In the period from the end of WWII 
to the 1980s, with respect to the former, the US followed a structural policy 
which more or less forbade mergers in the same industry. This is thought by 
some to have encouraged the conglomerate mergers of the 1960s. With the lib-
eralisation of the world economy and the US’s difficulties in maintaining 
equilibrium in its current account, there appears to have been a relaxation of the 
strict interpretation of the competition laws. It is a moot point whether this was 
due more to the influence of foreign competition or to that of the Chicago 
School, but the upshot was that the enforcement of competition laws became 
relatively relaxed. For example, the Federal Trade Commission began to take 
account of economies of scale as a defence against charges of increased market 
power. More recently, there have been further relaxations of antitrust laws in 
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the light of advances in economic theory and the courts’ acceptance of these. 
In a recent review, Jonathan Baker (1999) concluded as follows:

Three decades ago, antitrust law relied heavily upon “per se” rules, which took the 
broad brush approach of deeming certain classes of business practices anticompetitive 
without regard to their effects in any particular case. Today, a case-by-case analysis 
is more common, often under the judicial rubric of applying the “rule of reason”. 
(Baker, 1999, p. 191)

The per se rules, which prevailed for a long time in the US conception and im-
plementation of antitrust law, reflected the belief that competition is a good thing 
per se, without regard to its economic consequences. This is the doctrine that 
is now changing.

4.b.2. European Union
The European Union’s competition law consists of Article 81 and 82 of the 
Treaty of Rome and the national competition laws of the member states. The 
primary objective of these laws is the creation of the single European market. 
However, European competition law also makes provision for industrial policy 
under strict guidelines, as well as provision for other objectives such as fairness, 
equality of income distribution and other social goals (e.g. reducing regional 
disparities and unemployment).
 Audretsch, Baumol and Burke (2001) note two shortcomings in EU competi-
tion law from the perspective of dynamic efficiency: the lack of clarity on the 
social welfare objective of the laws and an emphasis on static efficiency. They 
argue that the economic prescription for competition policy is relatively simple 
only if one ignores such phenomena as: (a) the variation in the abilities of firms 
to exploit particular profit opportunities; (b) the evolution of such capability 
with the passage of time; and (c) the manipulation of barriers to entry or the in-
centives for innovation and its possible abuse as a means to undermine 
competition. (Audretsch et al., 2001, p. 629).

4.b.3. Japan
Competition policy in Japan has evolved over time since its inception under the 
US military occupation in the late 1940s. The period which is relevant for de-
veloping countries is that from 1950–1973, when Japan was much more like a 
newly-industrialising country than it is today. During this period Japan achieved 
extraordinarily fast economic growth, with manufacturing production rising at 
over 13% per annum, GDP at 10% a year and its share of world exports rising 
by a huge ten percentage points.
 At this time, Japanese industrial policy, formulated by the Ministry of Inter-
national Trade and Industry (MITI), had very much the upper hand over the Fair 
Trade Commission (FTC), the competition watchdog. One of MITI’s main ob-
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jectives was to ensure a high rate of profitability and investment in Japanese 
industry. MITI was therefore always concerned with questions of “ruinous 
competition” leading to reduced profits and a lower propensity to invest. The 
Ministry thus officially sponsored a wide variety of cartels (including recession 
cartels, export cartels and technology cartels, to name a few), sequenced invest-
ment by firms and intervened in the exit and entry decisions of firms, all of 
which contributed to the high concentration ratios observed in the Japanese 
economy (see tables 12.1 and 12.12).
 Some scholars, such as Caves and Uekusa (1976), have been stringent in their 
criticism of this weak competition policy arguing, that it has imposed serious 
allocational inefficiencies on the Japanese economy.
 However, MITI did not just thwart the FTC’s codes and objectives, but it also 
implemented an industrial policy that encouraged contest-based competition 
between oligopolistic firms where the rewards were access to cheap credit and 
foreign exchange as well as, where necessary, protection from international 
competition. These rewards were contingent on relative performance either in 
export markets, technological development, or in introducing new products. The 
result was, as Odagiri (1994) and Porter (1990) note, that rivalry between firms 
in Japan was extremely intense. Indeed, as the persistency of profitability studies 
of the kind reviewed in Section II indicate, the intensity of competition in Ja-
pan’s manufacturing sector has been greater than in US manufacturing (Odagiri, 
1994).
 Thus, Japan followed a policy that promoted dynamic efficiency (in the sense 
of maximising long-term growth of productivity) through an institutional struc-
ture that combined both co-operation and competition between firms. This 
policy has much to commend it to developing countries. It is fully in accord 
with the analytical considerations for an appropriate competition policy for de-
veloping countries outlined earlier and is also consistent with the latest advances 
in economic theory.26

4.c. New Concepts for Competition Policy for Economic Development

In Singh and Dhumale (1999), we expressed serious misgivings about the WTO 
Working Group’s analysis of competition policy for developing countries. It did 
not seem to us to meet one of the Group’s chief objectives: to take the develop-
ment dimension of competition policy fully into account. We came to the view 
that a discussion on competition policy and economic development in terms of 
the WTO concepts such as market access, reciprocity and national treatment 
was prejudicial to the interests of developing countries. To take the development 
dimension properly into account, it was essential to have new definitions and 
fresh concepts rather than to conduct the exercise in terms of the existing WTO 
terminology.
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 On the basis of the modern theory of industrial organisation, as well as the 
history of competition policy in developed countries, Singh and Dhumale sug-
gested that development-friendly competition policies need to have different 
objectives from those normally posited for advanced economies. Further, such 
policies also need to be specific to the stage of a country’s economic and in-
dustrial development as well as its institutional and governance capacities. In 
relation to the WTO Working Group’s tasks, this analysis suggested the fol-
lowing concepts to address the developmental dimensions of competition 
policy:

 l the need to emphasise dynamic rather than static efficiency as the main 
purpose of competition policy from the perspective of economic 
development;

 l the concept of “optimal degree of competition” (as opposed to maximum 
or perfect competition) to promote long term growth of productivity;

 l the related concept of “optimal combination of competition and co-opera-
tion” to achieve fast long term economic growth;

 l the critical significance of maintaining the private sector’s propensity to 
invest at high levels, and hence the need for a steady growth of profits; 
the latter in turn may necessitate government co-ordination of investment 
decisions so as to prevent over-capacity and falling profits;

 l the concept of simulated competition, i.e., contests, for state support, 
which can be as powerful as real market competition;

 l the crucial importance of industrial policy in achieving the structural 
changes required for economic development; this in turn requires coher-
ence between industrial and competition policies.

 The development dimension is thus far from being fully taken into account 
by suggestions that all that developing countries need is a longer time frame to 
be able to implement the US or UK type of competition policy. The special and 
different circumstances of developing countries and their developmental needs 
require a creative application of the concepts above to competition policy 
questions.

5. MULTILATERAL COMPETITION POLICY VERSUS 
INTERNATIONAL COMPETITION AUTHORITY

At the WTO a number of advanced countries have been pressing developing 
countries to negotiate to make competition policy subject to that organisation’s 
multilateral disciplines, so as to ensure “fair play” and “level playing fields” 
between countries.27
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 Developing countries have been opposed to such proposals. Their formal 
stance has been to suggest that as many of them have no experience of competi-
tion policy, they are not in a position to be able to enter into negotiations on 
these matters. The real reason for developing countries’ opposition is that they 
do not wish any new disciplines to be included in the WTO agreements because 
of the provision of cross-sanctions: a violation in one area may be penalised in 
another by the complaining country (if the complaint is held to be justified). 
Until the Doha meeting developing countries took the view that the Uruguay 
Round Agreements (that established the WTO) needed to be properly reviewed 
for their impact on economic development before undertaking a new round of 
tariff cutting or starting negotiations on new subjects such as competition policy 
and the multilateral agreement on investment. However, after the Doha Ministe-
rial meeting developing countries may find it difficult to maintain such a stance 
for long.
 It may be interesting to observe that there has been an ironic reversal of roles 
here. In the past, developing countries were in favour of multilateral action to 
restrict business practices of the large multinational companies. At the insistence 
of developing countries the UN General Assembly in December 1980 adopted 
by Resolution 35/63 a “Set of Multilaterally Agreed Equitable Principles and 
Rules for the Control of Restrictive Business Practices”. The “Set” is fairly 
comprehensive in scope and covers a wide range of restrictive business practices 
by multinationals, including the abuse of their dominant positions, whether 
achieved through mergers and acquisitions or joint ventures. At that time, de-
veloping countries were in favour of making SET legally binding. This, however, 
was not acceptable to developed countries. Today, the position is the other way 
around, with advanced countries seeking a binding multilateral agreement 
through the WTO and developing countries opposing it.
 Proponents of a multilateral agreement on competition policy have put for-
ward the following arguments in its favour:

i) It would be helpful to developing countries as it would enable them to re-
strain anti-competitive behaviour and cartelisation by large, advanced 
country corporations.

ii) It may help to bring the TRIPS agreement under multilateral competition 
disciplines. Maskus and Lahouel (2000) suggest that the possible abuse 
of intellectual property rights, as well as parallel imports, could be regu-
lated by a multilaterally agreed competition policy.

iii) Stiglitz (1999) suggests that if there were a new multilateral competition 
policy agreement this would help to blunt the potency of anti-dumping 
laws by bringing them into the normal framework of predation under 
competition laws. The predation test is much stricter than the anti-dumping 
measures that countries have been using under the WT).29
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iv) A multilateral competition policy will help foster competition both nation-
ally and internationally, from which it is suggested that developing 
countries would greatly benefit. Perroni and Whalley (1998) quantify the 
potential gains of developing countries from the introduction of disciplines 
on competition, suggesting that the potential gains for developing coun-
tries could be large, perhaps in the region of 5–6% of national income. 
This would make a competition policy negotiation of potentially more 
significance to developing countries than the whole of the trade disciplines 
achieved in the Uruguay Round (Perroni and Whalley, 1998, p. 493).30

These gains would include those stemming from the replacement of anti-dump-
ing measures by competition law, reduction of mark-ups of foreign suppliers 
and reduced concentration in domestic markets.
 There are, however, powerful arguments against multilateral disciplines from 
the perspective of developing countries. The first is that a multilateral agreement 
on competition policy, to be development-friendly, must be highly flexible, al-
lowing each country to determine its competition policy for itself on the basis 
of the country’s needs and circumstances. This implies that if the cost-benefit 
analysis for a particular country shows there is no gain from it, the country need 
not have a competition policy at all.
 Critics of a multilateral competition policy also suggest that a main motivation 
for developed countries to seek a competition policy agreement is for market 
access to developing countries. Developed countries would like to have, in ad-
dition to an agreement on competition policy, an international agreement on 
foreign direct investment (FDI). Under the latter, large advanced country mul-
tinationals would be permitted to invest anywhere they like in any quantity and 
at any time without any let or hindrance from developing country governments. 
In addition, once established, the multinationals would have “national treat-
ment”, i.e. be treated the same as national firms. An ambitious multilateral 
agreement on these issues would accord multinationals equal treatment in both 
pre and post-establishment phases.
 However, such an agreement would be seriously prejudicial to economic de-
velopment. In a detailed analysis of FDI as a source of long-term finance for 
developing countries, Singh (2001) has argued that unless it is adequately regu-
lated by their governments, in the particular circumstances of these countries, 
where they are subject to frequent internal and external shocks, it would lead 
to short- and long-term financial fragility. To avoid this fragility, it is necessary 
for developing country governments to control: (a) the timing of the FDI; (b) 
the total amount of FDI; as well as (c) the selection of large projects by multi-
nationals. These measures are needed to ensure that there is no mismatch of the 
time profile of a country’s foreign exchange inflows and outflows. Such time 
inconsistency can lead to a liquidity crisis, which, as the experience of Asian 
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economic crisis shows, may degenerate into solvency problems with ultimately 
devastating consequences for the real economy.31

 Multinationals often complain that there is no “level playing field” between 
them and the national corporations which are government supported; hence, the 
multinationals’ demand for “national treatment”. However, the actual situation 
is quite the opposite: the playing fields are tilted heavily in favour of multina-
tionals who have considerable market power in markets for outputs as well as 
inputs. The current international merger movement is making these fields even 
more unequal even from the perspective of the large developing country 
corporations.
 The mechanical application of the WTO principle of “national treatment” in 
these circumstances would clearly lead to perverse results that would both harm 
economic development in developing countries as well as lead to global eco-
nomic inefficiency. The magnitude of the latter would be determined by the 
extent to which the multinationals’ financial advantage over domestic firms 
arises from market power rather than from genuine economies of scale.
 To provide a simple illustration, it should be perfectly legitimate for a devel-
oping country competition authority to allow large domestic firms to merge so 
that they can go some way toward competing on more equal terms with multi-
nationals from abroad. Even if the amalgamating national firms are on the 
horizontal part of the L-shaped static cost curve, bigger size may still promote 
dynamic efficiency for the reason that firms need to achieve a minimum thresh-
old size to finance their own R&D activities. The competition authority may 
therefore quite reasonably deny national treatment to the multinationals and 
prohibit their merger activity (because they are already large enough to achieve 
either static or dynamic economies of scale in this sense). In these circum-
stances, a violation of the doctrine of national treatment is likely to be beneficial 
both to economic development and to competition.
 In view of these serious limitations of multilateral competition policy it is 
essential to look for alternative means of international co-operation on this 
subject. This is because, as argued earlier, even if developing countries had 
development friendly national competition policies, they would still need in-
ternational assistance to restrain the anti-competitive conduct of dominant 
multinationals as well as to limit the adverse effects of mega-mergers associ-
ated with the merger movement of the 1990s. The best way, it seems to me, to 
provide such help would be through an International Competition Authority. 
The characteristics and responsibilities of this Authority would include the 
following:

 l It would be charged with maintaining fair competition in the world 
economy and keeping the markets contestable by ensuring that the barri-
ers-to-entry to late industrialisers are kept at low levels.
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 l Analogous to the social welfare objectives of the European Commission, 
the proposed International Authority would be asked to pay attention to 
the special needs of the developing countries, to competitive opportunities 
for small and medium sized firms, to facilitate transfer of technology to 
developing countries and to ensure fair prices and fair distribution of 
wealth.

 l It would have the authority to scrutinise mega-mergers and to deter the 
mega-firms from abusing their dominant position.

 l Again on the European Union model, the International Competition Au-
thority would be concerned mainly with cross-border or international 
aspects of the workings of competition. Below the authority, at a national 
level, the member countries would have their own national competition 
policies.

 l For good administrative and practical reasons, references to the competi-
tion authority would only be permissible in case of anti-competitive 
behaviour by corporations above a certain size. The size criterion would 
normally keep even most large developing country corporations outside 
the direct purview of the competition authority.

 l In relation to the international merger movement, the authority would 
attempt to limit growth by merger by large multinationals under its pur-
view. They would be allowed to merge provided they divested themselves 
of a subsidiary of equal value. This would mean that multinationals would 
not be able to grow by mergers, but they could expand through organic 
growth or green-field investment. It would not stop them from taking over 
other firms, provided they were willing to sever a similar sized 
subsidiary.

 l In the light of the extended discussion of the international merger move-
ment in Section III, the main merits of this proposal are as follows. As 
mergers, on average, do not appear to improve economic efficiency, and 
the mega-mergers have the potential of increasing market dominance and 
reducing contestability, discouraging such mergers would therefore en-
hance global competition and global economic efficiency while at the 
same time being distibutionally more equitable.

 l The governance of the ICA would have proper representation of develop-
ing countries and would not be dominated by developed countries.

 Although international co-operation on competition policy, in the form out-
lined above, would be of particular benefit to developing countries, it also has 
useful features to assist the large multinational corporations. The International 
Competition Authority would, for example, be able to provide multinationals 
under its purview with unambiguous decisions on mergers and other competition 
related matters. Instead of being subject to the often conflicting decisions of 
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many different jurisdictions (e.g., the US, the European Union, Japan, and 
overtime countries like India and China) International Competition Authority’s 
rulings would prevail overall national and regional jurisdiction.32

 There is no illusion that an international agreement of the above kind would 
immediately be acceptable to advanced countries. Nevertheless, it indicates the 
nature of economic arrangements in this area that would best serve develop-
mental needs of poor countries. It may, however, be helpful to proceed to the 
establishment of the ICA in stages. At the first stage, the authority may have no 
coercive powers, but simply be able to monitor and to report on abuses of domi-
nant market positions, on mergers, and the authority’s other competition 
objectives.33 Such monitoring would itself be beneficial to developing countries, 
as it would provide them with information on cartels and on market power 
abuses of multinationals. Developing countries would find it difficult to acquire 
such information otherwise. With the experience gained from this kind of limited 
international co-operation, nations can, over time, work towards greater co-op-
eration by giving ICA the necessary powers to enforce its rules.
 There is finally the question whether ICA should nevertheless be an integral 
part of the WTO or if it should be a stand-alone authority. In addition to the 
reasons mentioned earlier in the discussion of the multilateral competition pol-
icy, there are also other considerations that would suggest the latter would be 
the better option. This is in part because questions of competition policy go 
much beyond those related to international trade. Further, WTO does not have 
the expertise to be the world’s “FTC”. Moreover, the primary objectives of 
competition policy tend to be rather different from those of the promotion of 
free trade through measures such as market access and national treatment. Since, 
as indicated above, the latter concepts are not very helpful to developing coun-
tries, it would be best to keep the two institutions (the WTO and the ICA) 
separate.

6. CONCLUSION

The main points of this chapter have been presented in the Introduction. Its central 
message is to suggest that developing countries at the WTO are faced with a seri-
ous difficulty in discussions on competition policy as well as on other similar 
issues as long as the whole discourse is expressed in terms of the WTO concepts 
and language. These are inadequate to reflect the developmental concerns of 
emerging countries. Developing countries need to develop the appropriate lan-
guage and concepts within which their concerns can be properly articulated. 
Hopefully this chapter has made a small contribution in that direction.
 The Preamble to the WTO notes that “trade and economic endeavour should 
be conducted with a view to raising the standards of living, ensuring full em-
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ployment and a large and steadily growing volume of real income and effective 
demand”. It is further stated that “there is need for positive efforts designed to 
ensure that developing countries, and especially the least-developed among 
them, secure a share in the growth in international trade commensurate with the 
needs of their economic development” (quoted in Rodrik, 2001). Full employ-
ment and economic development are not only the ultimate goals of the WTO 
but these have also been repeatedly endorsed by the international community. 
In 1995, 117 Heads of State or Government attending the Copenhagen Social 
Summit endorsed the Copenhagen Declaration, which put primary emphasis on 
the promotion of full employment and poverty reduction. More recently, similar 
declarations have been made at the Millennium Summit at the UN and other 
fora. Indeed, the right to a decent living has virtually acquired the status of a 
universal human right.
 If experience and analysis show that the primary goals of the WTO are being 
harmed rather than helped by specific measures such as TRIMS, or the equal 
application to all countries of a particular procedural principle such as national 
treatment, it is the latter which should be changed. It is the primary goals rather 
than the procedural rules of an international organisation that should dominate, 
especially as the former are widely endorsed by the world community as a 
whole.
 In this spirit the chapter has put forward a proposal for a development friendly 
International Competition Authority in order to control anti-competitive conduct 
of the world’s large multinational corporations (above a certain threshold of 
size), as well as to control their propensity to grow by take-overs and mergers. 
In order to maintain contestability and efficiency of international markets, it is 
proposed that the large multinationals should be allowed to take over another 
company only if they sell off a subsidiary of similar value. Thus, even the largest 
multinationals are not stopped from growing provided they expand their size 
by green-field investment. Neither are they stopped from taking over other firms, 
provided they are able to sell off equal value subsidiaries, i.e. they cannot grow 
by mergers or take-overs. It is argued here that these institutional arrangements 
would both be more efficient as well as more equitable compared with the 
present situation. It is, however, recognised that the advanced countries are not 
yet ready to cede some of their sovereignty that would be required for such close 
international co-operation. The evolution towards the establishment of the ICA 
could, therefore, occur in stages. As a first step the Authority could be entrusted 
only with fact-finding and monitoring anti-competitive behaviour and threats 
to the contestability of international markets. This could evolve over time into 
deeper North-South co-operation and the full fledged establishment of the ICA 
according to the principles outlined in the chapter.
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NOTES

 * This chapter was initially published as Harvard University Center for International Develop-
ment, United Nations Conference on Trade and Development, Research paper for the 
Intergovernmental Group of Twenty-Four on International Monetary Affairs, No. 18, Septem-
ber 2002. The author is grateful to Professor Dani Rodrik and the head of UNCTAD, Harvard 
University, for permission to use this material for this chapter.

 † Tony Thirlwall’s and my research have overlapped extensively throughout our careers. We 
have both worked on de-industrialisation and structural changes in developed and developing 
countries and have both been disciples of Kaldor. It is therefore a pleasure to dedicate this ar-
ticle to Tony Thirlwall to mark his retirement. In the international debate on economic 
development, competition and competition policies are new issues for developing countries 
but have enormous implications for industrialisation and economic development.

 1. As is explained later, the WTO Ministerial Meeting at Cancun in 2003 broke down over the 
Singapore issues and subsequently these were temporarily withdrawn by the North from the 
negotiation process. However, this is a tactical retreat by the North which may re-open the 
questions whenever they think it opportune.

 2. This WTO Working Group on Trade and Competition Policy (WGTCP) has been meeting 
under the chairmanship of Professor Frédéric Jenny for the last four years. Their work will 
be commented upon later in the chapter.

 3. The US takes a more measured stance. The US Trade Representative’s Fact Sheet summarising 
the results of the Doha ministerial noted in relation to competition policy that a two-stage 
“modest” negotiation was agreed upon. The first stage would seek clarification of “core prin-
ciples”, including transparency, non-discrimination and procedural fairness. At the second 
stage the “timing and specific content” of the negotiations will be decided.

 4. The account of the Doha ministerial meeting in this paragraph and the following one comes 
from Bridges (International Centre for Trade and Sustainable Development), Year 5, No. 9, 
November/December 2001, p. 6.

 5. Apart from the WTO, the CUTS Centre for International Trade, Economics and Environment 
reports that competition policy is the on the agenda of the proposed Free Trade Area of the 
Americas (FTAA) as well as the European Union / Africa, Caribbean, Pacific Grouping (EU 
/ ACP).

 6. For the structural analysis of the Asian crisis, see for example Greenspan (1998), Phelps 
(1999), and IMF (1998). The structural analysis of the Asian crisis is of course neither neces-
sarily accurate nor universally accepted. For a strong rebuttal see, Singh (1999) and Singh 
and Weisse (1999); for alternative analyses, see among others Radelet and Sachs (1998); 
Feldstein (1998, 2002); Stiglitz (1999).

 7. See de Soto (1989).
 8. The first bias arises from the fact that the data in Table 12.2 pertain to size of plants rather 

than enterprises. This bias would, however, understate relatively the small firms’ contribution 
to the economies of developing countries. This is because there are likely to be more multi-
plant enterprises in developed than in developing countries. Secondly, the data by a large 
consider only the formal sector. The informal sector in developing countries is typically con-
siderably larger than that in advanced countries. This bias would also therefore operate in the 
same direction as the first one.

 9. A distinction is often made between competition law and competition policy – the latter being 
a wider concept encompassing elements of industrial policy among other things – see for ex-
ample Hoekman and Kostecki (2001). Here, formal competition policy is used in the narrow 
sense. The broader concept employed here is that of industrial policy.

10. These Estimates are reported in World Bank (2002, p. 141).
11. For a fuller discussion of these issues, see World Bank (1993), Amsden (2001). For a theoreti-

cal analysis, see Stiglitz and Nalebuff (1983).
12. This is a rather different conception of competition from that involved in the Arrow-Debreu 

formulation of general equilibrium in a decentralised market economy. In this conception, a 
competitive equilibrium exists under certain specified conditions that leads to a Pareto-optimal 
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allocation of resources. However, the notion of competition described in the text is rather dif-
ferent: it is concerned with the common-sense understanding of competition as an incentive 
to elicit maximum individual or organisation effort.

13. See further Amsden and Singh (1994), Laffont (1998).
14. See further Vickers (1994), and Nickell (1996).
15. There is a vast literature on this subject. See Amsden (1989), Rodrik (1994), Singh (1995), 

and Wade (1990) among others.
16. The classic reference here is Piore and Sabel (1984). See also Best (1990).
17. See Pollit (1999) for a useful review of the literature on the subject.
18. The UK had a similarly large merger wave roughly around the same time. Parenthetically, the 

best historical data on mergers is available for the US and the UK. The two countries have 
similar institutions and corporate law, which allows useful comparisons between them. Inter-
national comparisons involving other countries are always more difficult because of differences 
in corporate law as well as the definition of what constitutes a “merger”. See further Hughes 
and Singh (1980).

19. Best (1990), p. 104.
20. For recent reviews of the literature see Mueller (1997) and Tichy (2002).
21. A few studies have found a small increase in profitability after mergers. However, 90% of 

studies have found either no change or reduced profits.
22. For a general discussion and quantitative analysis of the cartels that have been detected and 

presented during the last two decades, see Evenett, Levenstein and Suslow (2001).
23. On the incidence of cartels in the 1930s and the post-war period, see Mason (1946) and Scherer 

(1994). On the reasons for the rise in mergers and take-overs in the post-war period, see Singh 
(1992, 1993).

24. See further Economist (2002).
25. As Stiglitz rightly points out, one needs to distinguish between a Suharto and a Mobuto.
26. According to Audretsch, Baumol and Burke (2001), the dynamic efficiency perspective of 

competition policy and modern theoretical analysis requires consideration of issues such as 
the appropriate ease of entry; appropriate inter-firm coordination; innovation, trade and mo-
nopoly power; anti-competitive innovation; monopoly in innovative markets; and price 
discrimination when R&D costs are substantial and continuing. In other words, a host of dy-
namic factors must be analysed. This is the authors’ recommendation for an appropriate 
competition policy in advanced countries. What MITI did in Japan during its period of high 
growth was to adapt such considerations to their particular circumstances.

27. Subsequently the Singapore issues became the subject of contention between a much more 
organised South and the North. This led to the breakdown of the Ministerial meeting at Cancun 
in 2003 and also led to the subsequent withdrawal of the Singapore issues from the immediate 
ambit of negotiations between the North and the South. Nevertheless, the question of competi-
tion policy remains important in its own right, whether or not it is regarded as a part of the 
WTO agenda. This issue is discussed in the text further on.

28. Similarly in 1986, the OECD issued guidelines concerning restrictive business practices by 
multinationals. Under these guidelines, which again were advisory rather than legally enforce-
able, multinational enterprises were enjoined to refrain from a wide range of anti-competitive 
activities including abuses of intellectual property rights, predatory behaviour, competition 
reducing acquisitions, etc. (see further, OECD 1986; Scherer, 1994).

29. Stiglitz presents a recent report on US anti-dumping cases that suggests that, if these had been 
subject to the equivalent US competition policy standard of predation, more than 90% of them 
would have failed. (Stiglitz, 1999).

30. Quoted in Correa (1999).
31. These arguments for permitting developing countries to be able to monitor and to regulate 

FDI flows are further complemented by considerations of technology transfer and spillover 
benefits. Research shows that both of those occur best when FDI is carefully regulated and 
fits well into a country’s development program. See further Singh (2001), Singh (2003).

32. For the difficulties involved for corporate decision making as a consequence of overlapping 
jurisdictions of the competition authorities of different countries, See Trade and Competition: 
Towards a global response. http://trade-info.cec.eu.int/europa/2001newround/com.htm.
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33. Scherer, 1994, makes a similar point in relation to his proposal for an international agreement 
on competition policy.
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13.  Models of saving, income and the 
macroeconomics of developing 
countries in the Post-Keynesian 
tradition

Valpy FitzGerald

INTRODUCTION

The ex post resolution of ex ante imbalances between saving and investment 
intentions lies at the heart of the Keynesian approach to macroeconomics, and 
also – albeit in a longer-term context – to the ‘classical tradition’ in development 
economics associated with seminal authors such as Kalecki, Kaldor and Lewis. 
In this latter context, the focus is on capital accumulation and growth on the one 
hand, and the relationship between functional income distribution and the rein-
vestment of profits on the other – a focus which defines Thirlwall’s own work 
in this field. His major contribution to modern development economics has been 
to preserve this classical tradition from the onslaught of neoclassical general 
equilibrium analysis and to show how Keynesian concepts still have empirical 
and policy relevance to industrialising countries. The key medium for commu-
nicating these ideas has probably been his textbook Growth and Development1 
which has run through seven editions since 1972 and remains today not only 
the leading introductory ‘heterodox’ development economics text but also the 
leading textbook for UK undergraduates in this subject.2

 Thirlwall divides savings theory into three categories.3 The first is the classical 
prior-savings model, under which he includes the current approaches of the 
World Bank and the International Monetary Fund, where saving is determined 
by income and financial incentives, and thus represents a constraint on invest-
ment (and thus growth) which can only be released by reduced fiscal deficits 
(‘crowding out’) or foreign capital inflows (‘external saving’). The second is 
the Keynesian model, particularly the absolute income hypothesis: ‘the Keyne-
sian approach […] rejects the idea that savings determines investment and argues 
instead that the encouragement of investment will generate its own saving, either 
through increases in output if resources are unemployed, or through income 
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redistribution from groups with low propensity to save to groups with a high 
propensity to save as the result of inflation if resources are fully employed’. The 
third is what he calls ‘quantity theory’: a post-Keynesian model ‘which empha-
sises the role of government monetary expansion in appropriating resources for 
development through forced saving or the inflation tax’.
 In this chapter, I take up two of these models of saving behaviour in develop-
ing countries and try to show that they can be expressed in more formal terms 
following the familiar modern inter-temporal and open macro frameworks. In 
Part 2, I set out my understanding of his view on the relationship between in-
come per capita and the aggregate savings rate; and show how this can be 
expressed formally as a wealth effect in the inter-temporal framework – which, 
in turn, allows some of his qualitative insights on financial liberalisation to be 
clarified. In Part 3 I look at his model of the link between wages, inflation and 
saving derived from Kaldor’s distributional theory: this too can be placed within 
the modern standard macro-framework to some advantage in terms of clarifying 
the implications of the most important price in an open dependent economy – the 
exchange rate. Part 4 contains an extension of these ideas by including autono-
mous investment functions (which Thirlwall does not consider formally) to 
allow the analysis of the medium term effects of the real exchange rate on real 
wages and thus investment and employment – leading towards a post-Keynesian 
approach to the adjustment process. Part 5 concludes.

THE SAVINGS RATE AND PER CAPITA INCOME LEVELS

Inevitably, domestic saving must provide the greater part of the resources re-
quired for capital accumulation and economic growth. This includes savings by 
firms (that is, reinvested profits – including those of foreign firms) and govern-
ments (the fiscal balance before public investment) – as well as by households 
and individuals. It is clear from the evidence not only that the ratios of aggregate 
saving to national income in most developing countries are too low to sustain 
rates of investment and growth sufficient to rapidly reduce poverty, but also that 
this ratio rises with per capita income levels. Chapter XX of Growth and De-
velopment, entitled ‘Financing Development from Domestic Resources’, 
summarises Thirlwall’s approach to this problem.
 The Keynesian absolute income hypothesis is written (in Thirlwall’s notation) 
with aggregate saving (S) as a function of aggregate income (Y):

 S a b Y= +0 0  (1)

which he divides through by population (N) to produce an expression for the 
level of savings per capita (S/N) of the form:4
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 S N a b Y N/ ( / )= +1 1  (2)

After dividing through by income per capita (Y/N) he obtains

 S N b a Y N/ ( / )= − −
1 1

1  (3a)

or in terms of income per capita (y) itself

 S N b
a

y
/ = −1

1  (3b)

and can thus conclude ‘that the savings ratio (S/Y) is a hyperbolic function of 
the level of income per capita; that is, that the savings ratio will rise with the 
level of per capita income but at a decreasing rate’ (op. cit. p. 491).
 Thirlwall gives various possible explanations for this ‘hyperbolic function’ 
in developing countries: the increased monetisation of the economy in very 
underdeveloped countries logically raises the savings rate in the form of cash 
balances and bank deposits but this naturally reaches a saturation point when 
money demand is satisfied; the rising inequality of income in the early stages 
of industrialisation (following Kuznets) promotes saving due to differential 
savings rates between rich and poor, which then levels off as the industrial 
structure matures; a life-cycle effect exists when income per capita is rising and 
the demographic structure is changing; and the growing capitalist sector has an 
effect on the share of profits in national income leading to increased reinvest-
ment by firms (as in Lewis). His own non-linear specification is also tested in 
Hussein and Thirlwall (1999), where it is found to be more significant than the 
standard linear specification in the literature. He also found that ‘financial 
deepening matters’, in the sense that there is a strong positive relation between 
the domestic savings ratio and that of the quasi-liquid liabilities of the banking 
system to GDP.5 However, as Thirlwall himself admits,6 there is a marked con-
trast between his results and those of larger studies such as Loayza et al (2000), 
which find that the high interest rates and increased private credit flows associ-
ated with financial liberalisation actually reduce the savings rate.
 This approach may be contrasted with the standard textbook exposition sav-
ings determination.7 The representative consumer (or household) maximises a 
time-separable utility function subject to an intertemporal budget constraint 
expressed in terms of wealth (w). Note that this constraint, assumed routinely 
in the literature, is equivalent to assuming perfect capital markets. In the two-
period context this yields the familiar Euler equation in terms of marginal 
utilities – u(c) – and the ratio of the pure time preference rate (l) and the world 
interest rate (r).
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which implies that a higher (exogenous) interest rate, r, will lower present rela-
tive to future income in the familiar way. This result can then extended to the 
standard infinite-horizon overlapping generations (OLG) framework without 
difficulty, and produces essentially the same result in a dynamic context.8 Sav-
ings is then implicit in the optimisation process as simply the residual of 
consumption: once consumption choices are made, savings take place and are 
automatically translated into increased capital stock.
 The ‘law of motion’ for this process at any one point of time is then

 s y rw ct t t t= + −  (5)

 w w st t t= +−1  (6)

 The complications that arise in moving from the dynamic model to aggregate 
savings behaviour shed valuable light on the behaviour of this important variable 
in developing (and developed) economies. We can explore this with a simple 
isoelastic utility function

 ′ = −u c c( ) /1 σ  (7)

Substituting this into the two-period Euler equation and re-arranging gives us 
the ‘consumption tilt’ (θ) in a simple and tractable form:

  θ
ρ

σ

= = +
+











−
c

c

r1

2

1

1
 (8)

which, as before, leads to an increased ‘tilt’ when the interest rate rises, as cur-
rent consumption cuts are translated into improved future consumption.
 However, once we derive the savings function explicitly we see that the sav-
ings function at any one point in time is rather complicated. In a two-period 
formulation there is only saving in Period 1. The consumption tilt (θ) comes 
from the Euler equation. Savings in that first period (S1) are thus determined by 
not only the tilt itself but also current (y1) and future (y2) income:
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From this we can derive the Keynesian function in Equation (3), but it is now 
more clearly related to future income in relation to the present, and thus to ex-
pected income growth.

 S Y s y
y y

r
/ /

( / )

( )
= = −

+ +

−

1 1
1 2

11

1 1

θ
θ

 (10)

And we now have a more soundly founded interpretation of the coefficients in 
(3) in terms of the consumption tilt (θ) and the interest rate (r):
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From this it is clear that in addition to the relative price (tilt) effect:

the net effect of r on s is ambiguous: an increase of r reduces θ and shifts 
the c1/c2 towards future consumption as we saw above; but the increase in r 
also leads directly to lower s because households need less wealth to secure 
future consumption (‘wealth effect’)

the income effect of current income (y1) is clearly positive, but that of future 
income (y2) is negative – there is less reason to sacrifice current consumption. 
This can also reflect the permanent income hypothesis, with saving depend-
ing on the deviation of current income (y1) from the long-term trend (y2).

Note that the core model result does not necessarily mean that savings should 
be positive at all times; indeed an optimal solution is only possible if household 
borrowing is allowed at some point over the cycle. In terms of the two-period 
model above, obviously
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 where thenθy y s2 1 1 0> <  (12)

Indeed, if households cannot access credit then they will ‘over-save’ to finance 
investment: in many developing countries consumer credit has been deliberately 
restricted by the monetary authorities in order to promote investment through 
bank lending. One of the undesirable consequences of financial liberalisation thus 
tends to be a sudden rise in consumer credit and thus a concomitant fall in net 
household savings – because even though household demand for money remains 
stable, the acquisition of new liabilities in order to move towards the desired inter-
temporal equilibrium (as derived above) reduces net household assets.
 In addition, an exogenous change in the value of wealth (W) at any one point 
in time will also affect savings.9 Developing countries suffer from these shocks, 
which tend to be proportionately larger and more frequent than is the case for 
developed countries. They include commodity price fluctuations, volatile global 
financial markets, sudden liberalisation processes, resource booms and armed 
conflicts. In consequence, savings rates not only vary widely between countries 
due to demographic, institutional and cultural factors (as Thirlwall points out) 
but also can change suddenly in any one country over time – a phenomenon that 
he does not address. The unexpected nature of these shocks means that uncer-
tainty – in the Keynesian sense as distinct from risk – is central to an 
understanding of savings as well as investment behaviour in open dependent 
economies.
 Uncertainty about future consumption reduces saving. We can see this for-
mally by remembering that the utility function is concave, and so by Jensen’s 
inequality, then

 E u c u E ct t t t{ ( )} ( { })′ < ′+ +1 1  (13)

In other words, expected utility from consumption is less than the utility of ex-
pected consumption. As the stochastic Euler function is
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Then with uncertain future conditions u′(ct) will be lower at equilibrium, and 
thus ct will be higher. In other words, saving will fall. However, uncertain future 
consumption is highly correlated with uncertain future income, leading to pre-
cautionary saving that depends on the variability of future output, and in 
particular on the third derivative of the utility function – u′′′(ct) – which is of 
course positive for an isoelastic utility function such as that in (7) above.
 Although this result may hold at the aggregate level, it should be remembered 
that the poorer households within developing countries undoubtedly regard 
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saving as ‘buffer’ against consumption falling below survival levels,10 in which 
case we would expect asymmetric behaviour in response to income fluctuations 
(saving falling more on the downswing than it rises on the upswing). A similar 
phenomenon arises when the household can both save and invest in human 
capital through health or nutrition provision.11

 Nonetheless, whatever the equity implications, income distribution in devel-
oping countries is such that the poor account for a very small proportion of 
aggregate saving. In consequence, the aggregate savings ratio will be correctly 
captured by the post-Keynesian model discussed above.

SAVING, INCOME DISTRIBUTION AND INFLATION

A Keynesian approach to the determination of the aggregate savings level in 
developing countries must start from the position that saving adjusts to invest-
ment, rather than the other way around. However, output in developing countries 
is not constrained by domestic demand, but rather by structural capacity con-
straints (such as limited food supply from peasant agriculture, as in Kalecki),12 
by declining terms of trade for primary commodities (as in Singer), barriers to 
world trade in their exports (as in Prebisch), or by limitations to import capacity 
(as in Lewis). In consequence, the ex-post adjustment of savings plans to invest-
ment levels cannot come about through changes in output but rather through 
inflation.
 As Thirlwall points out, the basic Keynesian notion that investment deter-
mines saving forms the backbone of neo-Keynesian growth theory, as 
expounded by Robinson and Kaldor. He summarises his own view thus: ‘The 
Keynesian approach to the financing of development by inflationary means 
stresses, first, that investment can generate its own saving by raising the level 
of income when the economy operates below capacity, and by redistributing 
income from wage earners with a low propensity to save to profit earners with 
a high propensity to save when the economy is working to full capacity. Sec-
ond, inflation itself can encourage investment by raising the nominal rate of 
return on investment and reducing the real rate of interest. […] In Keynesian 
models, investment is not constrained by saving, but by the inflation rate willing 
to be tolerated by wage earners who have had their real wages cut’.13

 He then goes on to provide his own version of this model: ‘a higher level of 
investment can raise the rate of capital accumulation by raising the profit rate 
and share of saving in total income, subject, of course, to the inflation barrier. 
The mechanism that gives this result is rising prices relative to wages […] It is 
interesting to consider, using a model like Kaldor’s, how much inflation is nec-
essary to raise the savings ratio by a given amount’. He sets up the model as 
follows: ‘Taking a savings function of the Kaldor type, S = swW + srR, let
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 S s W e s Y e W et w
wt

r
pt wt= + −0 0 0( )  (15)

where W0 is the initial wage bill, Y0 is the initial income level, w is the rate of 
growth of wages and p is the rate of growth of money income (= the rate of in-
flation). Dividing by Y0ept to obtain an expression for the savings ratio at time 
t, and rearranging, gives
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Now let w = a + α(p), where a is the rate of autonomous wage change and α is 
the wage-price coefficient. [The savings ratio equation] may then be written as
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[…] (the) savings ratio can then be seen to depend on four factors: the difference 
in the propensity to save out of wages and profits (sw – sr); the wage-price coef-
ficient (α); labour’s initial share of income (W0 /Y0); and the rates of inflation 
and autonomous wage increases already prevailing’.14

 He then observes that if there is full pass-through of prices to wages (α = 1) 
and if the savings rates are equal (sw = sr) then inflation will not increase the 
savings rate; but that for reasonable parameter assumptions then quite low rates 
of inflation will increase the savings ratio substantially.15 However, the dynamics 
of the wage-price reaction function are not explored either at the microeconomic 
level of the firm, nor in terms of macroeconomic disequilibrium – although he 
does suggest that inflation is a function of the gap between planned savings and 
planned investment.16 One possible way of filling this gap in the post-Keynesian 
tradition, proposed by Kalecki,17 would be to address the trade-off between 
wage bills and profits at the micro level, so that at the macro level the conse-
quences will depend to a great extent upon the pricing behaviour of firms and 
trade union bargaining power.18 With a degree of monopoly power sufficient to 
ensure a stable markup (π) on costs, then the price level (p) depends on the wage 
rate (w) and labour productivity (n) – the inverse of the labour input per unit of 
production. The real wage (ω) is thus given by these parameters too, independ-
ently of the rate of inflation.
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There is a large modern literature in the neo-Keynesian tradition on wages and 
inflation that is concerned with how wages adjust to prices. Generally these 
models take the form of forward or backward-looking wage contracts where 
output is a decreasing function of the real wage.19 The backward-looking con-
tract is often takes the form of ‘wage indexing’ in moderately inflationary 
conditions, and the forward looking one reflects ‘wage claims’ under high 
inflation.
 To model these contracts in our case we should take into account all past (or 
future) prices, but for simplicity we use the derivative with respect to time, 
which yields the change in nominal wages as linear function of the wage-price 
gap and an adjustment parameter (β). For backward looking (�) and forward-
looking (2) contracts we have
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from which we can derive by some manipulation the result for the rate of change 
of real wages over time as a function of the real wage level itself (ω) and the 
rate of inflation (λ) under the two contracts.
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The key result here is that both of these functions are ‘explosive’ and in fact the 
only steady state is where ω ˙  = λ̇  = 0 and, of course, goods market equilibrium. 
This reveals the weakness of the Thirlwall/Kaldor model of forced saving 
through the redistributive effects of inflation as a means of financing growth in 
any but the short run. It also helps explain the widespread recognition of the 
logic of stabilisation policies which require, in effect, a change in the nature of 
the wage contract (that is, reducing β sharply) or holding down prices artificially 
(e.g. by pegging the exchange rate or imposing temporary price controls).
 Moreover, in the modern world of independent central banks and inflation 
targeting, rates of domestic inflation sufficient to force up the savings rate are 
not feasible, and in any case the uncertainty this causes seem to reduce savings 
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– or at best, force them abroad in the form of capital flight. 20 In contrast, the 
most important single price in the open dependent economy is of course the 
exchange rate. Inserting the real exchange rate into the post-Keynesian distri-
bution model via real wage determination would allow an important analytical 
linkage to be established and help explain the political economy of 
adjustment.21

 Consider an economy with two goods, traded and non-traded, and their re-
spective prices, P* in dollars and P in domestic prices. With E as nominal 
exchange rate then the real exchange rate (e) is defined as

 e
EP

P
=

*

 (21)

We define the real wage rate (ω) in terms of the nominal wage (w) and the con-
sumer price level (p)

 ω = w

p
 (22)

where the consumer price level (p) depends on the proportion (φ) of the domestic 
good (and thus the foreign good) in the consumption basket

 p P EP= + −φ φ( ) *1  (23)

As Dornbusch (1986) does, we define the price of the non-traded domestic good 
(P) in terms of the a given ratio (γ) to the nominal wage rate (w)

 P w= γ  (24)

We can now combine these, substituting (21) and (24) into (23) and then plug-
ging the result into (22) so as to derive an expression that links the real exchange 
rate (e) and the real wage rate (ω)

 ω γ φ φ= + − −[ { ( ) }]1 1e  (25a)

or

 e =
−

−








1

1

1

φ γω
φ  (25b)

In other words, real currency depreciation (that is, e rising) must also mean a 
real wage reduction, and vice versa. No wonder that overvaluation (whether 
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from commodity price booms or pegged exchange rates) is politically popular, 
and under-valuation (especially large real devaluations associated with stabilisa-
tion policies) is unpopular! This provides a ‘political economy’ component to 
Thirlwall model of the balance of payments constraint on growth. However, 
more importantly in the context of this chapter, it is possible to rewrite the 
original Kaldorian savings function S = swW + srR in terms of the real wage (ω), 
real output per worker (n) and the link with the real exchange rate (e) established 
in Equation 25:
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In other words, there does exist a clear ‘post-Keynesian’ link22 between the real 
exchange rate and the savings rate, where a ‘higher’ value of e (i.e. depreciation) 
shifts income towards profits and thus raises the savings rate. This could form 
the basis for a fresh approach to adjustment policy, one step towards which I 
take in the next section of this chapter.

INVESTMENT, EMPLOYMENT AND ADJUSTMENT

Thirlwall reminds us of Keynes’s fundamental proposition that savers and inves-
tors are separate

With the existence of money and monetary assets, the act of saving becomes divorced 
from the act of investing. Those who want to do the investing may be different from 
those who want to do the saving, and the process of capital accumulation is likely to 
require financial and credit mechanisms to ‘redistribute’ resources from savers to in-
vestors. Indeed with a banking system with the power to create credit, investment can 
take place without prior saving through the process of borrowing. In other words, 
saving funds investment, but does not necessarily finance it. Investment generates its 
own saving through increases in output and profits. In fact, in the early stages of de-
velopment, savings may not be the major barrier to capital formation but rather an 
unwillingness or inability to invest. (Growth and Development, p. 484, italics in 
original)
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However, in the developing country context, the three ‘representative agents’ 
(households, firms and banks) cannot be simply be seen as savers, investors and 
(passive) intermediaries respectively (FitzGerald, 1995). First, households invest 
as well as save – in housing, farm improvement, children’s education and so on; 
while firms save as well as invest – retained profits are their major source of fi-
nance; in addition firms and households hold financial assets and liabilities. 
Second, households and firms are highly heterogeneous: poor households have 
different savings behaviour from rich ones, due to lack of access to financial 
markets and the need to ensure essential consumption; while large firms operate 
under different objectives and constraints from small firms. Third, banks are not 
just passive ‘intermediaries’: their profit objectives lead to credit rationing of 
small firms and poor households; while their balance sheet positions have con-
sequences for capital markets and exchange rates.
 More importantly, it is probably essential to provide a more active role for 
investment than Thirlwall does. The neoclassical models assume full employ-
ment of labour and capital, the possibility of freely transferring existing capital 
and labour between sectors, and a production function where capital and labour 
can be smoothly substituted for one another within sectors. At most, ‘sticky’ 
labour markets are attributed to ‘distortions’ arising from labour legislation. 
Investment as such is not an issue, therefore. However, if output capacity cannot 
be changed without investment, then adjustment is not an instantaneous reallo-
cation process at all, even though there is surplus labour available in developing 
countries. There is a close parallel here with trade theory, because the textbook 
framework23 assumes that trade opening brings about relative price changes that 
then lead to similar inter-sectoral resource allocation shifts. This framework 
suggests that the factor rewards to the abundant factor of production will thereby 
rise – this often being taken to be unskilled labour, so income distribution im-
proves. Further, it is assumed that the non-traded sector (particularly the 
protected import-substituting industry) is capital intensive and exports (particu-
larly agricultural primary products) are labour intensive, so there is net 
employment creation from trade opening – and by extension macroeconomic 
adjustment.
 However, modern trade theory – even in the neoclassical tradition24 – indi-
cates that a wide range of distributional results can occur. First, the abundant 
resource in many developing countries is natural resources (not only land but 
oil etc.) so that rents rise with trade liberalisation – or in our case, with real ex-
change rate depreciation and/or structural adjustment. The distributional result 
then depends on who owns the natural resources: peasants versus agribusiness; 
state oil companies versus multinational corporations etc. Second, the pattern 
of international demand (and by extension aggregate domestic consumption 
demand in our case) is for goods using skilled rather than unskilled labour, an 
effect reinforced by foreign investment. Thus skilled wages will rise more than 
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unskilled, and income dispersion increases. Third, the factor intensity (that is, 
technology) assumptions are not representative of many developing countries, 
where the non-traded sectors (construction, transport, commerce, cashcrops, 
government) are labour-intensive while exports (oil, mining, hotels, agribusiness 
etc) are capital-, skill- and technology-intensive. Thus employment will fall with 
structural adjustment unless investment rises sufficiently in the export sector.
 We can explore the relationship between adjustment and investment in the 
open dependent economy25 within the post-Keynesian tradition in the following 
way (FitzGerald and Perosino, 1999). Consider an economy with two sectors, 
exports (x) and home goods (h). Wage rates (w) are equal in the two sectors, 
each of which has given import coefficients (m) and unit labour requirements 
(l). Each sector produces to capacity, but there is surplus labour and total em-
ployment (L) is determined by output in each sector employment generated. 
Real profits (R) in the two sectors are (in terms of home goods prices) are then 
determined by the real wage (ω) and the real exchange rate (e):
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A change (we assume an increase here) in e raises real profits in the export sector 
and reduces them in the home sector. However, substitution is not smooth or 
even symmetric because both sectors are at full capacity. The speed of adjust-
ment depends on the level of investment and the employment effect is ambiguous 
– it depends on the relative unit labour requirements (l) in each sector.26 The 
two-period problem for firms in each sector is whether to invest or not. If they 
do not invest, then capacity (and thus production, Q) falls automatically by the 
depreciation rate (δ). The representative firm in the export sector must maximise 
the present value (V) of the firm27
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where the investment cost (Z) is an increasing function of investment (here as-
sumed to be of quadratic form) and includes the real exchange rate (e) as capital 
goods are imported

 Z I ezI( ) = 2  (29)
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Substituting (27) and (29) into (28) and differentiating V with respect to I gives 
the equilibrium condition where the value of the (export) firm is maximised

 

dV

dI
e m l ezI r

Q Q

x

x
x x x

x x

= − − − + =

= −

[ ( ) ] ( )

(

1 2 1 0

12 1

ω

δδ δ ω
) ( )

( )

( )
+ = − + − −

+
I Q

e m l

ez r
x

x x x
1 1

1

2 1
 (30)

By construction, in our example of e rising (that is, depreciation) investment in 
the home goods sector does not take place as real profits have fallen, and as 
previous capital stock had been adjusted to equalise marginal returns to marginal 
costs, the extra increment of capital must be unprofitable.

 Q Qh h
2 1 1= −( )δ  (31)

We can now derive the employment impact of the shift in the real exchange rate 
by substituting the employment functions in (27) into (30)
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This result has three interesting characteristics. First, there is no guarantee that 
employment will increase: this depends above all on the labour intensities (l) 
of each sector: clearly if the export sector is more labour intensive (lx > lh) this 
will happen, but if not, the outcome is uncertain. Second, the ratio of RWR to 
RER (ω/e) is clearly critical to the outcome – if real wages fall then employment 
will rise. However, this wage-employment ‘tradeoff’ is not the result of factor 
substitution, but rather of investment incentives. Third, an increase in the interest 
rate (r) – a common feature of IMF-inspired stabilisation programmes – will 
reduce the employment gain. This is the reverse of the factor substitution effect 
which textbook theory would predict.
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CONCLUSION

It is unfortunate that Thirlwall’s insights on aggregate savings behaviour in de-
veloping countries are not sufficiently well known by ‘mainstream’ development 
economists. This is partly a problem of ‘modes of discourse’ in the sense that 
although he presents his theoretical arguments with considerable analytical 
rigour and algebraic elegance, he does not place them within the conventionally 
accepted framework of modern inter-temporal macroeconomics. In this chapter 
I have attempted to rectify this neglect by exploring the link between post-Key-
nesian savings models and the modern ‘open economy macro’ framework, an 
exercise that can enrich both sides of the debate if not reconcile them.
 This chapter has attempted to translate some of the central post-Keynesian 
propositions on savings behaviour in developing countries into the conventional 
macroeconomic framework of inter-temporal dynamics and open economy ana-
lytics. I have shown that this exercise permits a clearer view of the role of both 
wealth and income distribution in the savings and adjustment process. This has 
two advantages: on the one hand, to clarify the reasons for low and unstable 
savings rates; and on the other, to re-introduce political economy considerations 
to growth models.
 I have also shown how the real exchange rate can be linked to the real wage 
rate, and thus to post-Keynesian concerns. This in turn allows the distributional 
implications of macroeconomic adjustment to be addressed. I have shown how 
employment, a key aspect of this topic, can be modelled and by doing so a more 
realistic alternative to the neo-classical notion of smooth and instantaneous 
‘resource reallocation’ can be derived by looking at the sectoral investment 
decisions.

NOTES

 1. All references in this chapter are to the Seventh Edition, referred to in the text as G&D. The 
preface confidently looks forward to an eighth edition in 2008.

 2. And also, and possibly even more importantly in terms of international reach, for students on 
interdisciplinary ‘development studies’ courses.

 3. G&D p. 490.
 4. Quite why or how Thirlwall redefines the parameters from (1) to (2) is unclear: b1 = b0 seems 

otiose, while a1 = a0/N seems inconsistent.
 5. Although it is not clear which of the parameters in the theoretical model would be affected 

by this.
 6. G&D p. 494.
 7. See for instance Obstfeldt and Rogoff (1997), Chapter 1.
 8. In developing countries we can take the real interest rate as exogenous: either because it is set 

by the government where the capital account is closed, or by international markets (due to the 
uncovered interest rate parity condition) where the capital account is open.

 9. Empirical aspects are discussed in Agénor & Montiel (2000), Chapter 3.2.
10. Obsfeldt & Rogoff (1997, pp. 94–5).
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11. Gersowitz (1988).
12. And thus developing economies are fully employed in the Keynesian sense of ‘no spare capac-

ity in the consumption goods industries’ (G&D p. 490).
13. G&D pp. 525–6.
14. G&D pp. 529–31.
15. See also Thirlwall (1974).
16. Presumably this could also be expressed as the gap between planned output and planned 

expenditure.
17. See FitzGerald (1993) for a full exposition.
18. For a good discussion of ‘trades union wage bargain’ models, see Heijdra and van der Ploeg 

(2002), Chapter 8.
19. Agénor and Montiel (2000) Chapter 12.
20. See FitzGerald (forthcoming).
21. In Chapter 17 of G&D the real exchange rate is included in Thirlwall’s well-known model of 

the external constraint on growth (pp. 687–90), although when discussing exchange rates and 
devaluation, he clearly believes that it is very difficult indeed to achieve adjustment through 
real depreciation and of no guaranteed positive effect on growth (pp. 693–5). However, he 
does not relate this insight back to income distribution or to savings.

22. Note that in this model the markup in the non-traded sector (γ) is fixed in Kaleckian fashion 
but the profit share (R/Y) is variable because the profit rate in the traded sector varies with the 
exchange rate. This point is taken up in the next section of the present chapter.

23. That is, the Heckscher-Ohlin-Samuelson (or ‘HOS’) model.
24. See, for instance, Wood (1994).
25. I am assuming here that there is a trade balance, so that external capital flows are not an issue. 

For an excellent inter-temporal macro framework for exploring the interaction of saving, in-
vestment and the current account, see Sen (1994).

26. Note that this model could easily be disaggregated to handle skilled/unskilled labour.
27. Heijdra and van der Ploeg (2002) Chapter 2.3.
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14. The influence of Keynes on 
development economics

John Toye

INTRODUCTION

Development economics, in its modern form, was struggling to be born just as 
John Maynard Keynes, ill and exhausted by immense public responsibilities, 
approached his premature death in April 1946. This fact alone meant that Keynes 
himself exercised no direct influence on modern development economics. His 
significance for the new sub-discipline was nevertheless considerable, but it was 
wholly derived from indirect sources.
 The first of these sources was the influence that he had exercised on the think-
ing of other economists who, after his death, did participate in the creation of 
development economics. Economists who fit this description included Joan 
Robinson and Austin Robinson: they were Keynes’s disciples and they contrib-
uted, in their very contrasting styles, to the early construction of development 
economics (Harcourt, 1998: 367–77). James Meade also falls into this category. 
So does Hans Singer, who worked on employment issues before coming to de-
velopment policy in the late 1940s (Singer, 1938 and 1939).
 The second source of Keynes’s influence was through his posthumous legend. 
The Keynes legend tended to affect especially younger economists who had not 
known Keynes personally, but nevertheless nurtured a view of him as a towering 
economist and a powerful role model of some sort – even when they rejected 
particular economic doctrines of his.
 Ironically, what Keynes actually wrote about economic development failed 
to shape the sub-discipline at its birth, being either inaccessible or neglected. It 
has taken at least a generation since Keynes’s death to construct the more detailed 
and nuanced view of Keynes that is now available. As part of the widespread 
scholarly effort to move beyond the Keynes legend, the eleven Keynes Seminars 
at the University of Kent played a notable role. Tony Thirlwall’s contribution to 
the series as animator, organiser, participant, rapporteur and editor over twenty 
years was absolutely central to its success. It is an achievement for which he 
deserves the gratitude of Keynes scholars everywhere.
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KEYNES’S INDIRECT INFLUENCE ON EARLY 
DEVELOPMENT ECONOMICS

Keynes’s most notable economic doctrine was that the economy could be in 
equilibrium at less than full employment.1 The implication of his new concept 
of an involuntary unemployment equilibrium was that resources were being 
wasted: what men and women did not produce today through enforced idleness 
would never be produced at all. To eliminate involuntary unemployment by 
government intervention was therefore to prevent the waste of resources and 
to allow their potential output to be made actual. In industrial societies, this 
waste was dramatically visible in the 1930s. It was there for all to see in the 
form of silent factories and mines, whose workers stood idly around outside 
the locked gates. The political dangers of this economic waste were also obvi-
ous, and not only to Keynes. For him, they were the motive to advocate 
policies to eliminate unemployment and to explain publicly how and why his 
policies would work.2

 Joan Robinson, Keynes’s junior collaborator in the making of The General 
Theory of Employment (1936), thought that the concept of full employment 
needed more careful definition, and she distinguished between open and dis-
guised unemployment. Open unemployment affected wage workers, who were 
laid off by their employers when demand fell. She believed that another type of 
unemployment was often present among own-account workers, though it was 
disguised by the fact that they kept themselves occupied in various ways. Dis-
guised unemployment was particularly prevalent in the agricultural sector when 
there was excess population on the land. Perhaps as a result of her stay in India 
in the years 1926–8, she argued that in the agricultural sector, and by extension 
in economies that are dominated by that sector, many people had occupations 
that contributed little to economic output, but this low productivity was not obvi-
ous because they appeared to be occupied.3 Here, too, was a waste of resources, 
just the same as with open unemployment.
 In the early 1940s, Britain’s Royal Institute for International Affairs began 
studies to assist the post-war reconstruction of Europe. In the course of these, 
it was calculated that at least 20 to 25 per cent of the agricultural population of 
Eastern Europe was surplus, in the sense that they could leave the land without 
reducing agricultural output (Royal Institute of International Affairs, 1943). It 
was natural to believe that this surplus labour could be used for economic de-
velopment if those in disguised unemployment could be absorbed into higher 
productivity occupations such as modern industries.
 The Oxford Institute of Economics and Statistics undertook a similar project 
of reconstruction studies, using the talents of a number of scholars exiled from 
central Europe – including Michal Kalecki, E. F. Schumacher, Josef Steindl and 
Kurt Mandelbaum. As part of this project, Mandelbaum (1945: 2) produced a 



266 Growth and economic development

pioneering projection model of an industrialisation process, a process that he 
justified in the following terms.

An expanding population adds continually to the number of people who are forced 
to work on fragmented or overcrowded holdings or on inferior soil where their pro-
ductivity is nil or almost nil (disguised unemployment). If these surplus workers were 
withdrawn from agriculture and absorbed into other occupations, farm output would 
not suffer, while the whole new output would be a net addition to the community’s 
income. The economic case for the industrialisation of densely populated backward 
countries rests on this mass phenomenon of disguised rural unemployment.

It should be noted that Mandelbaum’s intellectual formation had been at the 
Frankfurt Institute for Social Research, working on the agrarian question as 
formulated by Marx and Lenin. So it would be unwise to link the idea of dis-
guised unemployment too exclusively with Keynesian macroeconomics 
(FitzGerald, 1990: 3–25). What we have is two different intellectual streams 
flowing into a single pool.
 Nevertheless, when Paul Rosenstein-Rodan wrote in 1943 about the post-war 
development of South and South-eastern Europe, he did so in Keynesian lan-
guage. He referred to these regions as ‘international depressed areas’, owing to 
the problem of agrarian excess population and its disguised unemployment. 
Like Keynes, he believed that the price mechanism could not be relied on to 
generate the required adjustments, and that, in such circumstances, governments 
could play a positive role in raising national welfare. Yet what Rosenstein-Rodan 
said that the government would have to do was much more than what Keynes 
had advocated in industrial countries. Factories would have to be built and fi-
nanced; labour would have to be trained to work in them; markets would have 
to be found for the new output, without disrupting those of the foreigners who 
might be a source of external finance.
 The chosen development strategy of Rosenstein-Rodan was ‘the big push’: 
substantial investment in a wide range of light industries that would create a 
demand for each other’s output. This adaptation of Keynes’s ideas indicated 
that, although demand was a problem in disturbed wartime conditions, big 
problems of economic development also existed on the supply side of the 
economy, the sound functioning of which Keynes felt able to take for granted. 
Thus right from the start, development economists had to consider how both 
demand and supply factors could be manipulated to realise the potential output 
of redundant agrarian labour.
 Given the much more ambitious scope of the task, not to mention the dis-
rupted wartime and post-war context, development economics at its birth was 
distinctly more dirigiste in spirit and practice than Keynesian macroeconomics 
ever was. While in principle private entrepreneurs could build and finance the 
missing factories, in practice the uncertainties, shocks and co-ordination prob-
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lems that affected private investment decisions meant that government would 
have to lead, in the beginning at least, and the private sector would only be able 
to follow. Frank Burchardt, then Deputy Director of the Oxford Institute, ex-
pressed the contemporary view of the matter thus.

For under-developed poor countries with surplus populations and a general shortage 
of social and private capital, different, and, in many respects, more formidable, 
problems arise. If a fairly rapid rate of industrialization is desired, a higher degree of 
direct controls and other methods, not unlike those employed in a war economy, will 
probably be needed (Burchardt, 1944: iv).

 Yet, given the government’s leadership role in relation to development invest-
ment, only part of which could be financed from abroad, there was another 
lesson that could be learned from Keynes. The policy lessons of his economics 
were not limited to devising policies for eliminating involuntary unemployment 
in a depression. The same underlying logic worked in reverse, bearing on the 
opposite problem of excess aggregate demand causing inflation in economies 
that were already operating at full capacity. His 1940 pamphlet How to Pay for 
the War had addressed this problem in the context of Britain. It envisaged an 
economy soon to reach full capacity as a result of growing expenditure on war, 
and it anticipated inflation unless methods of limiting consumption sufficiently 
could be found. As well as additional taxation, he recommended a form of forced 
saving called post-war credits, by which immediate compulsory reductions in 
income would be compensated by discretionary repayments later. If one thinks 
of development expenditure as similar to war expenditure – in that its benefits 
will accrue, if at all, in the future – Keynes’s ideas on planned compulsory sav-
ing as an alternative to the inflation tax remain relevant.
 In the event, however, Michal Kalecki was more influential than Keynes in 
shaping the theory of development finance. During the war, Kalecki had criti-
cised Keynes’s plans for war finance. He argued that compulsory saving could 
be offset by reductions in voluntary saving, and that those on low incomes would 
not be fully protected. Kalecki wanted a more extensive system of physical ra-
tioning of goods than the one that Keynes advocated (Moggridge, 1992: 630; 
Osiatynski, 1997: 3–37). Kalecki was concerned not merely to reduce the pres-
sure of aggregate demand, but also to apply controls such as rationing and price 
fixing to maximise the release of raw materials and labour for the war effort. 
Other economists engaged in formulating methods of managing the British war 
economy tended to follow one or other philosophy – either that of Keynes or 
that of Kalecki. James Meade, who followed Keynes, was known as a ‘ther-
mostater’ because he regarded the control of the pressure of aggregate demand 
as a sufficient instrument of economic policy in itself. Austin Robinson, Richard 
Kahn, Brian Reddaway and others at the Board of Trade followed Kalecki in 
calling for additional controls. Hence, they were known as ‘Gosplanners’, after 
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the Soviet planning body GOSPLAN (Toye, 2003: Chapter 8). The spirit of the 
Gosplanners, with their emphasis on directly attacking supply side problems, 
was the one that inspired development economics, and not the exclusive concern 
of some post-Keynesians with aggregate demand.
 This was due to the work of Kalecki himself, who played a major role in 
transferring his approach to British war finance first of all into the economics 
of post-war reconstruction, and then into the analysis of the financing of devel-
opment (Arndt, 1987: 124–6). He stressed that the control of inflation during 
the course of economic development was not a purely financial matter to be 
achieved by fiscal and financial devices. It required the resolution of dispropor-
tions in the real economy, and in particular overcoming the problem of an 
inelastic supply of food (Osiatynski, 1993: 23–44). This was inextricably bound 
up with the intractable socio-political problem of land reform. More generally, 
rigidities and bottlenecks on the supply side became recognised as a defining 
characteristic of a developing economy, and the major reason why orthodox 
policies of macroeconomic adjustment could not be expected to be effective. 
This ‘structuralist’ view dominated development economics up to and including 
the advent of structural adjustment policies in the early 1980s.
 Although Kalecki was the dominant influence on the content of early devel-
opment economics, Keynes was responsible for providing the statistical 
framework used by development planners. According to Donald Moggridge, 
‘finance ministers around the world still approach the problems of economic 
management in an analytical framework which, perhaps for want of a better 
word, commentators rightly call Keynesian’ (Moggridge, 1993: vii). Hans 
Singer has said that ‘the national income framework of analysis first developed 
by Colin Clark on the basis of the Keynesian concepts […] is surely the most 
striking preservation of the Keynesian heritage in current development planning’ 
(Singer, 1987: 67–8). After Clark, James Meade and Richard Stone extended 
the estimation of national income into an interlocking set of national income, 
expenditure and production accounts. This tripartite system was then applied, 
on the initiative of Austin Robinson, to selected British colonies. Examples were 
the work of Phyllis Deane on national accounts for Northern Rhodesia (now 
Zambia) and that of Arthur Lewis for Jamaica (Thirlwall, 1987: 144–5). These 
exercises and others like them provided the statistical infrastructure within 
which post-independence development planning took place.
 The development planning of the 1950s and 1960s, which was heavily mac-
roeconomic in emphasis, thus combined a Kaleckian view of how the economy 
worked with a Keynesian statistical apparatus. This combination proved less 
incompatible than it might appear prima facie. Its objective was to identify the 
highest feasible rate of investment – assumed to generate additional income 
through a simple linear relation, the incremental capital-output ratio. The na-
tional accounts framework (plus an input–output table) ensured that for any 
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particular rate of income growth, all the components of income, expenditure 
and production could be projected consistently. The desired rate of growth then 
had to be selected. This choice depended on judgements of feasibility, and these 
judgements were informed by Kaleckian considerations. Thus practical devel-
opment planners like Arthur Lewis emphasised the difficulty of rapidly 
expanding the supply of food, and warned of the inflationary consequences of 
attempting to expand investment faster than was consistent with the realistically 
likely growth rate of the economy’s food supply (Lewis, 1966: 43–4, 53–4 and 
154–5). Given a set of feasibility constraints, the maximum rate of growth can 
be calculated, and its components planned consistently. Thus the Keynesian 
accounting structure was flexible enough to be used for the macroeconomic 
planning of an economy with Kaleckian features.
 Nevertheless, this style of development planning had plenty of critics among 
development economists. Gunnar Myrdal, for example, objected that it classified 
expenditure on education as consumption, rather than as an investment, which 
is how he believed that it should be treated in the context of development 
(Myrdal, 1968: 1916–7). Dudley Seers, an economic statistician who had 
worked for Kalecki at the UN, launched a more thorough attack, denying that 
achieving development was equivalent to maximising the rate of growth of the 
gross national product (Seers, 1969: 2–6 and 1976). He criticised the omission 
of economic activity in the informal sector, which he saw as a positive force for 
development, but he also objected to the neglect of income distribution, envi-
ronmental costs and unpaid labour normally undertaken by women (Toye, 1989: 
53–8). This critique gave considerable impetus to the search for alternative 
measures of development, such as UNDP’s Human Development Index, which 
appeared in 1990. None of the alternatives has yet ousted the Keynesian frame-
work from economic management in developing countries, which still survives 
in ghostly form in the World Bank’s RMSM programming model.
 From the mid-1970s, the Keynesian consensus in developed countries began 
to disintegrate. The experience of ‘stagflation’ – slower growth with accelerating 
inflation – could not be easily explained in terms of the Phillips Curve, accord-
ing to which there was a growth-inflation trade-off. The division of economics 
into ‘macro’ and ‘micro’, for which Keynes was responsible, now began to ap-
pear problematic. Keynes had persisted with the microeconomic assumption of 
competitive markets, although it was not consistent with his theories of the be-
haviour of economic aggregates. The inconsistency raised the question of how 
to work out logically adequate micro-foundations for macroeconomics, leading 
to the sprouting of new less-than-Keynesian macro theories in the 1980s and 
1990s. The search for the missing micro-foundations affected development 
economics adversely. Neither Kalecki nor Lewis had developed the economic 
theory of surplus labour and the agricultural marketed surplus sufficiently rigor-
ously at the micro-level. Development economics was thus increasingly 
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criticised, as the star of Keynesian macroeconomics waned in developed 
countries.

THE LEGEND OF KEYNES

In addition to the indirect influence that Keynes exerted on specific elements of 
development economics through his disciples, he also affected development 
economists through his powerful posthumous legend. Indeed, he was already a 
legend in his own lifetime. It was a legend that he had cultivated, because he 
thought that it enhanced his power of persuasion in matters of public policy. 
After his death, Roy Harrod, who published the official biography of Keynes in 
1951, further burnished this legend, again for the purpose of preserving the 
persuasive influence of Keynesian ideas (Harrod, 1951). Harrod’s Life portrayed 
Keynes as ‘a brilliant thinker, an entrancing personality and a great world ben-
efactor’. Reviewers who did not know Keynes, or only did so in his final heroic 
years, found Harrod’s portrait moving and convincing (Skidelsky, 2000: 494). 
Many younger development economists must also have been affected in this 
way. For them, Keynes was became icon and a role model.
 What image of Keynes did the legend project? Keynes had shot to interna-
tional fame at a stroke, when he published The Economic Consequences of the 
Peace (1919), his great polemic against the economic terms of the Treaty of 
Versailles. After that he was never long out of the public limelight as he pub-
lished his policy analyses and advice in the press and corresponded with world 
leaders on economic issues. It was unprecedented for an economist to operate 
in this degree of publicity, even if policymakers frequently ignored his advice. 
During the inter-war years, he was as much a political figure in Britain as any 
of the elected politicians of the day. Originally regarded as rather unsound, he 
was later fully accepted by the political establishment, becoming the country’s 
leading economic statesman. For a while, he seemed to hold Britain’s post-war 
future in his hands. No economist had been in such a powerful position 
before.
 The other aspect of the image was Keynes’s intellectual stature, exhibited in 
his General Theory of Employment, Interest and Money (1978: VII). In this, he 
had provided a theoretical explanation for the persistence of mass unemploy-
ment and a theoretical justification for the policy of increased government 
expenditure in a depression – a policy that many other economists decried. He 
had shown the importance of analysing the aggregate demand and supply of the 
economy, the interdependence of monetary and real factors in inducing eco-
nomic fluctuations and the inadequacy of looking only to price adjustment in 
the labour market to reduce unemployment. He created a new ‘macroeconom-
ics’, very different from what had existed before – which might be described in 



 The influence of Keynes on development economics 271

summary terms as Alfred Marshall’s microeconomics plus the Cambridge ver-
sion of the quantity theory of money. He saw himself, and other saw him, as 
creating a revolution in the discipline of economics.4 The fact that the Keynesian 
revolution retained an unexplained separation of macro and microeconomics 
did not inhibit its initial success.
 This extraordinary combination of political prominence and successful aca-
demic innovation won Keynes a unique place in British economics, as well as 
great respect among economists in the rest of the world. After his death, his 
legend became an ideal for economists to emulate, including many of those 
drawn into the professional world of development economics. To them, it 
seemed obvious to make a parallel between the scourge of mass unemployment 
in the 1930s and that of the persistence of global poverty (despite Western af-
fluence) in the 1950s. The latter problem, like the former, seemed to require the 
economists who succeeded Keynes also to undertake a theoretical revolution, 
on the grounds that the economics of the day lacked the tools to provide an ef-
fective remedy.
 The effect of the Keynes legend, then, was to encourage development econo-
mists to seek for theoretical revolutions. As the title of his masterpiece suggested, 
Keynes claimed to have created a more general theory of employment than the 
classical economists had. Neo-classical economists subsequently reversed this 
claim, however, arguing that Keynes had invented only a special case of neo-
classical theory – the case where the wage level is fixed. Anti-Keynesian 
development economists on the political left, like Dudley Seers, inverted this 
argument as follows. All neo-classical economics, including the Keynesian 
variant, is a special case – the case of smoothly functioning markets in capitalist 
economies.
 Thus, a new theory was sought in order to embrace the more general case, 
the case of the developing countries, whose economies are beset with bottle-
necks and rigidities, and where well functioning markets are absent (Seers, 
1963: 77–98). Albert Hirschman later changed the general/special distinction 
into a simple dualism. He argued that Keynes in his 1936 book had defeated 
‘monoeconomics’. His invention of another, radically different economics 
opened the way for the birth of development economics; ‘the idea that there 
might be yet another economics had instant credibility’. In that sense, the step 
that Keynes had taken was ‘crucial’ for the new development economics (Hir-
schman, 1981: 6-9). One thing that unites Seers and Hirschman is that they 
argue – not without some paradox – from the irrelevance of Keynes’s economics 
in developing countries to his significance for development economics. They 
also share a tendency to emphasise the absoluteness of the distinction between 
development economics and other branches of the discipline. In this they are 
following the Keynes legend that deliberately played up the fundamental nature 
of his quarrel with ‘the classics’. However, just as Keynes exaggerated the depth 
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of his quarrel, so Seers and Hirschman are in danger of exaggerating the theo-
retical gulf between development economics and other sub-disciplines of 
economics.
 The practical inheritance of the Keynes legend derived from the aftermath 
of his final efforts at designing world economic institutions that would provide 
for stability, growth and welfare. This was subsequently regarded in many 
quarters as unfinished business. Keynes’s design for an international clearing 
union, and his disciple James Meade’s design for an international commercial 
union, continued to command support long after they had lost out to US in-
stitutional blueprints for the new international institutions for finance and trade. 
Keynes’s vision for the international economy was based on his long-standing 
opposition to deflation as a method of economic adjustment. He believed that 
disappointing the expectations of the rentier via inflation was preferable to 
disappointing the expectations of the worker via unemployment. He therefore 
wanted an IMF that was better resourced than the one that came about, and he 
wanted the burden of balance of payments adjustment to be shared by deficit 
and surplus countries, rather than being placed only on the former. The issue 
of whether the working of the International Monetary Fund could be adjusted 
in order to have a less deflationary impact on developing countries continued 
to be agitated through the 1950s and 1960s. So did the question of whether an 
International Trade Organization (ITO) (including its provisions for interna-
tional commodity agreements) should supersede the purely interim GATT 
arrangements.
 The claim – made by Gottfried Haberler and Raul Prebisch among many 
others – that the Bretton Woods system was incomplete, and moreover unhelpful 
to developing countries in relation to trade and finance, eventually prompted 
the birth of UNCTAD in 1964. Keynes had worked on a wartime proposal for 
a series of commodity buffer stocks (Keynes, 1980: 105–99). The policy of 
commodity buffer stocks remained popular with developing countries, and 
Gamani Corea made an integrated programme of buffer stock finance the central 
feature of the minimally successful UNCTAD campaign for a New International 
Economic Order from 1974 to 1980 (Toye and Toye, 2004: Chapter 10). The 
Report of the Independent Commission on International Development Issues 
(1980), chaired by Willi Brandt, was perhaps the last major incarnation of this 
particular Keynesian inheritance in the realm of international economic policy 
(Independent Commission on International Development Issues, 1980).
 The attitudes created among development economists by the legend of Keynes 
are not to be taken wholly at face value. There was surely some element of dis-
ingenuousness in these claims, based on a Keynes-like appreciation of the value 
of hyperbole in getting oneself heard and understood. Even if Keynes did argue 
for a more generous design of the Bretton Woods institutions, for example, it 
would be an act of faith to believe that, had his view prevailed, his institutional 
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design would necessarily have lasted very long without subsequent adjustments 
(Williamson, 1987). We are here in the world of historical might-have-beens.
 Certainly, Keynes’s enthusiasm for commodity buffer stocks has been much 
exaggerated. His first proposal (1938) was made in anticipation of the outbreak 
of the Second World War, to avoid the difficulties of food imports experienced 
in the First (Salter, 1961: 255-9). His second proposal was intended to counter 
what he regarded as a much more damaging US plan for an international wheat 
cartel in 1942. When his own scheme for ‘commod control’ was rapidly and 
generally dismissed as impractical, because of the opportunities that it would 
have created for speculators, he did not return to the theme (Skidelsky, 2000: 
234–6).
 The legend of Keynes was significant for development economics because it 
constituted a standing temptation to its practitioners to indulge in the grandiose, 
both in the sphere of theory and of practice. The search for the next revolution 
in economic theory, or the next new paradigm, could easily degenerate into mere 
shifts of conceptual emphasis, which alienated more than they excited. In the 
end, the search for a new international economic order became an attempt to 
defy the laws of gravity in international political negotiation.

THE HISTORICAL KEYNES

The legend of Keynes thrived in the period when personal memories of him had 
faded or grown dim, and before a more authoritative historiography of his life 
and work produced its fruit. There were many elements that composed this 
constructive or re-constructive work. Archivists sorted and catalogued his pa-
pers. Scholars selected from them for publication of a substantial edition of his 
collected writings. Robert Skidelsky and Donald Moggridge, great authorities 
on Keynes, laboured to produce two excellent biographies.
 During this time the Keynes Seminars in Canterbury made their own special 
contribution to the recovery process. The idea of bringing together members of 
the Keynes family, economists who had interacted with Keynes during his life-
time and contemporary analysts of the themes and policies that Keynes had 
made his own was an inspired one. Eleven published volumes, usually edited 
by Tony Thirlwall, survey almost every aspect of Keynes’s career and intellec-
tual interests. Less obviously, much sharing of information went on in the social 
and informal part of the seminar. Certainly, I can speak of the stimulus that I 
derived from my own participation to research Keynes’s own forays into the 
area of economic development. These forays were directed towards two very 
important subjects, namely state planning and population. Yet Keynes’s own 
views on these topics exerted little influence on development economists 
throughout the post-war period. In the early constructive phase of development 
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economics, the views of the historical Keynes on the economics of development 
remained neglected or unknown. The irony of it is that some of his views were 
produced again, as if new, by later commentators, including those that carried 
an anti-Keynesian banner (e.g., Johnson, 1978).
 Keynes visited Soviet Russia three times – in 1925, 1928 and 1936 – and then 
wrote about what he saw. In his commentaries on the management of the Soviet 
economy, Keynes raised important issues that were to surface again in the neo-
liberal critiques of development economics of the 1970s and 1980s.5 His 
comments were not made initially from a position of outright opposition to the 
Bolshevik revolution: at first, he hoped that it might also embody ‘some speck 
of the ideal’. He also advocated agricultural loans to the new regime, to prevent 
famine and promote the resumption of grain exports (Keynes, 1978: 394). It 
was only at the end of the 1920s that he abandoned these initial hopes.
 Keynes analysed key features of the Soviet economy in his A Short View of 
Russia (1925). There, he described ‘the official method of exploiting the peas-
ants’. It was not done by taxation, but by the official manipulation of domestic 
prices that the foreign trade monopoly made possible (Keynes, 1978: 264). The 
peasants’ wheat could be bought at a price in domestic currency below the world 
price at the official exchange rate, while textiles and manufactured goods would 
be priced in domestic currency above the world price at the official exchange 
rate. This price policy created the protection necessary for an internationally 
uncompetitive industrial sector. Keynes saw the ill consequences clearly enough: 
given the incentives he faced, the peasant would under-produce, and given the 
inflated industrial wage, there would be excess migration to the towns. Keynes 
summarised his analysis in the following terms.

This state of affairs serves but to enforce a lesson of bourgeois economics as being 
equally applicable in a Communist state, namely that it impairs wealth to interfere 
with the normal levels of relative prices or with the normal levels of relative wages 
… (Keynes, 1978: 265).

 The question must be asked whether Keynes’s appeal to bourgeois economics 
was his last word on the matter. Surely, he later changed his mind and showed 
there was ‘another economics’, apart from the orthodoxy in which he had been 
schooled by Marshall? In the 1930s, did he not become an advocate of both 
protection and state planning? Indeed, he did, but it should be emphasised that 
these two shifts in his policy stance still left him at a considerable distance from 
the type of economic policies that he criticised in Russia in the 1920s. Even 
while making his cautious and limited case for protection in Britain, Keynes 
went out of his way to say: ‘Russia exhibits the worst example which the world, 
perhaps, has ever seen of administrative incompetence and of the sacrifice of 
almost everything that makes life worth living to wooden heads’. He denied that 
by proposing a measure of protection for Britain, he was thereby endorsing ‘all 
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those things which are being done in the political world today in the name of 
economic nationalism’ (Keynes, 1982: 243–4). He contrasted the political 
context in which he was operating, one that allowed for experiment and free 
discussion of economic policy, with that of Stalin’s Russia, where independent 
views were crushed.
 Keynes also made his case for modest state planning by explicitly rejecting 
the relevance of what had been done by existing ‘planned regimes to the south 
and the east’ (Keynes, 1982: 86). These regimes, he believed, had bought their 
limited industrial successes at a huge cost in welfare. By contrast, his support 
for state planning was limited to activities ‘which in the nature of the case lie 
outside the scope of the individual’ (Keynes, 1982: 88). They were to be com-
plementary to, and not a substitute for activities the individual could undertake. 
He was talking about measures of taxation, tariffs, foreign exchange control, 
the regulation of transport as well as town and country planning. He was not 
advocating a state-driven industrialisation drive. When he conceded that the 
ideas of the General Theory implied ‘a large extension of the traditional func-
tions of government’, he also said that they gave no warrant for a ‘system of 
State Socialism which would embrace most of the economic life of the com-
munity’ (Keynes, 1978: 378).
 The historical Keynes, while advocating greater control of investment by the 
liberal state, maintained, to the end of his life, the objections that he had voiced 
in the 1920s to the ‘official method of exploiting the peasants’. If anything, his 
comments on the political economy of the Soviet Union became sharper and 
more hostile, as he became more aware of the enormity of the economic mis-
takes that were possible under authoritarian regimes.6 As Joan Robinson said 
of him much later: ‘Capitalism [was] in some ways repugnant to him but Stalin-
ism was much worse’ (Robinson, 1975).
 The role of population in the process of economic development was also a 
matter of great interest to Keynes. From an analytical viewpoint, the most in-
teresting aspect of his early work on population was a sketch of a model of the 
welfare implications of differential population growth in what would be known 
today as the North and the South. It is not fully worked out and abstracts from 
some crucial aspects of the situation that it addressed. What Keynes presented 
was essentially an example of an ‘isolation paradox’, a paradox of population 
growth that pre-figured his later famous paradox of thrift in the General Theory. 
As he put it, ‘every patriot urges his country forward on a course of action [i.e. 
rapid reproduction] which is ‘in the widest sense anti-social’. This pre-figures 
his later argument that the more virtuous people are in being thrifty, the further 
the national income will fall (Toye, 2000: 66). Such paradoxes, based on the 
insight that the structure of individual incentives is inconsistent with the achieve-
ment of the social good, have characterised political economy and economics 
from Mandeville to the modern environmentalist concern for the ‘tragedy of the 
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commons’. They provide one link between the intellectual approaches of Keynes 
and modern development economists.
 Surprisingly, Beveridge outwitted Keynes’s in a debate on population issues 
in the 1920s, an event that partly explains his rather enigmatic essay of 1930, 
Economic Possibilities for our Grandchildren. In this, he deserts his character-
istic preoccupation with the short run, and, for once, looks far into the future. 
He conjectures that within a hundred years, the economic problem will be 
solved, and the pressing problem will be the psychological one of how to adapt 
to the abundance of leisure. He celebrates the idea that by then, capitalism will 
have fulfilled its historic mission, liberating people to put aside the dubious arts 
of moneymaking and to attend to the more morally uplifting arts of life. Some 
have seen this as his acceptance of the stationary state of the classical political 
economists. A more likely explanation is that he was trying to induce some 
public optimism amid the gloom of the Great Crash, and that while doing so, 
he took the opportunity to make an unacknowledged recantation of his neo-
Malthusian views.
 In the 1930s, Keynes reacted to the population projections of Enid Charles 
and other British demographers. He understood them as a forecast that the Brit-
ish population was about to cease its long period of growth and to embark on a 
precipitous decline. His Galton Lecture of 1937 focused on the implications of 
population decline for effective demand, saving and the rate of interest. He 
concluded that excessive population decline would threaten to increase unem-
ployment, just as excessive population growth would threaten to reduce average 
living standards. Keynes’s final view of the need for a balanced relation between 
the growth of population and capital paved the way for the balanced growth 
theories of Roy Harrod and Evsey Domar in the 1940s.
 The Harrod–Domar equation was useful in concentrating attention on the 
fundamentals of the development problem. It reinforced the perception that 
consistency was an essential requirement of the development planning process. 
The Harrod–Domar model has had a long life in the practice of development 
planning for a less creditable reason, however. Its doubtful assumptions of fixed 
coefficients between investment and growth, and foreign aid and investment and 
growth make it a simple, apparently objective yet misleading basis on which 
the international economic institutions can produce another set of investment 
and aid targets for their developing country clients (Easterly, 1999: 423–38).
 Despite Keynes’s recantation, the Malthusian threat still worried Keynes’s 
disciples who wrote on the economic development of Asia. Austin Robinson 
reflected on the possibility of a Malthusian crisis in Bangladesh as late as 1974 

(Robinson, 1974: 521–4). Joan Robinson courageously pointed out the dangers 
of population growth in the People’s Republic of China, despite the Marxist 
doctrine that such statements were capitalist scare mongering (Harcourt, 1998: 
374). ‘Of all economic doctrines,’ she asserted, ‘the one most relevant to the 
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underdeveloped countries is that associated with Malthus’ (Robinson, 1962: 
107).
 Were Keynes’s views on population ‘imperialist’? They did reflect one strand 
of ‘imperial’ discourse, one that was characteristic of certain late nineteenth 
century Indian civil servants. Some in the ICS favoured rural development 
projects, like canal building in Punjab, and the implementation of famine alle-
viation schemes. Others did not, believing that they were self-defeating in the 
face of steady population growth. The young Keynes belonged to the latter group 
(Toye, 2000: 104–5). Keynes also tended to think in race stereotypes, which 
combined biology and culture. It would be anachronistic to brand him as a racist, 
but he did hold caricature views of the national character of foreigners. These 
were widely shared in Bloomsbury and elsewhere, despite the fact that others 
at the time, like H.G. Wells, were perfectly well aware that they were false and 
unscientific.

CONCLUSION

The significance of Keynes for development economics is traditionally said to 
rest on two parts of his work. The first was his invention of the macroeconomics 
of employment, modulated by Joan Robinson into the concept of ‘disguised 
unemployment’. The second was his contribution to the construction of the 
Bretton Woods international economic institutions, including his proposal for 
commodity price stabilisation. Both these components of his work were indeed 
influential in the early years of development economics, for two main reasons. 
Either they had influenced his disciples, who then wrote on economic develop-
ment, or development economists who had not known him personally, perceived 
them as key elements in the legend of Keynes.
 In contrast to these sources of influence, the beliefs of the historical Keynes 
about the subject of economic development had very little influence on its early 
formation. His neo-Malthusian beliefs led him (until 1930) to maintain that in-
dustry’s terms of trade faced secular decline – the exact opposite of the 
Singer–Prebisch view that came to dominate development economics after 1950. 
In expositions of his neo-Malthusian approach, however, Keynes anticipated 
two modes of thinking that have subsequently become familiar in development 
economics, the isolation paradox and North–South modelling. His later concerns 
about the balance of investment and population change fed into the influential 
Harrod–Domar model.
 The other significant theme to be found in the historical Keynes is his analysis 
of the use of economic controls in Soviet Russia in the 1920s and 1930s, when 
it was the contemporary equivalent of today’s ‘developing country’. In several 
ways, Keynes’s perceptive critique of Soviet economic policy anticipated neo-
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liberal criticisms of the industrial policies of many post-war developing 
countries. Ironically, some development economists of the 1970s, who pro-
claimed themselves anti-Keynesian because they were reacting against the 
legend of Keynes, were in fact elaborating on ideas that Keynes had sketched 
out fifty years previously, and of which they were blissfully ignorant. So easy 
it is, if the history of economics is disregarded or disparaged, to become ‘the 
slave of some defunct economist’.

NOTES

1. By ‘most notable’, I mean the one that made the widest impact on the public consciousness, 
and not necessarily the one that the academics of the day found most original or 
controversial.

2. Keynes’s political motivation is well captured in Harrod (1936).
3. The first reference to disguised unemployment dates from 1936, see Robinson 1936: 225–33, 

and recurs in her ‘Planning Full Employment’ (Robinson 1951: 84). See also her later ‘Notes 
on Economic Development’ (Robinson, 1960: 96–8).

4. ‘I believe myself to be writing a book on economic theory, which will largely revolutionise – 
not, I suppose at once but in the course of the next ten years – the way the world thinks about 
economic problems’, said Keynes in a letter to George Bernard Shaw of 1 January 1935. 
(Keynes 1982, Vol. XXVIII: 42).

5. I have treated this theme in greater depth in Toye (1993: 239–65).
6. Keynes’s views thus contrasted with the distinctly more positive comments of Austin Robinson, 

one of the ‘Gosplanners’, made after visiting Soviet Russia in July 1945. I am grateful to 
Richard Toye for pointing this out to me. See Cairncross (1993:94) for more detail.
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