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INTRODUCTION TO THE SERIES

The aim of the Handbooks in Economics series is to produce Handbooks for various
branches of economics, each of which is a definitive source, reference, and teaching
supplement for use by professional researchers and advanced graduate students. Each
Handbook provides self-contained surveys of the current state of a branch of economics
in the form of chapters prepared by leading specialists on various aspects of this branch
of economics. These surveys summarize not only received results but also newer devel-
opments, from recent journal articles and discussion papers. Some original material is
also included, but the main goal is to provide comprehensive and accessible surveys.
The Handbooks are intended to provide not only useful reference volumes for profes-
sional collections but also possible supplementary readings for advanced courses for
graduate students in economics.

KENNETH J. ARROW and MICHAEL D. INTRILIGATOR
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PREFACE

Law can be viewed as a body of rules and legal sanctions that channel behavior in
socially desirable directions—for example, by encouraging individuals to take proper
precautions to prevent accidents or by discouraging competitors from colluding to raise
prices. The incentives created by the legal system are thus a natural subject of study
by economists. Moreover, given the importance of law to the welfare of societies, the
economic analysis of law merits prominent treatment as a subdiscipline of economics.
Our hope is that this two volume Handbook will foster the study of the legal system by
economists.

The origins of law and economics may be traced to eighteenth century writings on
crime by Beccaria (1767) and Bentham (1789). The modern incarnation of the field
dates from the 1960s: Coase (1960) on property rights, externalities, and bargaining;
Calabresi (1961, 1970) on liability rules and accident law; Demsetz (1967) on the emer-
gence of property rights; and Becker (1968) on crime. Of great significance was Posner
(1972), the first application of economic analysis to the body of law as a whole (Posner
also authored numerous influential articles on specific legal topics).

This early writing in law and economics was mainly informal and emphasized ba-
sic subject areas of law. Later scholarship began to include formal work, notably by
Brown (1973), Diamond (1974), Spence (1977), and Shavell (1980a) on liability rules
and accidents, Polinsky (1979) on property rights and liability rules, Barton (1972)
and Shavell (1980b) on contract law, Landes (1971) and Gould (1973) on litigation
behavior, and, following Becker (1968), Polinsky and Shavell (1979) on law enforce-
ment. Law and economics scholarship also expanded into other subject areas, with
corporate law receiving the most attention—see, for example, early contributions by
Bebchuk (1985), Easterbrook and Fischel (1991) (synthesizing previously written ar-
ticles), Gilson (1981), and Manne (1965). Additionally, empirical research was under-
taken, initially mostly in the area of crime, and subsequently in many other fields as
well, especially corporate law.

The purpose of this Handbook is to provide economists with a systematic introduc-
tion to and survey of research in the field of law and economics. The Handbook contains
22 chapters and is organized into three main parts. Part I deals with the building blocks
of the legal system: property law; contract law; accident law (torts); litigation (includ-
ing aspects of civil procedure); and public enforcement of law (including criminal law).
Part II treats other prominent areas of law: corporate law; bankruptcy law; antitrust law;
regulation (of externalities, natural monopolies, and network industries); employment
and labor law; antidiscrimination law; intellectual property law; environmental law; and
international law. Part III addresses three additional topics: norms and the law; the ex-
perimental study of law; and political economy and the law. Most of the chapters are

xi
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theoretically-oriented, but many mention relevant empirical work and three focus on
empirical research (on civil law, public law enforcement, and corporate law).

The first volume of the Handbook includes all of Part I and several chapters from
Part II. The second volume contains the remaining chapters of Part II and all of Part III.

We are grateful to Kenneth Arrow and Michael Intriligator for encouraging the devel-
opment of the Handbook and for their substantive suggestions about it; to Valerie Teng
and Mark Newson of Elsevier for their able assistance with the administrative tasks as-
sociated with its production; and to the John M. Olin Foundation, through our respective
institutions’ law and economics programs, for supporting our preparation of it.

A. Mitchell Polinsky & Steven Shavell
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Abstract

This chapter surveys major issues arising in the economic analysis of contract law. It
begins with an introductory discussion of scope and methodology, and then addresses
four main topics that correspond to the major doctrinal divisions of the law of contracts.
These divisions include freedom of contract (the extent of private power to create bind-
ing obligations), formation of contracts (the procedural mechanics of exchange, and the
rules that govern pre-contractual behavior), contract interpretation (the consequences
that follow when agreements are ambiguous or incomplete), and enforcement of con-
tractual obligations (the choice between private and public enforcement, and the legal
remedies that follow from breach of contract). In each of these sections, we provide an
economic analysis of relevant legal rules and institutions, and of the connections be-
tween legal arrangements and corresponding topics in microeconomic theory, such as
welfare economics and the theory of contracts.
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freedom of contract, Coase Theorem, contract formation, incomplete contracts, breach
of contract, remedies for breach

JEL classification: D23, D6, D82, D86, K12, K41, L14, L51



Ch. 1: Contract Law 7

1. Introduction

The essence of a free-market economy is the ability of private parties to enter into
voluntary agreements that govern the economic exchange between them. Consequently,
the law that governs such agreements is critical to the functioning of such economies.
While the law of property determines the configuration of entitlements that form the
basis of production and exchange, and the law of torts protects those entitlements from
involuntary encroachment and expropriation, it is contract law that sets the rules for
exchanging individual claims to entitlements and, thus, determines the extent to which
society is able to enjoy the gains from trade. Accordingly, economists interested in the
welfare properties of institutions in particular, or the micro-foundations of exchange
generally, have good reason to take account of the law of contracts.

This chapter, accordingly, surveys the main issues arising in the economic analysis
of contract law. We discuss both the main features of contract law as they relate to the
problem of economic exchange, and how relevant legal rules and institutions can be
analyzed from an economic perspective. In this introductory section, we set out the ba-
sic scope, methodology, and organization of the discussion to follow. Subsection 1.1
discusses why formal and informal contracts exist, and what economic functions they
serve. Subsection 1.2 distinguishes between positive and normative issues in the eco-
nomic analysis of contract law, and discusses some methodological problems associated
with applying standard economic analysis to legal institutions and legal scholarship.
Subsection 1.3 identifies limits on the chapter’s scope and provides bibliographic rec-
ommendations for material we don’t cover; and subsection 1.4 sets out the organization
of the remainder of the chapter.

A caveat is in order at the outset: although it is conventional to present contract law
as a discrete field, one should understand that, to a significant extent, the operation of
the rules and institutions discussed below will depend on other aspects of the law, in-
cluding the fields of tort, bankruptcy, procedure, and evidence. Lawyers have a cliché
that describes this interdependence; they say that “the law is a seamless web.” It is
useful to keep in mind that many issues that economists would regard as contractual,
including some important limits on contractual freedom, are governed not by contract
but by tort law. Additionally, the rules relating to certain categories of exchange, such
as consumer, employment, insurance, and information-licensing contracts, have devel-
oped specialized content to the point that they are often treated as distinct legal fields.
Finally, the practical ability of contracting parties to assert their legal entitlements de-
pends importantly on the procedural rules that govern courts and other enforcement
institutions. Many of the specific features of contract law that we discuss below cannot
be understood except as a response to the costs and other limitations of such institutions.

1.1. The economic motive for contracts

In a neoclassical exchange economy of the sort analyzed by Walras (1874) or Arrow–
Debreu (Arrow and Debreu, 1954 and Debreu, 1959), there is little need for either
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Seller
Buy insurance Don’t buy

Buyer
Buy insurance −pb,−ps −pb, 0

Don’t buy 0,−ps −�b,−�s

Figure 1. Coordination of insurance payments.

contracts or contract law, since buyers and sellers can exploit all gains from trade
through spot transactions. Indeed, in spot markets, such as public bazaars, the parties
manage reasonably well without formal contracting. Contracting becomes worthwhile
when there is a temporal element to exchange or one party, at least, is unsure as to what
her counterparty will do. For example, when the item to be exchanged needs to produced
or the service being rendered takes time. Absent a contract, the parties could be reluc-
tant to trust each other to complete the agreed upon exchange at the called-upon time,
and thus valuable exchange is forgone. Conversely, contracts can be worthwhile even
in non-exchange settings, as when advance commitment enhances the value of a gift
by enabling reliance by the beneficiary (R. Posner, 1977, and Shavell, 1991) or when
a supplier’s commitment to remain in a market notwithstanding short-run losses deters
competitive entry by rivals (e.g., Rasmusen et al., 1991) or encourages entry by produc-
ers of complementary goods. The central question then becomes why commitment is
valuable, to which there are several answers.

1.1.1. Coordination

The most straightforward reason to use contracts is to coordinate independent actions
in situations of multiple equilibria. As an illustration, consider the game depicted in
Figure 1, in which a buyer, b, and a seller, s, are independently deciding whether to
purchase insurance against the loss of a good in transit. The parties’ payoffs net of this
decision are normalized to zero. Denote the insurance premium when purchased by
party i by pi and the expected loss suffered by party i when no insurance is purchased
by �i . Assume that �b + �s > pb > ps ; that is, going uninsured is more expensive than
buying insurance, but it is cheaper for the seller to buy the insurance than for the buyer
to do so. (This is perhaps because the seller, who packages the goods for shipment, is
better able to control moral hazard and thus can obtain a better rate.)

If the parties make their choices independently, there are three Nash (1951) equilib-
ria to this game: one in which the seller buys insurance, one in which the buyer buys
insurance, and a mixed-strategy equilibrium in which both buy insurance with positive
probability. Of these, the first equilibrium is the efficient one (and it is also more ef-
ficient than any disequilibrium outcome). A contract to play this efficient equilibrium
could serve to ensure this outcome is achieved.

Formal contracts are of course not the only way for parties to coordinate among mul-
tiple equilibria. The efficiency of the seller-buys equilibrium could make it a focal point
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for the parties (Schelling, 1960). The literature on “cheap talk” (e.g., Farrell, 1987a,
1993) suggests that such coordination can, in principle, also be achieved by having the
parties announce their intentions in advance.

In actual institutional settings, however, contracts offer more stability than focal
points or mere announcements. In particular, they provide permanent authoritative
records that can be used by parties who suffer from imperfect recall or by those who
need to delegate performance to their agents or successors. Note that when contracts are
used for pure coordination purposes, they are self-enforcing in the sense that it is in each
party’s private interest ex post to comply with the chosen equilibrium. Hence, those de-
signing such contracts can devote most of their attention to problems of formation and
interpretation, and relatively little attention to problems of enforcement. This coordi-
nation function of contracts has been rather less discussed in the law and economics
literature than the incentive mechanism functions discussed below, but it may be by far
the most important purpose that contracts serve in practice. As Myerson (2004) sug-
gests, coordination games could be the best models through which to understand legal
institutions generally.

1.1.2. Implementing exchange over time

A second reason for using contracts is to implement exchanges that depend on future
events. For instance, consider an insurance contract that covers a loss that occurs in
state 1, but not in state 0. Under this contract, the insured pays a premium to the insurer,
in exchange for a casualty payment received in state 1, but not in state 0.

In the standard model of risk allocation, goods are state-contingent commodities; for
example, an apple in state 0 is considered a different good than an apple in state 1.
Treating goods as state-contingent commodities has the advantage of allowing direct
application of standard analyses of exchange, but has the disadvantage of abstracting
from real institutional issues. In particular, exchange that is mutually beneficial ex ante
may not be mutually beneficial ex post. In the insurance example, the insured will not
wish to pay the premium ex post if state 0 is realized, and the insurer will not wish to
make the casualty payment ex post if state 1 is realized. Such exchanges cannot, there-
fore, be implemented in spot markets and require some form of advance commitment.

In the typical insurance context, the transaction is motivated by the insured’s risk
aversion. But the need to contract across different states is more general than that and is
not reliant on risk aversion. For instance, consider purely speculative exchange between
risk-neutral parties, in which trade is motivated by differences of opinion regarding the
probability of future events. If one trader thinks the price of orange juice will rise next
year and another thinks it will fall, they can make themselves better off ex ante by
entering into a forward exchange in which the second promises to deliver to the first.
As with the insurance contract, this exchange requires a commitment mechanism since
ex post one of the parties is sure to regret the deal.

An analogous problem arises with the rental of capital assets or the extension of
credit. Even though the owner of an asset may not be its highest-value user, she may be
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unwilling to yield possession to a higher-value user for fear that she will be unable to
recover it at the end of the rental period. The law of property provides a partial solution
to this problem by entitling the owner to reclaim her asset, but evidentiary difficulties
make this alternative an imperfect one (as illustrated by the maxim, “possession is nine
tenths of the law”). The party in possession could claim, for instance, that the transac-
tion was a gift or a sale, or that the agreed lease period had not yet expired. In such
settings, a contract that specifies the parties’ relative rights and duties makes the bor-
rower’s promise to return the asset more credible, facilitating exchange.

More generally, some form of commitment is necessary in any exchange in which
performance is sequential, because the party who performs first is effectively extending
credit to the party who performs second. It may be possible to structure the exchange
so that each stage of a party’s performance is timed to coincide with the performance
of her counterparty (e.g., an installment sale of goods in which each shipment is de-
livered C.O.D.), but in many instances such timing may be infeasible or costly. For
instance, consider a grocery that requires regular delivery of a perishable commodity
such as milk. The costs of making and receiving payment (keeping cash on hand, up-
dating accounts, preventing embezzlement, etc.) generate substantial scale economies if
disbursements for multiple shipments are combined into a single monthly payment.

Contracts can also be useful in situations of hidden information. In Akerlof’s (1970)
lemons model, for example, adverse selection can prevent efficient exchange when the
quality of the good to be traded is known to the seller but not to the buyer, even if the
buyer values the good more. This problem can be overcome if the seller of a high-quality
good can signal its quality by taking an action that is cheaper for her to take than it
would be for the seller of a low-quality good. A common action in this regard is to offer
a warranty against the good’s proving to be substandard (Grossman, 1981). Conversely,
the buyer could screen for quality by offering a premium to any seller who agrees to
provide a warranty. The signal (screen) works only if the seller is bound to honor the
warranty, because a low-quality seller can offer (agree to) a worthless warranty just
as cheaply as a high-quality one can. Some form of commitment is, thus, needed to
implement the exchange.

1.1.3. Implementing production over time

Finally, contracts are valuable in promoting production in advance of exchange. Ad-
vance production typically increases the surplus available from exchange, but requires
sinking resources in ways that may be unrecoverable if the contemplated exchange is
not completed. For example, a clothing manufacturer can increase the price it receives
for its products by producing them to meet the needs of its buyers, either very specifi-
cally (e.g., custom-tailored suits) or only moderately so (e.g., cutting them so they will
be in style for a limited time only). Once the materials used to make the clothing are
combined in a particular way, however, they can no longer be easily reconfigured to
produce other items. In such settings, producers will be reluctant to sink such expendi-
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tures up front unless they can be assured that they will recover their costs ex post (see
Williamson, 1975 for a seminal analysis of holdup problems).

As Katz (1996a) discusses, suppliers typically cannot capture all the surplus their
pre-trade investments generate; some of this surplus will go to the buyer. Absent bind-
ing purchase commitments prior to investment, suppliers’ incentives to invest will be
suboptimal, possibly to the point that no investment and, so, no trade occur. Bind-
ing contracts can restore proper incentives. Conversely, buyers can also increase their
surplus from exchange by making up-front investments, whether out-of-pocket (e.g.,
buying complementary inputs) or implicit (e.g., ceasing to maintain alternate sources of
supply). Because such investments are often relationship specific, however, buyers will
not make them unless they can be assured that the exchange price will stay sufficiently
low. In some cases, the parties may be able to provide such assurance by manipulat-
ing property rights (e.g., Grossman and Hart, 1986; Hart, 1989) or industrial structure
(e.g., Shepard, 1987) ex ante, but when they cannot do so cheaply, contracts could be a
cost-effective alternative.

1.1.4. Limitations of contracts as commitment devices

While contracts are often useful for achieving commitment, they can be imperfect de-
vices for doing so for some of the following reasons.

Specification costs. Because it is costly to foresee or to write down all the poten-
tial contingencies that might be relevant to the performance of the parties’ contractual
obligations, actual contracts are often left incomplete. Incompleteness has at least two
meanings: first, the contract could simply fail to provide for certain contingencies, in
which case a tribunal called upon to enforce the contract, or the parties themselves,
would have to decide after the fact what to do if such contingencies arise. Second, the
contract could cover all relevant contingencies, but not in as fine-tuned a manner as
would be ideal insofar as the contract does not distinguish finely enough, in terms of
consequent obligations, among the possible contingencies. In either event, the contract
will, with positive probability, fail to assure commitment or commit the parties to a
course of action that is suboptimal ex post.

Enforcement costs. It is never costless to hold a party to his commitment if he is
inclined to try to escape it. If the contract is being enforced through the courts, for
instance, lawyers must be hired and evidence assembled, and performance or damages
are likely to be awarded only after some delay. Such costs make enforcement incredible
when the damages from breach are relatively small; and parties can exploit this lack of
credibility by holding the level of breach below the threshold necessary to provoke suit
(Menell, 1983 and Priest, 1978).

Unobservable and unverifiable actions. Even if legal commitment has been estab-
lished and the means for its enforcement are available, the beneficiary of a contractual
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promise may be unable to determine whether the promise has been kept or broken. For
instance, the typical purchaser of a complex consumer product is not in a position to
tell whether the product has been manufactured according to warranted specifications;
at most she can observe whether the product works as expected. Even if a promisee can
determine that there has been a breach, she may nevertheless be unable to demonstrate
that fact to a third-party enforcer at reasonable cost. For instance, a supplier might de-
liver substitute goods that appear reasonably equivalent to a lay person or to a generalist
court, but which the parties themselves know to be substandard. In such situations, the
promisee’s inability to prove that the promise has been breached renders it ineffective
as a method for assuring commitment. On the other hand, as we discuss in §4.3.1, the
parties can sometimes contract around the court’s lack of expertise (see, e.g., Hermalin
and Katz, 1991 and Maskin and Tirole, 1999).

Dynamic inconsistency. In cases where the purpose of contractual commitment is to
promote specific investment, the parties’ incentives to stick with their deal may change
after the investment has been completed (e.g., Laffont and Tirole, 1988 and Aghion et
al., 1994). In particular, the parties may collectively wish to modify or renegotiate their
bargain. But if the parties anticipate that renegotiation will take place, it could prove
impossible to induce them to undertake efficient investments ex ante.

The need for pre-contractual commitment. Some commitments, in order to serve their
purpose, must be undertaken before the parties are in a position to engage in voluntary
contracting. For example, parties may spend resources on finding contractual partners or
on determining whether exchange is worthwhile. Even once an available partner and po-
tential transaction are identified, it typically takes time and expense to negotiate terms;
and commitments are often less valuable if they are delayed until bargaining is com-
pleted. (For an extreme example, consider the case of an emergency paramedic who
must decide whether and how to treat an unconscious accident victim who is not carry-
ing an insurance card.) In ongoing or repeated relationships it is possible for the parties
to agree to accept liability in advance of a final bargain, but in one-shot or new relation-
ships it is not.

The law of contracts has recognized most of these problems and has devised a va-
riety of doctrinal arrangements to deal with them; and the succeeding sections of this
chapter will discuss such arrangements in more detail. The reader should appreciate at
the outset, however, that because these legal arrangements are themselves imperfect,
parties will often want to use legal contracts in combination with other legal and non-
legal commitment devices, such as deposits, third-party guaranties, reputational bonds,
repeated dealing, mutual threats, hostage exchange, investing in altruistic preferences,
and the like. The success of formal contract law, accordingly, depends importantly on
how well it functions in combination with these substitute and complementary devices,
and not just on how well it works in isolation.
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1.2. Law & economics issues in contracting

1.2.1. Normative issues

Much normative discussion relating to contract law revolves around the issue of free-
dom of contract—to what extent will unregulated private contracting lead to desirable
social consequences? We discuss this issue, and its relationship to standard issues in
welfare economics, in §2 below. At the outset, however, it is worth observing that
the dominant normative consideration here, even more so than in other fields of law
and economics, is transactional efficiency. In part, this dominance follows the implicit
assumption, shared by most commentators, that externalities and analogous market fail-
ures are a less significant phenomenon in this field of law than they are in, say, tort
law. But the focus on efficiency also stems from the general recognition that much of
contract law, putting aside specialized categories such as consumer and employment
contracts, is designed for the purpose of facilitating exchange between business firms
or analogous commercial entities. Such entities are motivated primarily by economic
gain as opposed to nonpecuniary considerations, enter into legal obligations deliber-
ately and at arms length, and are rational in the standard economic sense. It is thus
easier to justify applying the efficiency norm to such voluntary arrangements than to the
typical tort case involving persons drawn together involuntarily and outside of market
institutions.

A more complete account of social welfare would consider competing normative val-
ues such as fairness, equity, etc. to the extent they affect social well-being. While there
has been relatively little economic analysis of contract law in this regard, we will discuss
these values insofar as they are relevant to specific analytical and doctrinal topics.

1.2.2. Positive issues

While most work on the economics of contract law has sought, at least in part, norma-
tive conclusions, there is a segment of the literature devoted to predicting and explaining
how different contractual rules affect private transactions, and why contracting parties
might choose one contractual device rather than others. For example, a variety of authors
(e.g., Joskow, 1987; Crocker and Masten, 1988; and Pirrong, 1993) have investigated
the connection between the use and duration of contractual agreements and the extent
of relationship-specific investments. Other authors (e.g., Klein, 1980; Goldberg and Er-
ickson, 1987; Hadfield, 1990; and Gergen, 1992) have sought to explain the common
use of indefinite or open terms in otherwise clearly negotiated agreements; and still oth-
ers (e.g., Weinstein, 1998 and Goldberg, 1998, 2000) have sought to explain particular
risk-sharing or option terms. In the field of commercial contracts, there is a vigorous lit-
erature discussing the determinants of secured lending (see, e.g., Scott, 1986; Schwartz,
1989; Triantis, 1992; and Mann, 1997a, 1997b). The antitrust literature has considered
whether certain contractual practices are more likely to have efficiency or anticom-
petitive motivations (e.g., Cheung, 1969; Kenney and Klein, 1983, 2000; Crocker and
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Masten, 1988; Klein and Murphy, 1988; and Masten and Snyder, 1993). While a full
survey of this literature is beyond the scope of this chapter, the reader should be aware
that many of the issues discussed in the later sections have been discussed empirically.
At the same time, however, it also true that the empirical study of contract is relatively
less developed than the theory, leaving much room for future researchers.

1.2.3. Economic versus non-economic theories of contract law

In recent years, the majority of contracts scholarship in the legal academy has reflected
a methodology based on economic analysis, and most legal scholars in the field have
become conversant with economic concepts such as efficiency, moral hazard, adverse
selection, and the like. (Conversely, over the same period, economic theorists have in-
creasingly come to appreciate the importance of legal concepts such as principal and
agent.) Nonetheless, a considerable amount of discussion in legal circles continues to
reflect alternative conceptual frameworks; and economists engaged in interdisciplinary
work should be aware of these competing frameworks and their underlying assump-
tions. Three major competing perspectives are worth brief discussion here; we denote
these as the corrective justice, liberal autonomy, and social constructivist perspectives.

Corrective justice. Corrective justice, the most longstanding of these perspectives, has
intellectual roots that trace back to classical writers such as Aristotle. This perspective
holds that judicial institutions are only justified in acting to redress unjust or wrongful
situations. Examples of such redress in the contractual setting would include restitu-
tion of unjustly received benefits or compensation for wasted expenditures incurred in
reliance on a broken promise.

The corrective justice approach seeks the restoration of some past or proper state of
affairs, and thus can stand at odds with the economic approach to law, which tends to
regard past gains and losses as sunk and to emphasize incentives for future behavior
(e.g., Easterbrook, 1984). It is less clear, however, that the corrective justice approach
has any implications at all for ex ante analysis of legal problems; and many legal writers
in this tradition (e.g., Dworkin, 1980) have distinguished between the use of economics
in judicial settings, which they regard as requiring decisions according to principle, and
its use in legislation and contractual planning, which may legitimately be designed to
promote goals of social policy or private advantage.

Liberal autonomy. The liberal or autonomy-based perspective (see, e.g., Barnett,
1986) emphasizes the individual as opposed to the collective interest. From this point of
view, individual rights should take priority over more general concerns of society. Such
a perspective is plainly more consonant with the economic approach than is the correc-
tive justice perspective. Standard economic measures of welfare are based on aggregates
of individual utility, and under conventional assumptions of welfare economics, liberal
freedoms tend to lead to desirable economic outcomes (see §2.2 below). There will be
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tension between the liberal and economic approaches, however, whenever market fail-
ures or transaction costs prevent the completion of efficient exchanges, as Sen (1970)
has shown through social choice theory. In a contractual setting, for instance, liberal the-
orists might argue that obligations to which the parties have not knowingly consented
may not be imposed on them even when those obligations would be both efficient and
distributionally equitable. Conversely, libertarians might argue that the law should pro-
tect even anticompetitive agreements, such as price-fixing, on the basis that the conduct
is voluntary and that consumers have no inherent right to trade with producers on any
particular terms.

Social constructivism. The social constructivist perspective takes the position that the
normative goals of society—and in the view of many writers, its descriptive categories
as well—are determined by collective and ongoing deliberation among its citizens, and
accordingly, that the main goal of legal institutions should be to provide adequate oppor-
tunity for such decision making. So defined, this perspective can be seen to encompass
a variety of more specific normative positions, including those of writers who empha-
size civic virtue (Kronman, 1987), democratic self-government (Pildes and Anderson,
1990), an egalitarian distribution of political and economic power (Kennedy, 1982), or
the primacy of particular substantive values, which economists would call merit goods
(Radin, 1987). On such views, the constituted citizenry may well decide to pursue eco-
nomic goals such as efficiency, but may, with equal legitimacy, decide to pursue other
procedural or substantive goals. For example, if the citizenry decided the well-being
of local manufacturers were sufficiently important to outweigh productive efficiency or
economic liberty, this decision would legitimize restricting interregional trade. It fol-
lows that there is no particular reason why individualist institutions, like contract or the
market, are more legitimate venues for such decision making than collective or political
ones.

Relationship between economic and non-economic theories. These three rival per-
spectives can and often do combine to provide overlapping arguments against the use of
economic analysis in contract law. For example, the most prominent alternative theory
of contract law to be put forward in recent years, the so-called “will theory” (e.g., Fried,
1981), holds that promises ought to be kept for their own sake, in part because promise-
breaking is a deontological wrong that needs to be rectified as a matter of corrective
justice, and in part because enforcing promises is necessary to respect the autonomy of
the promisee (and arguably the promisor as well). In response to such arguments, more
economically oriented writers (e.g., Craswell, 1989a and Shavell, 1991) have replied
that most economic analysis of contract law is aimed at filling the gaps in incomplete
agreements and setting default rules that operate when the parties have expressed no
preference regarding a particular issue. If we accept that most business contracts have
economic purposes, economic analysis will help those interpreting contracts to better
implement the parties’ will.



16 B.E. Hermalin et al.

The will theorists might offer, as a rejoinder, the observation that there is a difference
between what most contracting parties subjectively understand when they make and
receive promises, and what would be most efficient for them to do. For instance, most
people, even those with substantial business experience, intuitively understand promises
to bear inherent moral force and believe that the mere fact that it turns out to be sub-
optimal to carry them out should not count as an excuse for non-performance. If this
claim is true—and it should be plain that it is an empirical claim—then will theorists
(e.g., Charny, 1991) would argue that it violates the parties’ autonomy and dignity for
the state to enforce the efficient bargain, which they perhaps should have made, rather
than the actual arrangements that they did make.

An obvious response for economists to such non-economic considerations is to incor-
porate them into a larger welfare analysis in which the relevant non-economic values are
interpreted as arguments to be traded off against one another in a Bergson-type social
welfare function (SWF). Shavell and Kaplow (2002) have presented such an analysis
at length, but have achieved mixed success in persuading non-economically-oriented
legal scholars of its merits. Observe, in this regard, that the three main categories of
non-economic theories vary in their compatibility with the SWF approach. Pure cor-
rective-justice theorists would reject the SWF on the grounds that legally appropriate
actions can only be justified with reference to right and wrong, and never with reference
to consequences. Liberal autonomy theorists tend to be somewhat more accepting of
the SWF approach, but they would reject the idea that rights could be traded off against
each other or against economic values (formally, this is equivalent to adopting a lex-
icographical preference ordering for the SWF). Social constructivists would view the
whole SWF approach as logically circular, since they view the social values that would
underlie any SWF as endogenously determined by political and cultural processes of
which economic policy discussions are an integral part. In their view, starting with a
SWF and then attempting to maximize it is putting the cart before the horse.

Most importantly, economists who study legal institutions should recognize that
lawyers and legal commentators often employ different methodologies than they do.
In particular, legal scholars do not typically draw the same sharp distinction between
positive and normative analysis as economists do. On the contrary, many seemingly
descriptive statements made by lawyers or appearing in legal texts are understood in
context to carry significant normative overtones, and vice versa. Non-lawyers who are
insufficiently appreciative of the mixed nature of such discourse may miss an important
part of what is being said, and may be led to model the phenomena under discussion in
an incorrect or misleading way (Katz, 1996a). Similarly, lawyers’ customary method of
reasoning inductively from individual cases, rather than deductively from general prin-
ciples, makes many lawyers reluctant to accept some of the standard methodological
practices of economists, including formal modeling and the use of statistical aggrega-
tion. When presenting positive arguments or analyses to legal audiences, accordingly, it
is generally necessary to lay out one’s methodological assumptions explicitly and at the
outset. Otherwise, one risks being misunderstood by those lawyers who are accustomed
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to assuming a normative subtext or an individualist perspective whenever legal topics
are being discussed.

1.3. What this chapter is not

1.3.1. A guide to contract theory

Not surprisingly, there is a strong link between the law and economics of contracts and
the economic sub-discipline of contract theory.1 Contract theory provides a framework
to analyze the scope and limits of what contracts can accomplish, at least at a theoretical
level. It is, however, beyond the scope of this chapter to offer a comprehensive guide to
contract theory. To be sure, some contract theory will be discussed as appropriate within
the context of the issues discussed below; but no one should mistake such a scatter-shot
approach for an attempt at a systematic treatment of the subject.

For readers interested in contract theory, there are a number of excellent introduc-
tions. Most new graduate microeconomics texts devote at least a chapter to the subject
(see, e.g., Kreps, 1990; Mas-Colell et al., 1995; or Varian, 1992). Good book-length in-
troductions are Laffont and Martimont (2002) and Bolton and Dewatripont (2005). For
those looking for cheap—in fact free—introductions, one of us (Hermalin) hosts two
introductory manuscripts (Caillaud and Hermalin, 2000a, 2000b) on his web page.

1.3.2. A guide to the law of contracts

While this chapter discusses most of the important economic issues relating to the law
of contracts, it does not attempt to present a survey of major legal doctrines in the
field. It is worth noting, as a general observation, that many legal doctrines may seem
indistinguishable from an economic viewpoint. Nevertheless, they vary in their specific
content and their differences are of practical importance to lawyers and clients. For
example, the doctrines of mistake, impossibility, and frustration of purpose all excuse
contractual liability in extreme or unexpected circumstances and thus allocate risk to
the recipient of a contractual promise, but their legal application varies.

Economists interacting with lawyers or pursuing research in contract law, accord-
ingly, should be aware of distinctions such as these and of the associated views of
major legal authorities. The most useful general treatise on US contract law is probably
Farnsworth (2004), available in both one- and three-volume editions; a shorter introduc-
tion to the subject can be found in Chirelstein (2006). For statutory material applicable
to US contracts for the sale of goods, the best source is White and Summers (2000).

Less attention has been paid by economists to non-US legal systems, making them
a potentially fruitful source for future research; here leading English-language trea-
tises include Honnold (1999) and Schlechtreim (1998) on international sales contracts,

1 Whether this link is a valuable one is, however, a matter of debate. See, for instance, the Yale Law Journal
debate among E. Posner (2003a), Ayres (2003), and Craswell (2003).
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Bonell (1997) on other international commercial contracts, Atiyah (2003) and Treitel
(2003) on English contract law, and Lando and Beale (2002) on the contract law of the
civil law systems of continental Europe. In this chapter, however, most discussions of
legal doctrine will be restricted to US law.

1.4. Organization of the chapter

The remainder of this chapter is divided into four sections corresponding to the ma-
jor conceptual divisions of contract doctrine. Section 2, entitled “Freedom of contract,”
discusses the scope of private parties’ power to create binding contractual obligations.
It analyzes the major doctrines that govern which bargains will be recognized and en-
forced by state legal institutions, and which parties are empowered to create enforceable
bargains. It also considers how doctrinal limits on freedom of contract correspond to the
economic criteria for determining whether decentralized trade will lead to optimal wel-
fare outcomes.

Section 3, entitled “Formation of contracts,” discusses the extensive body of legal
doctrine that governs the procedural mechanics of exchange, as well as the rules that
govern the parties’ obligations before they enter into exchange. These formal rules, by
attaching consequences to the various acts and omissions that bargainers can choose
from in searching for and negotiating with potential contractual partners, affect parties’
incentives to make and to respond to offers, to delay, to bluff, and to communicate with
one another in the first place.

Section 4, entitled “Interpretation of contracts: Contractual incompleteness,” dis-
cusses the problems that arise when it is unclear whether those parties who are empow-
ered to create binding contracts have actually done so, and if they have, what specific
obligations they have created. Recent work in microeconomic theory has also been con-
cerned with this problem, especially as it relates to the ability of third-party enforcers to
verify the parties’ bargain. From a legal perspective, the problem is governed by the var-
ious doctrines dealing with contract interpretation, and this section shows how the legal
rules in this area affect and respond to the economic problem of incomplete contracts.

Section 5, entitled “Enforcement of contracts,” discusses how the foregoing rules and
institutions are translated into effective costs and benefits that can motivate parties to
comply with their obligations and to insure against others’ lack of compliance.

Finally, the concluding section offers some overall perspectives on the entire discus-
sion, relates its main points to analogous or complementary doctrines in related fields
of law, and offers some speculations regarding the path of future legal and economic
developments in the area.

2. Freedom of contract

The threshold issue in any discussion of contract law is freedom of contract—the ex-
tent to which the law sanctions the use of contracts as a commitment device. No legal



Ch. 1: Contract Law 19

system enforces all voluntary private agreements, but in the US and other industrial
democracies, most contracts that support legitimate economic exchange are at least pre-
sumptively enforceable. Still, the limits of freedom of contract vary among Western
countries and are an important element of regulatory policy. This section, accordingly,
analyzes and evaluates those limits in economic terms. Subsection 2.1 defines the scope
of the issues included under the framework of contractual freedom; subsection 2.2 re-
views the presumptive economic case in favor of freedom of contract; subsections 2.3
and 2.4 discuss the main arguments, economic and otherwise, that are typically used
to justify limits on private contracting; and subsection 2.5 outlines the major doctrinal
limitations on freedom of contract that are in force in the US and in related systems, and
relates those doctrines to the economic arguments set out in the prior subsections.

2.1. Freedom of contract defined

2.1.1. State regulation versus state enforcement

The concept of contractual freedom encompasses a number of distinct considerations.
One important distinction is between negative and affirmative government sanction: are
the parties permitted to enter into a given contract versus will the law enforce it? These
two questions are not equivalent: there are many agreements that cannot be enforced in
the courts but that can still be useful as commitment devices if the parties can manage to
implement them privately. For instance, prior to the passage of the Sherman Act, con-
tracts in restraint of trade were unenforceable under US common law; this reduced their
incidence, but not to the point of elimination. Under modern antitrust statutes, in con-
trast, government disapproval of anticompetitive conduct goes beyond non-enforcement
to include active interference through civil liability and, in some cases, criminal prose-
cution.

In the remainder of this section, accordingly, we focus on those limits on contractual
power that are motivated by regulatory concerns that the agreement itself is socially
undesirable for reasons of inefficiency, inequity, and other substantive objections.

2.1.2. Positive versus negative contractual freedom

The freedom to enter into contractual liability would be rather less meaningful were
it not accompanied by the complementary freedom to avoid liability for contracts into
which one does not wish to enter. In general, this negative freedom applies to most types
of contractual obligations, but not all. In traditional common law, for instance, some
businesses (e.g., mills, ferryboats, railroads, and the like) are designated as common
carriers and are obliged to enter into exchange on standard terms with anyone who
wishes. Modern statutes have expanded such duties in a variety of ways: for instance,
the essential-facilities doctrine in antitrust law requires vertically integrated firms to
make certain stages of production available on a contractual basis to their non-integrated
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competitors; and anti-discrimination laws require businesses to deal with customers and
suppliers on an equal basis without regard to race, religion, or the like.

Additionally, some rules of tort and property law have the effect of requiring
rightholders, under some circumstances, to transfer their entitlements to persons in
need or to the general public. For instance, the doctrine of eminent domain requires
landowners to convey their property to the state when required for an appropriately de-
fined public use. (E.g., in the US, the government could be constitutionally obliged to
pay just compensation when it takes private property.) Similarly, the tort doctrine of
necessity allows parties in dire need to make use of others’ property when voluntary
contracting is not feasible (as with an endangered hiker who breaks into an empty cabin
to find food or shelter) so long as compensation is paid ex post.2 Such doctrines are
typically conceptualized by legal theorists as internal limits on the underlying entitle-
ment at issue rather than as restrictions on contractual freedom; however, they usually
amount in practice to restrictions on contractual freedom because of the infeasibility of
contracting around them. One could theoretically imagine contracting in advance with
the government not to exercise its right of eminent domain, but such contracts are rare
and it is doubtful whether they are immune to abrogation by subsequent governments.

Finally, some doctrines of contract law impose promissory liability even when the
promisor has not actually intended to enter into a contractual exchange. The doctrine
of promissory estoppel, for instance, holds parties to promises on which a reasonable
person would foreseeably rely, at least to the extent necessary to protect the promisee’s
reliance; and the doctrine of trade usage holds parties to contracts that experienced mar-
ket participants would view as legally enforceable under similar circumstances, even
if the parties had not themselves subjectively intended to be bound in the particular
instance. For the most part, such doctrines provide rules of interpretation rather than
of substantive contractual freedom, in that it is possible to avoid liability by being
sufficiently explicit in one’s communications. In some cases, however, the law does
not allow one to disclaim liability for one’s representations or promises; for instance,
commercially sophisticated parties dealing with less sophisticated counterparts can find
themselves bound to statements made to the less experienced party even if sophisti-
cated persons would understand such statements do not entail legal obligation. Such
restrictions on disclaimers are usually motivated by considerations of market failure,
transaction cost, or distribution, as discussed below.

2.1.3. Mandatory versus default terms

Finally, as the example of promissory estoppel illustrates, it is useful to distinguish
between mandatory contract terms, which the parties are not legally free to change, and

2 Modern legal theorists, following Calabresi and Melamed (1972), use the concept of property and liability
rules, further discussed in this Handbook, to identify situations in which such involuntary exchanges are
authorized by law: entitlements subject to such imposition are said to be protected by a liability rule, while
entitlements that are immune from such imposition are said to be protected by a property rule.
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default terms, which the parties are theoretically free to change but which govern the
contract to the extent the parties are silent. An example of the former would be the
constitutional prohibition on involuntary servitude, which, for instance, prevents people
from pledging their future labor for long periods, even when they might find wish to
do so, such as to provide collateral for a loan. An example of the latter would be the
various warranties of quality that are implied under current US law in contracts for the
sale of goods. Sellers are generally permitted to disclaim such warranties, subject to
some limits imposed by consumer-protection and product-liability law, by following
the requisite procedures, which usually require some specific notification to the buyer.

Because it is costly to write complete contracts, all systems of contract law must pro-
vide default terms to cover the issues over which the parties do not specifically bargain
(see §4.4.1 below). The regulatory effects of default terms, however, are bounded by the
costs of contracting around them. It could be a reasonable approximation to ignore such
effects in many instances, especially in the commercial setting where parties are sophis-
ticated and have access to legal advice. In some cases, however, re-contracting costs are
substantial and the choice of default rule will have the effect of privileging one outcome
over others. For example, in mass transactions in which parties communicate through
standard forms, it is impractical to reconcile all the discrepancies between the various
forms; and under modern doctrine, the legal default applies to all issues on which the
forms do not agree. This often has the consequence of providing broad product war-
ranties and leaving the seller open to liability for damages following breach, even if the
seller attempted to disclaim such liability.

As with the decision to withhold enforcement, the provision of default rules may
be motivated either by regulatory purposes or by the desire to conserve on transaction
costs. In situations where there is some doubt about whether a specific contract term
should be discouraged, for example, a default rule supplies some deterrent effect while
still allowing parties whose gain from the term is sufficiently high to opt out of the
default at a price. For example, Camerer et al. (2003) advocate using default rules as
a relatively libertarian method of regulating against poor decisions caused by bounded
rationality. Or, as Ayres and Gertner (1989, 1992) have suggested, and as we discuss
further in §4.4.1 below, a default rule may be employed as a screen to induce parties
to reveal private information that might be relevant to ex post interpretation or to the ex
ante decision whether to enter into exchange.

2.2. The economic case for freedom of contract

2.2.1. Welfare economics

An economic case for or against freedom of contract is based on the consequent wel-
fare implications. In this section, we briefly review what a welfare analysis of markets
suggests about freedom of contract.

Economists typically use two welfare criteria. One, known as Pareto efficiency, evalu-
ates a proposed allocation among a set of actors by asking whether there exists a second
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allocation that (i) none of the actors prefer less than the proposed allocation and (ii) at
least one of the actors actually prefers to the proposed allocation. If such a second allo-
cation exists, the proposed allocation is deemed inefficient (alternatively, Pareto inferior
or Pareto dominated). The second allocation in this case is deemed Pareto superior. If
no such second allocation exists, the proposed allocation is deemed efficient.

While the Pareto criterion is useful for ruling out undesirable allocations, it doesn’t
always serve as a useful guide for selecting a desirable allocation. For instance, it offers
no guidance as to who should receive an indivisible object; any allocation other than
throwing it away is Pareto efficient because a switch to another allocation would not be
favored by the party losing the object.

An alternative welfare measure is to consider a function that aggregates, in some way,
the preferences of the actors in question. A full discussion of welfare functions is beyond
the scope of this chapter.3 We will limit attention to the utilitarian welfare function,
W = ∑

i∈I ui , where I is an index set over the actors and ui is the utility the ith actor
enjoys from the proposed allocation (if there is a stochastic aspect to the allocation, ui

should be understood to be i’s expected utility). Any allocation that maximizes social
welfare, W , must be Pareto efficient;4 but Pareto efficiency does not necessarily imply
that social welfare is maximized. For instance, as noted, any allocation of an indivisible
object (other than throwing it out) is Pareto efficient, but only the allocation that awards
it to the person who values it most is welfare maximizing.

A stronger connection between the two welfare criteria can be achieved if one ac-
cepts the existence of a transferable good (typically taken to be money). Now the losers
from moving to a social welfare-maximizing allocation can receive payments from the
winners as compensation. If preferences can be captured by a quasi-linear utility func-
tion (i.e., of the form u + y, where y is money and u is utility from other goods), then
an allocation is Pareto efficient if and only if it maximizes welfare.5 For this reason,
economists are generally satisfied with social welfare (total surplus) as an appropriate

3 The interested reader is directed to Chapter 22 of Mas-Colell et al. (1995) or Chapter 6 of Laffont (1988).
Also see Arrow’s (1963) classic book.
4 Proof: Suppose not. Then, although the allocation a maximizes W , there is another allocation ã that Pareto

dominates a. Let ui and ũi denote the utilities under the allocations a and ã respectively. By the definition of
Pareto dominance, ũi ≥ ui for all i and there is at least one i such that ũi > ui . But, then,∑

i∈I
ũi >

∑
i∈I

ui ,

which contradicts the assertion that a maximizes social welfare.
5 Proof: Footnote 4 supra established that welfare maximization implies Pareto optimality. Consider a Pareto

optimal allocation of real goods and money. Let ui and yi denote the utility components under this Pareto
optimal allocation. Suppose this allocation does not maximize welfare. Then, there exists another allocation
of real goods, with utility components u∗

i
such that∑

i∈I
u∗
i >

∑
i∈I

ui .
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welfare standard when transfers are feasible.6 Note that this analysis relies on the mar-
ginal utility of the transferable good being constant across individuals, so that we are
still seeking to maximize

∑
i∈I ui ; transfers among the actors are irrelevant to maxi-

mizing welfare because the benefit one actor gets from receiving a dollar is completely
offset by the cost another incurs transferring that dollar.

Competitive markets are typically seen as doing well with respect to the Pareto effi-
ciency criterion. Under somewhat stringent conditions—in particular, (i) that complete
markets for all commodities (including commodities such as clean air and water) exist,
(ii) that no actor has market power (i.e., acts as a price setter rather than a price taker),
and (iii) symmetric information—a general equilibrium of the economy will be Pareto
efficient (see, e.g., §6.3 of Debreu, 1959). This result is known as the First Welfare
Theorem.7

The First Welfare Theorem applies to the economy as a whole. If the entire economy
is an Arrow–Debreu economy and in equilibrium, then any particular market within the
economy must be “efficient,” insofar as any change in it changes at least part of the
overall allocation and no other overall allocation is Pareto superior. If, however, one
doubts the Arrow–Debreu model adequately models the entire economy, one can still
ask, in certain circumstances, whether a particular market in it is achieving an efficient
allocation.

A single competitive market (i.e., a market in which neither buyers nor sellers exer-
cise market power) will achieve an equilibrium at the price that equates demand and

Because the “ui” allocation is Pareto efficient, it cannot be that u∗
i

≥ ui for all i; that is, a change in allocation
must create “losers,” for whom ui < u∗

i
. Let L be the set of losers and L be the number of elements in L.

As just noted, L > 0. Similarly, there must be winners (i.e., those for whom u∗
i

≥ ui ). Let W be the set of
winners. For losers, define τi = ui − u∗

i
. For winners, define ti = u∗

i
− ui . Because the “u∗

i
” allocation is

welfare maximizing,∑
i∈W

ti −
∑
i∈L

τi ≡ G > 0.

Finally, consider the allocation of real goods that produces utilities u∗
i

, allocates yi − ti in money to each
winner and yi + τi + G/L to each loser (note the additional transfers sum to zero, hence are feasible). For a
winner, u∗

i
+ yi − ti = ui + yi , so winners are indifferent. For a loser, u∗

i
+ yi + τi +G/L = ui + yi +G/L,

so losers are strictly better off. But, then, we have an allocation (including money) that Pareto dominates our
original allocation, contradicting its Pareto optimality. The result follows by contradiction.
6 The Kaldor-Hicks criterion is even more flexible: An allocation, α, over real goods is a Kaldor-Hicks

efficient allocation if there is no other allocation over real goods α′ and no profile of transfers, t, such that
the overall allocation (α′, t) Pareto dominates the overall allocation (α, 0), where 0 means no transfers are
made. It is sufficient that t exist—whether or not these transfers are made—for α′ to dominate α according to
the Kaldor-Hicks criterion. If all individuals have utility ui + yi , where ui is an individual’s utility over real
goods and yi is his allocation of money (transfer), then an allocation of real goods is Kaldor-Hicks efficient
if and only if it maximizes

∑
i∈I ui . See Chapter IV of Arrow (1963) for details.

7 There is also a second Welfare Theorem that has to do with the ability of prices to serve as appropriate
incentive devices in a competitive (Arrow–Debreu) economy; that is, any Pareto efficient allocation can be
supported as a general equilibrium of the economy by selecting the appropriate prices (see §6.4 of Debreu for
details).
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supply. Under normal assumptions, this equilibrium is unique. Assume the demand
curve is a good approximation for the social marginal benefit curve (i.e., there are es-
sentially no positive externalities from the good in question and income effects are de
minimis).8 Assume, further, that the supply curve is a good approximation for the social
marginal cost curve (i.e., there are essentially no negative externalities from the good
in question). Then, as is well known, welfare is the area beneath demand and above
supply from 0 to the number of units traded. This area—that is, total welfare—is max-
imized by exchanging the quantity that corresponds to the intersection of supply and
demand. But this quantity is precisely the quantity that will be exchanged in competitive
equilibrium—the competitive equilibrium maximizes total welfare and, thus, achieves
a Pareto-efficient allocation.

2.2.2. Theoretical justifications for freedom of contract

The welfare-theoretic arguments of the previous subsection rely on the assumption of
competitive markets. Many writers, however, have had the intuition that freedom of
contract is desirable much more generally.

In the law and economics literature, this intuition is most prominently associated
with the work of Ronald Coase and his widely-cited “Coase Theorem” (Coase, 1960).
Despite its formal sounding name, the Coase theorem is not a theorem in the traditional
sense (nor did Coase suggest it was). Indeed, as Medema and Zerbe (2000) point out,
there is not even an agreed upon statement of it. We offer the following version:

THEOREM 1 (Coase Theorem). Consider a bilateral contracting situation in which (i)
the parties are rational with respect to their individual self-interests; in which (ii) the
parties can agree on any contract without incurring transaction costs; and in which
(iii) the parties’ utilities are additively separable over the allocation of real goods and
monetary transfers (i.e., are of the form ui + yi , where ui is party i’s utility from the
allocation of the real goods and yi is his or her net transfer). Then the allocation of real
goods after contracting will maximize total welfare regardless of the initial allocation
of real goods.

In this formulation, the Coase theorem is a true theorem with the following proof: Let
α be any real-good allocation that does not maximize welfare. We need to show that no
such α will be implemented via contracting. Let α∗ be a welfare-maximizing allocation.
Clearly, if ui(α

∗) > ui(α) for both parties i, then α will not be implemented—because
both parties act rationally and they can costlessly contract, they won’t settle for α. Con-
sider the only other possibility: ui(α

∗) > ui(α) for one party and uj (α
∗) ≤ uj (α) for

the other. Let τM = ui(α
∗) − ui(α) and τm = uj (α) − uj (α

∗). The optimality of α∗

8 For a detailed discussion of measuring consumer benefit and the consequence of income effects for such
measurements see Chapter 10 of Varian (1992). Also see Willig (1976).
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entails τM > τm. Pick any transfer τ such that τm < τ < τM . Then a contract that
selected allocation α∗ and had i transfer an additional τ to j would be preferred by both
parties to a contract that implemented allocation α. Costless contracting and the parties’
rationality thus rule out α being the contracted-for allocation.

COROLLARY 1. Under the assumptions of the Coase Theorem, interference or restric-
tions on the contract the parties sign cannot increase total welfare; that is, under these
assumptions, there should be freedom of contract if the only welfare issue is the total
welfare of the parties to the contract.

How strong a case the Coase Theorem makes for freedom of contract depends on
the appeal of its assumptions. Consider, first, assumption (iii); that the parties have
quasi-linear utility functions. That assumption is common to most welfare analyses of
partial-equilibrium settings. Although the assumption can frequently be justified, it is
not always.9 Suppose, for instance, that one party’s utility is u + y if y ≥ 0, but −∞
if y < 0. An interpretation is that this party simply cannot survive if made to make
transfers. Now the Coase result could fail to hold if this party is the one who must
transfer to ensure a welfare-maximizing outcome. On the other hand, if this party is the
recipient of transfers, then welfare-maximization would continue to hold.

As Medema and Zerbe (2000) note, the Coase Theorem has two conclusions. One
is an efficiency conclusion—private contracting will lead to a welfare-maximizing so-
lution. The other is an invariance conclusion—the initial allocation is immaterial for
whether a welfare-maximizing solution is reached. As just discussed, relaxing condi-
tion (iii) can undermine both conclusions, but, in a sense, it primarily undermines the
invariance result. Efficiency, as judged by the Pareto criterion, will generally still be
attained:

THEOREM 2 (Modified Coase Theorem I). Consider a bilateral contracting situation
in which (i) the parties are rational with respect to their individual self-interests, but
are not mean-spirited; and in which (ii) the parties can agree on any contract without
incurring transaction costs. Then the allocation after contracting will be Pareto efficient
regardless of the initial allocation.

PROOF. We need to show that the parties will never settle on an allocation, a, that is
Pareto dominated (note, now, an allocation may include the transferable good). Consider
such an allocation. By definition, there exists at least one other allocation, a∗, such that

(1)ui(a∗) ≥ ui(a)

for both i and such that ui(a∗) > ui(a) for at least one i. Case 1: The inequality in
expression (1) is strict for both i. Then a will not be implemented—both parties act

9 Willig (1976) provides justifications for assuming quasi-linear utility that are applicable in many contexts.
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rationally and they can costlessly contract, so they won’t settle for a. Case 2: (1) is an
equality for one i. Then that i will refuse to implement a∗ over a only if he is mean-
spirited, which we have assumed he isn’t. Hence, a Pareto-dominated allocation will not
be implemented. �

The modicum of altruism in the modified Coase Theorem—that the parties not be
mean spirited—is unnecessary if we assume a strict-tradeoff condition:

CONDITION 1 (Strict Tradeoff). Let A be the set of feasible allocations and a1 and
a0 be two elements of A. Then, if u1(a1) ≥ u1(a0) and u2(a1) ≥ u2(a0) with at least
one inequality holding strictly, there exists an â ∈ A such that u1(â) > u1(a0) and
u2(â) > u2(a0).

The strict-tradeoff condition entails that if a is a Pareto-dominated allocation, then there
exists a feasible allocation that strictly Pareto dominates a; in which case, we need only
Case 1 of the proof of the modified Coase Theorem and we can dispense with the case
that relied on no mean-spirited behavior:

THEOREM 3 (Modified Coase Theorem II). Consider a bilateral contracting situation
in which (i) the parties are rational with respect to their individual self-interests; in
which (ii) the parties can agree on any contract without incurring transaction costs;
and in which (iii) the set of feasible allocations satisfies the strict-tradeoff condition.
Then the allocation after contracting will be Pareto efficient regardless of the initial
allocation.

With respect to freedom of contract, we have

COROLLARY 2. Under the assumptions of the modified Coase Theorems, interference
or restrictions on the contract the parties sign cannot increase the Pareto efficiency of
the contracted-for outcome; that is, there should be freedom of contract if the only wel-
fare issue is the efficiency of the outcome achieved by the contract from the perspective
of the parties to the contract.

Clearly, all the Coase theorems rely on the rationality assumption. We explore the
consequences of relaxing this assumption later (see §2.3.4 and §4.2.1).

The no-transactions-cost assumption is also important. In the proofs, it serves to
guarantee that the parties will not agree to a non-optimal contract because they can,
without cost or impediment, choose an optimal contract instead. Relaxing this assump-
tion would, thus, seem to have the potential for undermining the conclusions of these
theorems—a point made by a number of authors (see, e.g., Farrell, 1987b).

As Farrell notes, the economic literature on bargaining is generally sanguine about
the prospects of an efficient outcome when the parties bargain under symmetric infor-
mation. The literature is much more pessimistic, however, when they bargain under
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Figure 2. Consequence of transactions costs on bargaining outcomes under symmetric information.

asymmetric information.10 We discuss the consequences of bargaining under asymmet-
ric information in §2.3.2. The rest of this section considers what can still potentially go
wrong under symmetric information and concludes with Coase-theorem-like proposi-
tions that account for the potential of costly bargaining.

The potential consequences of transactions costs with symmetric information are il-
lustrated in Figure 2. Suppose two parties, A and B, wish to enter into a contract. To do
so, however, they must expend costs cA and cB , respectively. Once those costs are sunk
(e.g., lawyers are retained), the parties bargain over the contract terms. Let the payoffs,
in money, be a and b, respectively. Because bargaining is conducted under symmet-
ric information, theory predicts that the outcome will generally be efficient (see e.g.,
Farrell, 1987b, or Sutton, 1986);11 that is, the contract will be on the Pareto frontier,
which is shown in the two panels of Figure 2 as a solid curve.

The first problem, illustrated in Panel I, is that cA and cB are so large that one or both
sides prefer not to enter into negotiations. For instance, if bargaining would result in
contract C1, then neither side would be willing to negotiate; at C1, we have a < cA and
b < cB . Moreover, while there are contracts that, if adopted, would induce one side to
participate (e.g., C2, for which b > cB ), there is no contract that would induce both to
participate.

The problem illustrated in Panel I can serve to justify default contracts. That is, if
the law stipulated that, absent a contract, the implicit contract was C1, then that would
clearly be an improvement. Observe that this improvement stems from two factors. First,
the parties get to the Pareto frontier when they otherwise wouldn’t. Second, they avoid

10 See the survey on bargaining by Sutton (1986).
11 Although efficiency is expected, it should be noted that one can construct perverse bargaining games that
don’t achieve efficiency even under symmetric information; see Hermalin and Katz (1993).
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the expenditures cA and cB . Note, however, that this analysis does not rely on C1 being
mandatory; this is not an argument for mandatory contracts.

A related problem, and one that could justify mandatory contracts, is illustrated in
Panel II. Suppose that bargaining would lead the parties to contract C3. Because a < cA

at C3, party A would refuse to enter into negotiations. This is undesirable, especially
as there exist contracts, such as C4, that, were they the outcome of bargaining, would
induce both parties to negotiate. Now there is scope for limitations on contracts. If terms
were limited, so that the only contracts that could be considered were on the arc segment
between the dotted lines (i.e., the segment containing C4), then both A and B would be
willing to enter into negotiations and they would get an outcome on the Pareto frontier.

Of course, one may wonder how the law would know that C1 is a good default con-
tract or to limit contracts to those in the neighborhood of C4. If the law incurs costs
arriving at default or mandatory contract terms, or lacks the information to design op-
timal contract, then it could be better to leave things in private hands. In other words,
while it is true that restrictions on private contracts can possibly enhance efficiency
when the private parties incur transactions costs, one must assess that observation in
light of real-life limitations on what the legal system can do and the cost at which it can
do it.

Before leaving the issue of transactions costs, it is worth considering how far we can
go in relaxing the no-transactions-cost assumption and still establish a Coase-like case
for freedom of contract. Our objective is to have a precise statement for a result of the
form if bargaining leads the parties to a second-best efficient12 contract and does so in
a way that minimizes bargaining costs, then the legal system can do no better than to
leave the private parties’ choice of contract unrestricted.

To establish such a result, it is helpful to switch from working with allocations to
working directly with contracts. Let C denote an arbitrary contract. Contract terms are
assumed not only to fix the allocation of real goods (possibly contingently), but also the
allocation of transfers (possibly contingently) between the parties. Let Ui(C) denote
party i’s utility (possibly expected) should the parties agree to contract C.

We can restate the strict tradeoff condition as

CONDITION 2 (Strict Tradeoff). Let C be the set of feasible contracts and consider
any two contracts C0 and C1 in C. If U1(C1) ≥ U1(C0) and U2(C1) ≥ U2(C0), with
at least one inequality holding strictly, then there exists a contract C2 ∈ C such that
U1(C2) > U1(C0) and U2(C2) > U2(C0).

Given the Strict Tradeoff condition, the following Coase-like theorem can be estab-
lished:

12 Second-best efficiency refers to the optimal outcome taking into account the informational constraints
faced by the parties. For instance, in the standard hidden-action agency problem, the first-best outcome would
entail the agent expending some ideal level of effort for a flat wage. But that outcome is typically infeasible
once the constraint that the agent’s action is hidden from the principal is taken into account; the second-best
solution in such cases typically requires the agent to bear risk, which is inefficient from a first-best perspective.



Ch. 1: Contract Law 29

PROPOSITION 1 (Hermalin and Katz, 1993). Suppose the two parties to a contract are
symmetrically informed prior to and during bargaining and that bargaining consists
of alternating offers. Assume the costs of delay in achieving an agreement are due to
discounting. Assume that the set of possible contracts, C, is invariant over rounds of
bargaining and that the set {(U1(C), U2(C))|C ∈ C} is convex and compact. Assume
that there is at least one C ∈ C that each party strictly prefers to no agreement (the sta-
tus quo). Finally assume either the Strict Tradeoff condition is satisfied or both parties
are risk neutral and non-contingent (lump-sum) transfers in any amount are feasible.
Then there is an essentially unique subgame-perfect equilibrium in which bargaining
ends in the first round with agreement on a Pareto-efficient contract.

The qualifier “essentially unique” captures the fact that there could be more than one
contract that yields the unique equilibrium utility levels.

PROOF. Follows from Lemma A2 and Proposition 4 of Hermalin and Katz (1993). �

Because bargaining ends in the first round, there are no transactions costs on the
equilibrium path. Hence, there is no possibility of increasing efficiency by reducing
transactions costs. Moreover, because the resulting contract is efficient, there is no scope
for increasing efficiency with respect to the contract chosen. In sum, under the assump-
tions of Proposition 1, there is no gain to be had from restricting private contracts; that
is, Proposition 1 makes a case for freedom of contract.

On the other hand, Proposition 1 relies on a number of assumptions. Fortunately,
some of these can be relaxed if one is willing to impose refinements on the subgame-
perfect solution concept as applied to bargaining games. Specifically, we wish to rule out
the possibility that the parties fear proposing efficient contracts because the equilibrium
specifies a continuation game following the proposal of an efficient contract by party i

that is unfavorable to party i (see Hermalin and Katz, 1993 for an example of such a
perverse game). To that end, consider the following equilibrium refinements:

CONDITION 3 (Monotone Acceptance Condition). Suppose that, at some date (round)
t , a party would accept an offer of contract C0. Suppose that another contract, C1,
would yield that party a higher expected utility level. Then, he or she will also accept
contract C1 at date t .

CONDITION 4 (Stolen Thunder Condition). Suppose that the equilibrium entails one
party’s making an offer of contract C at date (round) t on the equilibrium path for some
t > 1. Then he or she would accept an offer of C by the other party in round t − 1.

As Hermalin and Katz (1993) discuss, both refinements seem reasonable for bargain-
ing games of complete information.

Given these refinements one can establish a stronger result:



30 B.E. Hermalin et al.

PROPOSITION 2 (Hermalin and Katz, 1993). Suppose the two parties to a contract are
symmetrically informed prior to and during bargaining and that bargaining consists
of alternating offers. Assume the costs of delay in achieving an agreement are due to
discounting or from per-round fixed costs. If the Strict Tradeoff, Monotone Acceptance,
and Stolen Thunder conditions are satisfied, and there is at least one contract that each
party strictly prefers to no agreement (the status quo), then bargaining ends with their
agreeing to a Pareto-efficient contract in the first round of bargaining.

PROOF. This is Proposition 5 of Hermalin and Katz (1993). �

Propositions 1 and 2 make the case that, when society is solely concerned with the
wellbeing of the parties to the contract and those parties are symmetrically informed at
the time of contracting, there is no reason to believe that restricting the parties’ freedom
of contract will improve efficiency.

2.3. The economic case against freedom of contract

So far, we have focused on the economic case for freedom of contract. Now we review
the case against. Our discussion of the Coase Theorem suggests two potential grounds
on which to argue against (complete) freedom of contract: (i) actors who are not party to
a contract (third parties) are affected by externalities resulting from the contract; and (ii)
problems in negotiating a contract prevent the parties from writing the optimal contract.

2.3.1. Third-party externalities

As we saw in §2.2.2, the efficiency of markets and private contracting is contingent
on there being no third-party externalities. For instance, the market equilibrium with a
competitive, but heavily polluting, industry does not maximize welfare—the supply of
the good in question is determined by the private costs incurred by the manufacturers
rather than the social costs that account for both those private costs and the harm the
pollution imposes on society. Because social costs are greater than private costs, more
than the welfare-maximizing quantity gets sold.

The inefficiency of the market when externalities are present can justify restrictions
on private contracts. For instance, to deal with negative externalities, society does better
by restricting the freedom of buyer and seller to set price; there exists a price floor
above the market-equilibrium price that forces trade to occur at the welfare-maximizing
level.13

A strong believer in the Coase Theorem might object to this conclusion, arguing that
polluters and their victims could contract to set the pollution level optimally. While that

13 A price floor is not the only policy tool that could improve efficiency relative to the unfettered market.
Other possibilities are an excise tax on the good, a pollution tax, or permitting the manufacturers some ability
to cartelize their industry.



Ch. 1: Contract Law 31

might be plausible in the context of a single polluter and a single victim (e.g., noise pol-
lution issues between neighbors), most situations of interest involve multiple polluters
and millions of victims. It is difficult to imagine that significant expenditures of time
and effort aren’t required for a multitude of parties to reach an agreement on the terms
of a contract. Moreover, as Farrell (1987b) notes, the unknown intensity of the parties’
preferences typically means that any such bargaining would occur under asymmetric
information. When such real-life transactions costs are accounted for, restrictions on
contracts could be the more efficient means of solving the externality problem.

The transactions-cost issue is worse when the victims of the externality are not even
known at the time parties enter into a contract. Aghion and Bolton (1987) nicely illus-
trate the problem: A monopolist (e.g., a manufacturer), concerned about entry into its
market, signs long-term exclusive-dealing contracts with buyers (e.g., retailers). An en-
trant enters only if it is more efficient (has a lower marginal cost) than the incumbent
monopolist. Whether such an entrant will exist is unknown ex ante by the incumbent
monopolist and any given buyer;14 but both know the distribution of the potential en-
trant’s marginal cost. Because of the potential for entry, the buyer can expect to earn
more surplus in the future than it currently does; as noted by Bork (1978) and R. Posner
(1976), this will make the buyer reluctant to enter into an exclusive dealing contract
with the seller. However, some of the surplus generated by the entry of a more effi-
cient entrant is captured by the entrant itself. Hence, if the buyer and incumbent seller
collude—that is, enter into an exclusive-dealing contract with a liquidated-damages pro-
vision that the buyer must pay the incumbent seller if it switches to the entrant—then
buyer and incumbent seller can capture some of the entrant’s surplus. The entrant must
lower its price vis-à-vis the price it would have charged absent any liquidated damages
provision by the amount of the liquidated damages to induce the buyer to switch to it. If
the entrant lowers its price, then surplus is being transferred from it to the buyer-seller
combination. The problem with such exclusive-dealing contracts is that the buyer-seller
combination is like a non-discriminating monopolist,15 it sets the liquidated damages
provision too high—in the combination’s desire to capture more surplus from the most
efficient entrants, it deters entry from those that are only moderately more efficient.
Consequently, prohibiting exclusive-dealing contracts increases expected welfare by in-
creasing the probability of entry by a more efficient producer.

Observe that it is difficult to invoke the Coase Theorem in response to the Aghion and
Bolton model. Because the entrant is unavailable at the time the incumbent seller and
buyer contract, there is no possibility of their signing a three-way contract that achieves
efficiency.16

14 Later in their article, Aghion and Bolton relax this assumption and assume the incumbent monopolist has
superior information; the implications of that assumption will be addressed later in §2.3.2.
15 For a discussion of the welfare issues connected to a non-discriminating monopolist, see §2.3.3 infra.
16 There is also a further problem insofar as the entrant’s cost is its private information, so there is an asym-
metry of information problem that would impede efficient contracting even if the entrant were known ex ante.
We elaborate on this point in §2.3.2.
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Following Rasmusen et al. (1991), exclusive dealing can illustrate another externality
problem. Consider an incumbent monopolist who sells to N buyers. Normalize the sur-
plus that each buyer enjoys under monopoly pricing to zero. Assume that, if there were
entry, each buyer would enjoy surplus s > 0. Assume that entry is feasible only if an
entrant can attract at least N̂ buyers, where 1 < N̂ < N . Observe, therefore, that if the
incumbent can lock up at least N − N̂ + 1 ≡ N∗ buyers through exclusive-dealing con-
tracts, the incumbent blocks entry. Consider a point in time prior to the arrival of an en-
trant; and consider the following offer made simultaneously by the incumbent to each of
the N buyers: In exchange for signing an exclusive-dealing contract, the incumbent pro-
vides the buyer surplus ε > 0 (e.g., the incumbent cuts its price by a small amount). The
buyers respond independently and simultaneously to the incumbent. Take ε to be small
enough that Nε is smaller than the amount the incumbent would stand to lose should
entry occur; that is, the incumbent does better paying out Nε and keeping its monopoly
than not paying that amount and facing competition. Note this will often entail ε < s.

PROPOSITION 3. There is a Nash equilibrium in which all N buyers sign an exclusive
dealing with the incumbent.

PROOF. If a given buyer believes that the other N − 1 buyers will sign, then that buyer
believes entry has been blocked (recall N̂ > 1). Hence, that buyer expects to get 0 if
she doesn’t sign and ε if she does. Because ε > 0, it is, thus, a best response to sign. �

The equilibrium of Proposition 3 is undesirable insofar as social welfare is reduced by
the deadweight loss resulting from the preservation of monopoly pricing. Limitations on
freedom of contract (i.e., a prohibition on exclusive-dealing contracts) would be welfare
enhancing.

As, however, Rasmusen et al. note, the equilibrium of Proposition 3 is not unique if
ε < s. Another Nash equilibrium is for all buyers to refuse the contract—if no other
buyer will sign, then signing would mean forgoing s in exchange for ε. Moreover, as
Segal and Whinston (2000) point out, if one allows the buyers to form “coalitions,” then
the only Nash equilibrium will be the one in which all buyers refuse the contract.17

Unfortunately, as Segal and Whinston go on to show, there is still scope for entry-
deterring exclusive-dealing contracts. For instance, it is possible that N∗s is smaller
than the amount the incumbent would stand to lose should entry occur. Hence, there
exists an η > 0 such that N∗(s +η) is smaller than the amount that entry would cost the

17 The word coalition in this context has a specific game-theoretic meaning; roughly a coalition in this context
refers to a self-enforcing agreement. That is, here, an agreement to reject the incumbent’s offer would be self-
enforcing because it is a Nash equilibrium for all buyers to reject. For the situations below in which the
incumbent offers a contract to only N∗ buyers or the incumbent uses a “clever contract,” then an agreement
among the buyers not to accept would not be self-enforcing—because it is a dominant strategy for some or all
buyers to accept, they would not honor their agreement with their fellow buyers; that is, those contracts are
robust to the formation of “coalitions.” We elaborate on this point below.
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Figure 3. A clever contract.

incumbent. Then the incumbent could offer just N∗ buyers an exclusive dealing contract
in which each buyer received s + η. Because s + η is greater than what a buyer receives
even if entry occurs, it is a dominant strategy for each of these N∗ buyers to accept this
contract.

Indeed, building on ideas in Dal Bó (in press), it is possible for the incumbent to
induce all the buyers to sign an exclusive-dealing contract at a cost to itself that is
arbitrarily close to zero. Consider the contract in Figure 3.

PROPOSITION 4. If the incumbent offers the Figure 3 contract to all buyers, then it
is a dominant strategy for each buyer to accept the contract. Hence, the unique Nash
equilibrium is for all buyers to accept the contract, which entails the incumbent’s paying
a total of Nε to block entry.

PROOF. Consider a given buyer and let n be the number of other buyers it expects to
sign (so N − n − 1 is the number of other buyers it expects not to sign). There are three
cases to consider:

1. n < N∗ − 1. If the given buyer signs, she will be released from the exclusive
dealing and her total surplus will be s + ε. If she doesn’t sign, it will be just s.
Hence, she should sign.

2. n = N∗ − 1 (i.e., the given buyer is pivotal). If the given buyer signs, she will
be obligated to buy from the incumbent, but she will be paid s + ε in surplus. If
she doesn’t sign, then entry will occur, but her surplus will be just s. Hence, she
should sign.

3. n ≥ N∗. If the given buyer signs, she will be obligated to buy from the incumbent,
but she will be paid ε in surplus. If she doesn’t sign, then, because entry is blocked,
she will get no surplus. Hence, she should sign.

Because, as shown, signing is best regardless of what the buyer thinks n is, signing is a
dominant strategy. Because the given buyer was arbitrary, this holds for all buyers; that
is, all buyers will sign. Because more than N∗ buyers sign, the incumbent blocks entry,
and does so at a cost of only Nε. �
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Although we have presented the inefficiencies illustrated by Propositions 3 and 4 in
the context of exclusive dealing, they are, in fact, examples of a broader phenomenon.
Segal (1999b) considers the general issue of a single contract proposer, P , who can
enter into a number of bilateral contracts with other actors, A1, . . . , AN , and derives
conditions under which a set of unconstrained bilateral contracts will fail to maximize
welfare due to externalities.18 Other contexts include vertical relations (e.g., exclusion
of retailers or resale price maintenance), takeover battles (P is a raider and A1, . . . , AN

incumbent shareholders), debt workouts (P is “equity,” which offers a debt-equity swap
to the creditors, the As), and network externalities (P sells a network good and the As
purchase it).

Again, a strong believer in the Coase Theorem might object to these conclusions on
two grounds. First, a single grand contract among all the participants would achieve effi-
ciency if there is no asymmetry of information. Second, a binding agreement among the
N actors (e.g., the retailers) in advance of bilateral contracting with P (e.g., the incum-
bent monopolist) would ameliorate, if not eliminate, the problem. There are, however,
a number of counter-objections:

• If N is large, then the transactions costs are likely to be so large as to make contract
restrictions more efficient.

• Some of the N actors could be unknown or not yet exist (i.e., similar to the problem
in Aghion and Bolton).

• Contracting among the As could generate other concerns. For instance, there could
be legitimate antitrust concerns if all the retailers of a good or in an area were
allowed to write a contract among themselves.

2.3.2. Asymmetric information

As has been known since Akerlof’s (1970) seminal work, asymmetric information be-
tween parties can result in market distortions. A number of authors (among others
Aghion and Bolton, 1987; Aghion and Hermalin, 1990; Johnston, 1990; Spier, 1992;
and Hermalin, 2002) have applied this idea to the issue of contract design; showing
that asymmetric information between the parties at the time a contract is negotiated can
lead to distortions in the resulting contract vis-à-vis the contract that would have been
negotiated under symmetric information. Unless the equilibrium under the symmetric-
information contract is, itself, second best, such distortions must imply a loss of welfare
vis-à-vis the symmetric-information benchmark.

Whenever the parties negotiate imperfect contracts, the question arises whether there
is scope for the legal system to improve matters, either by restricting the set of possible
contracts ex ante or through appropriate court action ex post. Aghion and Hermalin

18 For a general theory of bilateral contracting with externalities, see Segal and Whinston (2003).
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(1990) explore the former possibility in the context of a signaling game.19,20 Their
analysis can be motivated as follows. A well-known restriction on debt contracts is that
the contract cannot contain an enforceable waiver by the debtor of her right to declare
bankruptcy. Indeed, many states in the US impose even further protections, allowing a
bankrupt debtor to keep certain assets (e.g., a car or house) under certain circumstances.
Can such restrictions enhance efficiency or total welfare? To be concrete, consider an
entrepreneur who needs to raise capital for a project. She knows how likely it is that
her project will succeed; that is, whether it is a good project, which has a probability of
failing of Fg or a bad project, which has a probability of failing of Fb > Fg . Using a
short-hand common to information economics, call the entrepreneur with a good (alt.
bad) project the good-type (alt. bad-type) entrepreneur. While the entrepreneur knows
her type, a potential investor does not. His knowledge is limited to knowing that there
is a probability θ ∈ (0, 1) that the project is good. Assume that if a project fails, it is
impossible for the entrepreneur to repay the investor fully. Investing is, therefore, risky
and the risk is greater investing in a bad project than in a good project. For this reason,
the entrepreneur can get more generous terms from an investor, the more likely he thinks
it is that her project will succeed. Consequently, the entrepreneur has an incentive to
signal the investor that her project is good through the terms of the debt contract she
offers the investor. Specifically, because the expected cost of a large payment to be paid
if the project fails is greater for a bad-type entrepreneur than a good-type entrepreneur,
a good-type entrepreneur can signal that she has a good project by promising a large
payment to the investor should the project fail. The cost of signaling in this manner is
that the entrepreneur exposes herself to considerable risk (e.g., losing her house if the
project fails).

Restricting the amount the entrepreneur can promise to repay in the case of failure
can potentially generate Pareto superior outcomes. To see why, note that, because of

19 Signaling games, first studied by Spence (1973), are games of asymmetric information in which the better
informed party takes actions that have the potential to convey—“signal”—her information to the less well
informed party. The classic example (Spence) is a worker who signals information about her ability to poten-
tial employers through the amount of education she acquires. An equilibrium of a signaling game is called
separating if the equilibrium actions of the informed player vary with her information (e.g., workers who
know themselves to be more talented acquire more education than workers who know themselves to be less
talented). A pooling equilibrium is one in which the equilibrium actions of the informed player do not vary
with her information (e.g., all workers get the same level of education).
20 Section II.B.2 and Appendix C of Johnston (1990) also considers the implications of signaling on con-
tract formation in the context of evaluating limited-liability rules. Unlike Aghion and Hermalin, Johnston is
concerned with default rules rather than binding restrictions. However, as Ayres and Gertner (1992) argue,
Johnston’s emphasis on default rules undermines his arguments; Ayres and Gertner show that the choice of
default rule is irrelevant in a world with costless contracting.
A recent paper by Anderlini et al. (2003) is another contribution to this literature. They focus on ex post
actions by the courts, specifically whether the court should void certain contracts in some states of the world.
Unlike Aghion and Hermalin, who focus on how restrictions can shift the equilibrium from an inefficient
separating equilibrium to a more efficient pooling equilibrium, Anderlini et al. show how the expectation of
the court’s ex post actions creates the possibility of an efficient separating equilibrium when otherwise the
equilibrium would be a less efficient pooling equilibrium.
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the additional risk, an entrepreneur with a good project might prefer not to signal if
silence were interpreted by the investor as meaning her project was “average” (i.e., had
a failure probability of θFg + (1 − θ)Fb). The difficulty is that, under a reasonable
solution concept for the game,21 the investor will interpret silence as evidence that the
project is bad; and given the choice between looking good (signaling) and looking bad
(not signaling), an entrepreneur with a good project will prefer to look good. If, however,
signaling is restricted (e.g., bankruptcy laws limit what the entrepreneur can pay in the
event of failure), then not signaling is no longer informative. The investor will, therefore,
treat all entrepreneurs as if they have an average project. Both types of entrepreneur are
better off—an entrepreneur with a bad project now looks average, while an entrepreneur
with a good project avoids the additional risks imposed by costly signaling. Because the
investor is always held to his reservation utility conditional on his equilibrium beliefs,
he is no worse off. Thus, restricting the possible terms of the contract would be Pareto
superior.

Aghion and Hermalin formalize this argument in the entrepreneur-investor context.
They go on to suggest, but not model formally, that the idea of contract restrictions
eliminating “wasteful” signaling is more general than the entrepreneur-investor exam-
ple. For instance, it could justify limits on penalties for breach of contract: To signal
that she is very likely to be able to deliver a product on time, a good-type supplier might
offer “too high” a penalty to be paid were she to be late; where “too high” means that
she would be happier with a lower promised penalty if only the buyer wouldn’t inter-
pret that lower penalty as indicating she was the bad-type supplier. Barring excessive
penalties would prevent the buyer from making that interpretation, which in turn would
lead to a contract that both good and bad-type suppliers preferred.

While Aghion and Hermalin prove that restrictions on contracts can be welfare en-
hancing in the context of signaling models, they do not establish that restrictions will
always be welfare enhancing. For some set of parameters, restrictions enhance welfare;
for others, they don’t. Moreover, in the latter case, the imposition of binding restrictions
will reduce welfare (see Figure 5b of Aghion and Hermalin and connected discussion).
Intuitively, there exist parameter values such that the separating PBE under asymmetric
information replicates the equilibrium that would hold under symmetric information.
In those situations, given our earlier discussion, it is not surprising that restrictions can
only reduce, not enhance, welfare. Furthermore, if the contracting situation is already
problematic, the fact that the informed player must signal can improve matters: Aghion
and Bolton (1987), for instance, point out that the introduction of asymmetric infor-
mation in their model pushes down the average liquidated damages penalty, thereby
increasing the likelihood of efficient entry.

The lack of a clear normative conclusion from Aghion and Hermalin admittedly limits
the practical application of their results. Eric Posner (2003a) sees this as a fatal flaw,

21 Specifically, a Perfect Bayesian Equilibrium (PBE) satisfying the Intuitive Criterion of Cho and Kreps
(1987).
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supporting his overall indictment of contract theory as a guide to the law of contracts.
But, as Craswell (2003) notes, there is no reason to require economic analysis to reach
“all or nothing” conclusions before the analysis is useful normatively.

A signaling game is a particular kind of game of asymmetric information; in the
context of contract design, it corresponds to a situation in which the informed party
(e.g., the entrepreneur) makes a contract offer to the uninformed party (e.g., the potential
investor). But there are other possible contract-offer games. An obvious alternative is
for the uninformed party to make a contract offer to the informed party (a game known
as screening). Can restrictions on contracts improve the efficiency of the outcomes of
screening games?

The answer, as demonstrated by Hermalin and Katz (1993), is effectively no. The
argument is as follows, let CU be the set of unrestricted contracts and let CR be the subset
of restricted contracts (i.e., CR ⊂ CU ). Let C∗

i be the contract offered by the uninformed
party and accepted by the informed party in the game where the relevant contract space
is Ci .22 Let vP (C) be the uninformed party’s expected utility under contract C. Because
the uninformed party cannot signal information, changing the contract space cannot
change the informed party’s acceptance rule. Hence, by the nature of optimization,

(2)vP

(
C∗

U

) ≥ vP

(
C∗

R

)
.

Clearly, if the inequality is strict, then restrictions on contracts cannot be Pareto improv-
ing. If expression (2) is an equality, then there is no reason for the uninformed party not
to offer C∗

R if it Pareto dominates C∗
U and, hence, it is unclear why we shouldn’t expect

C∗
R to be offered even absent restrictions. Moreover, if the Strict Tradeoff condition

(Condition 2) holds, then C∗
R cannot Pareto dominate C∗

U if expression (2) is an equal-
ity. To see this, were C∗

U dominated by C∗
R , then, by the Strict Tradeoff condition, there

would exist a third contract Ĉ ∈ CU that the uninformed player strictly preferred to C∗
U

and which the informed player would accept. But the existence of such a Ĉ contradicts
the optimality of C∗

U . Therefore, C∗
R cannot Pareto dominate C∗

U . A robust conclusion,
therefore, is

PROPOSITION 5. Restrictions on contracts cannot be Pareto improving in screening
situations if either (i) the uninformed party is not mean spirited; or (ii) the contract
space satisfies the Strict Tradeoff condition (Condition 2).

Why do signaling and screening models yield different conclusions? Externalities
offer an explanation. Although the informed player in a signaling game is a single entity,
one can nonetheless view her as being two (e.g., the bad-type entrepreneur or the good-
type entrepreneur). The fact that a bad type is potentially willing to pretend to be a good

22 As is typical in contract theory, we can, without loss of generality, add the “refusal contract” to the set
CR (and, thus, to CU ); where the refusal contract stipulates the same payoffs to the parties as would result
if the informed player refused the uninformed player’s offer. In other words, there is no loss of generality in
assuming acceptance of some contract in equilibrium.



38 B.E. Hermalin et al.

type forces the good type to distort the contract she offers so that she won’t be mistaken
for the bad type (i.e., select a contract, though not ideal for her, that the bad type would
not be willing to offer). The problem is that there is no way for the bad type to internalize
this externality that her potential mimicry imposes on the good type. When, however, it
is the uninformed party who makes the contract offer, he is in a position to internalize
the costs and benefits of attempting to differentiate the different types of the informed
player. In essence, signaling can impose an externality, while screening cannot.

We can also consider social welfare in screening models of contract bargaining. Ob-
viously, if restrictions are Pareto improving they also enhance welfare. However, as
we’ve just seen, it will generally be the case that restrictions will not be Pareto im-
proving with screening. Hence, we limit attention to the case in which expression (2)
is a strict inequality. The question of whether restrictions can enhance welfare then
boils down to whether the informed party’s (average) gain from the restrictions exceeds
vP (C∗

U) − vP (C∗
R) > 0.

To see that restrictions can enhance welfare, consider the following example. The
uninformed player is a seller and the informed player is a potential buyer. The buyer’s
private information is his knowledge of the benefit, b, he derives from a single unit of
the good being sold by the seller. Assume that b is drawn prior to contracting from
a uniform distribution on [0, 1] and this fact is common knowledge. For convenience,
assume the good holds no intrinsic value for the seller, so her cost is zero. While the
buyer knows his benefit from purchase at the time of contracting, the seller knows only
that it was drawn from the uniform distribution. The unconstrained contract offered by
the seller will be a contract to sell the good at a price of 1/2, which yields total expected
welfare of 3/8 (of this 1/4 is expected profit for the seller and 1/8 is the expected surplus
captured by the buyer).23 Consider the restriction that p ≤ 0. Within this constrained
space, the seller will set a price of p = 0. All types of buyer buy, so expected welfare is
1/2 (all of which is captured by the buyer).24

Observe that the welfare loss that arises in an unrestricted world occurs because of
asymmetric information. If the seller knew the buyer’s valuation, then the seller would
set p = b. All types of buyer would buy, so expected welfare would be 1/2 (all of
which would be captured by the seller). Alternatively, if the buyer did not know his
valuation at the time of contracting—so the parties are symmetrically informed insofar
as they both know only that b ∼ U[0, 1]—then welfare would be maximized by a
contract that set p = 1/2 and the buyer always bought; the seller gets 1/2 for sure
and the buyer’s expected surplus is zero, so total welfare is 1/2. Note this last result is
consistent with the view that asymmetries of information that arise after contracting are
not justifications for restrictions; a point made more generally by Hermalin and Katz
(1993)—see Propositions 1 and 2 above.

23 At price p, the buyer will buy if b ≥ p. The probability b ≥ p is 1 − p. The seller’s expected profit from
a price p is, thus, p(1 − p), which is maximized by p = 1/2. If the unit is traded, welfare is just b; hence,

expected welfare is
∫ 1

1/2 bdb = 1/2 − 1/8 = 3/8.
24 Expected welfare is

∫ 1
0 bdb = 1/2.
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In §2.2.1, we observed that the welfare criteria of Pareto efficiency and social welfare
often coincide when transfers between the parties are feasible. It is worth, therefore,
considering why that coincidence breaks down with asymmetric information. When
there is asymmetric information, transfers are called upon to serve double duty. They
continue to be a means of transferring surplus so that the welfare-maximizing allocation
might be viewed as Pareto efficient by the parties. But, with asymmetric information,
they are also a means of screening the different types. As our simple example illustrates,
this second duty impedes transfers from doing the first optimally.

To summarize: In a signaling situation, restrictions on contracts can lead to Pareto
superior outcomes and, thus, can increase total welfare. In contrast, in a screening
situation, restrictions on contracts generally cannot be expected to generate Pareto im-
provements, although they can increase total welfare.

2.3.3. Market power

As discussed above, competitive markets can be expected to maximize welfare in the
absence of externalities. When, however, one or more entities have market power, the
market can no longer be expected to yield the social welfare-maximizing allocation. It
is well known that a firm with market power (i.e., that faces a downward sloping firm-
specific demand) produces less than the welfare-maximizing quantity. So, at least in the
standard static framework, market power reduces welfare.25 Consequently, public pol-
icy should generally oppose contracts that promote market power over competition,
such as cartel agreements. This logic extends to other contracts, such as exclusive-
dealing contracts,26 that firms might sign to maintain, establish, or extend market power.

It is important to recognize that the welfare loss that comes from market power (i.e.,
non-discriminating or simple monopoly pricing) is an example of the adverse welfare
consequences of asymmetric information in a screening model (see §2.3.2).27 While
buyers know their valuations for each unit, the monopolist does not. Hence, the mo-
nopolist sets her price both to affect the transfer of surplus from buyers to herself and
to screen the buyers. As before, asking a single instrument to serve two roles leads to
distortions in welfare.

25 In a dynamic framework, one may need to consider the incentive effects of monopoly profits for innovation;
that is, in some contexts, without the monopoly profits that intellectual property protection (e.g., patents)
afford, the innovator would lack sufficient incentive to innovate. No innovation means zero units are traded,
which yields even less welfare than the monopoly outcome.
26 Recall the discussion of Aghion and Bolton (1987) and Rasmusen et al. (1991) in §2.3.1.
27 It follows from the Coase Theorems (Theorems 1–3) or Propositions 1 and 2, as appropriate, that bargain-
ing power should generally be irrelevant in a standard welfare analysis absent asymmetries of information.
This is not to say that there couldn’t be other social reasons for concern about inequities in bargaining power,
such as distributional concerns (consider, e.g., Kennedy, 1982). As E. Posner (2003a) notes, courts have been
known to declare contracts unconscionable because of unequal bargaining power. See also §2.4.1 and §2.5.2
infra.



40 B.E. Hermalin et al.

The fact that the monopoly-pricing problem is a screening problem also implies that if
the monopolist knew each buyer’s valuation schedule for all the units he could conceiv-
ably wish to purchase, then it could achieve the welfare-maximizing allocation. That is,
as is well known (see, e.g., Tirole, 1988, §3.1), a perfect price-discriminating monopo-
list maximizes social welfare.28 Hence, the welfare loss typically seen with monopoly
stems not from market power alone, but from the combination of market power and
asymmetric information.

Price discrimination in the real world is imperfect. Depending on the form of dis-
crimination, the structure of demand, and other circumstances, allowing a monopolist
to engage in price discrimination versus simple monopoly pricing can enhance or di-
minish welfare (see Chapter 3 of Tirole, 1988, for a review of the welfare consequences
of imperfect price discrimination). Consequently, it is difficult to assess, at a general
level, what policy should be towards the enforceability of contractual terms that facili-
tate price discrimination.

For example, it is not obvious from a welfare perspective whether airlines should
be free to issue tickets that contain restrictions (e.g., an obligation to stay a Saturday
night before returning to one’s point of origin).29 Such matters need to be studied on a
case-by-case basis.

Note too that market power is connected to bargaining power. Indeed, the screening
problem associated with a non-discriminating monopolist can be interpreted as stem-
ming, in part, from the seller having all the bargaining power, so that she gets to make
a take-it-or-leave-it offer to buyers. The welfare loss from monopoly would disappear
if it were the buyers who could make take-it-or-leave-it offers (assuming they knew the
seller’s marginal-cost schedule).

2.3.4. Capacity and bounded rationality

The parties in traditional law & economics analyses are presumed to be sophisticated
and to possess the requisite capacity. Consequently, any contract into which they vol-
untarily enter is, in rational expectation, superior for them to their no-contract (status
quo) position. That is, each party correctly estimates that their expected utility from
contracting exceeds that from not.

Observe that the rationality being assumed has two components. First, neither party
would enter into an agreement that he or she thought would make him or her worse off,

28 Of course, because a perfect-discriminating monopolist captures 100% of the surplus, there could be dis-
tributional or equity grounds for this outcome not to be favored.
29 Saturday night restrictions are a form of second-degree price discrimination whereby an airline can screen
business travelers (those with a high value of flying and a high cost of staying over Saturday) from non-
business travelers (those with lower values of flying and lower costs of staying over Saturday). If banning
such restrictions caused the airlines to price so that far fewer non-business travelers flew, then the ban would
almost surely be welfare reducing. If, however, the ban led the airlines to price so as to keep non-business
travelers flying, then eliminating the distortionary effects of the Saturday-night restriction would almost surely
be welfare enhancing.
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in expectation, than not contracting. Second, each party is forming these expectations in
an objectively correct manner. For instance, if you respond to some get-rich-quick spam
email, you presumably expect to enrich yourself, but such expectations are not rational;
that is, you are rational in the first sense, but not the second.

It is difficult to argue that people aren’t rational in the first sense (putting aside certain
pathologies such as compulsive self-destructive behavior), but there has long been some
unease with the assumption that people are rational in the second sense (see, e.g., Simon,
1972, or Rubinstein, 1998, for a discussion). More recently, a movement has arisen
within law & economics generally (see, e.g., Jolls et al., 1998 and Korobkin and Ulen,
2000) that also questions the assumption of rationality in the second sense. This move-
ment has been labeled “behavioral law and economics,” and it resembles related work
in economics in its emphasis on cognitive errors, framing effects, time-inconsistent pat-
terns of discounting, and similar phenomena. Within the formal modeling of contracts,
however, assumptions of bounded rationality have been largely limited to the issue of
explaining incomplete contracts (or justifying assuming that contracts are incomplete).
We take up this use of bounded rationality in §4.2.1 below.

While, to the best of our knowledge, capacity and sophistication have not been for-
mally modeled in the context of contract theory, such issues have received attention
by law & economics scholars in law reviews (see, e.g., Eisenberg, 1995; Korobkin and
Ulen, 2000; and Bar-Gill, 2005).30 Korobkin and Ulen, for instance, argue that man-
dated contractual terms can be justified when one side lacks sophistication. They take
as an example the former practice of insurance companies to cover only one day of
hospital stay for maternity and the legislative reaction that required these companies to
cover longer stays. They argue that legislative action was necessary because “the pos-
sible permutations of coverages that could, in principle, be provided by a given health
insurance policy are numerous and . . . can overwhelm even sophisticated consumers . . .

[and their] agents . . . who might be making purchasing decisions” (Korobkin and Ulen,
p. 1082).

While it is difficult to argue against the proposition that the majority of consumers
do not fully understand the provisions of their insurance contracts,31 the example of
maternity benefits seems a poor one from which to argue for intervention on the basis
of inattention. The legislative reaction to this issue, and the strong public outcry that
prompted it, suggest that the limited coverage insurers had previously been offering
was not due to any consumer inattention. A more likely explanation was insufficient
willingness to pay.32 Put a bit differently, given the apparent awareness of the market to

30 Although, as we discuss infra, some formal models (e.g., Katz, 1990b and Rasmusen, 2001) touch on
related issues.
31 See, for example, Eisenberg’s (1995) discussion (p. 242) of Gerhardt v. Continental Insurance Cos.
(48 N.J. 291, 295 A.2d 328), in which he quotes the justices of the New Jersey Supreme Court expressing
their difficulties in understanding the terms of the insurance contract in question.
32 Korobkin and Ulen cite statistics (their footnote 111) that 90% of insured Americans get their health insur-
ance through their employer. This fact, however, is potentially problematic for their argument. The employers
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how much maternity stay was being covered, one would have expected the “unregulated
market” to provide the desired level of maternity benefits if maternity benefits had been
important to those who actually decided about policies.

A more plausible variant of the Korobkin and Ulen idea is developed by Eisenberg
(1995). Although Eisenberg presents his argument verbally rather than mathematically,
it is helpful to add some degree of formalism.33 Suppose there are two possible future
states, a rare one, which occurs with probability r; and a more likely one, which occurs
with probability 1 − r . Eisenberg is interested in the case where r is small, but not zero.
Consider contracting between two parties, P and A. For convenience, assume that the
bargaining between them always results in a contract that yields monetary benefits Bi

(gross of direct transfers) to party i in the more expected state (i.e., the state that occurs
with probability 1 − r). Suppose that the contract can contain a stipulation, s ∈ S, that
governs what happens in the rare state. Let bi(s) denote party i’s monetary benefit gross
of direct transfers in the rare state under stipulation s. Assume that the stipulation that
maximizes P ’s benefit in the rare state, ŝ, is not the stipulation that would maximize the
sum of the parties’ benefits. Let that stipulation be s∗. Mathematically,

bP (ŝ) ≥ bP (s) for all s ∈ S,

bP (ŝ) > bP (s∗),
bA(s∗) + bP (s∗) ≥ bA(s) + bP (s) for all s ∈ S, and

(3)bA(s∗) + bP (s∗) > bA(ŝ) + bP (ŝ).

Observe that there must be s ∈ S, including s∗, that A prefers to ŝ. Define �i =
bi(s

∗) − bi(ŝ). By construction,

�A > �A + �P > 0 > �P .

Eisenberg is interested, in part, in situations in which P proposes the stipulation for
the rare state and it costs A some amount, k, to evaluate or understand the stipulation
that P has proposed. One can view k as the cost of consulting an attorney or the cost of
time spent trying to understand the small print. If A is particularly unsophisticated, one
might even set k = ∞ to reflect the idea that A is simply incapable of understanding
what P has proposed. Suppose that if A does understand the stipulation, then P and
A would bargain to some term that A found acceptable. In keeping with our earlier
analysis of bargaining under symmetric information, we may as well assume that they

could be quite sophisticated and simply shopping for a bargain in insurance. That is, the problem is due to
agency (the employers obtaining insurance on their workers behalf) rather than bounded rationality. Korobkin
and Ulen might argue that workers suffer the same cognitive limitations bargaining with their employers; but,
depending on worker-employer bargaining, the relative political power of workers versus employers and in-
surers, and the incidence of the cost of increased medical coverage, it is nevertheless possible that everything
can be explained within the rational-actor paradigm.
33 Katz (1990b) and Rasmusen (2001) are two articles that also model “reading costs” formally.
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would then agree on s∗. A critical assumption, however, is that

(4)k > r�A;
in other words, the expected gain that A stands to reap from understanding the stipula-
tion for what should happen in the rare state is smaller than the cost of obtaining that
understanding (we will see in a moment that, when A doesn’t understand the stipulation
in the rare state, P should propose ŝ). Observe that expression (4) holds if k is large
or if r or �A are small; Eisenberg can be read as being primarily concerned about the
situation in which r is small—we will return to this point later.

To close the model, suppose that the bargaining process is such that P can be seen
as proposing a contract subject to A’s acceptance, where A accepts only if his expected
net benefit at least meets a reservation level βA; that is,

(5)(1 − r)BA + rb̃A − p ≥ βA,

where b̃A is the benefit A expects in the rare state and p is a transfer to P (if p < 0,
then the transfer is from P to A). P ’s utility is

(1 − r)BP + rb̃P + p,

where b̃P is what she gets in the rare state.
Suppose that A will not expend the k necessary to understand the stipulation for the

rare state; then it is irrelevant for A’s acceptance rule (5) what stipulation P actually
makes because A won’t understand it and, thus, his expectation, b̃A, cannot depend on
it. Given this, it is clearly a best response for P to choose ŝ.34 In equilibrium, A must
form his expectations correctly,35 so b̃A = bA(ŝ). Observe, given (4), it is indeed a best
response for A not to expend k on understanding even if A anticipates P is proposing
ŝ. In equilibrium, total welfare will, thus, be

Ŵ ≡ (1 − r)(BA + BP ) + r
(
bA(ŝ) + bP (ŝ)

)
.

From expression (3), it follows that total welfare is not being maximized.
If we suppose that P has sufficient bargaining power so that expression (5) is binding,

then P ’s equilibrium utility is

(1 − r)(BA + BP ) + r
(
bA(ŝ) + bP (ŝ)

) − βA,

from which we see that it is P who bears the full cost of this loss in welfare. Normally
when a party bears the full cost, that party would take steps to eliminate the efficiency

34 One might wonder why P bothers to worry about what to stipulate if the state really is rare. One answer,
suggested by Eisenberg, is that P deals with many As (e.g., the contract is a form contract that P uses with
many customers); hence, even though the expected gain to P from stipulating ŝ over s∗ is small for any one
transaction, in aggregate it is large enough to induce P to invest in choosing the best stipulation for her.
35 This imposition of rationality on A might seem at odds with the bounded rationality approach of Eisenberg.
We will discuss this point later.
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loss. However, here, P can’t—there is no credible way for her to commit to A that she
has stipulated s∗; that is, any promise of s∗ is cheap talk because P knows A will not
understand if P substitutes the stipulation that favors her.

There are some ironies in this result. First, while both Korobkin and Ulen and
Eisenberg appear to suggest that it will be the unsophisticated party who suffers in
these situations, the truth could well be that it is the sophisticated party who suffers.
Second, even though, as noted by Schwartz and Wilde (1979), the sophisticated party
has a motive to internalize the value of the superior contract term, there is no way for
her to do so.36

Conversely, suppose that, due to competition among the P s, it is the As who capture
the surplus; that is,

(1 − r)BP + rbP (s) + p = KP ,

where KP is P ’s reservation utility (cost). Observe this expression can be rearranged as

(6)p(s) ≡ KP − (1 − r)BP − rbP (s).

From expression (6), it follows that the price a P charges if the term is ŝ is lower than if
it is s∗; that is, p(ŝ) < p(s∗). In this environment, we can assess Schwartz and Wilde’s
claim that if some of the As have a low enough cost of evaluating the stipulation for the
rare state, then competition will lead the P s to stipulate s∗ rather than ŝ. Suppose there
are two kinds of As, those with low evaluation costs, k�, and those with high evaluation
costs, kh. For the moment, set k� = 0, so the �-type As always evaluate. For the h-
type As, kh satisfies expression (4). Suppose the presence of the � types led all P s to
stipulate s∗. Competition among the P s would then require them each to charge p(s∗)
and earn zero profits. Consider a deviation from this candidate equilibrium in which a
P stipulated ŝ. Although she would lose all business from � types, she would, at least
in the short term, keep the h types. Moreover, at a price of p(s∗), she would realize
an expected gain of −r�P > 0 from a contract with an h type. Hence, deviating from
the candidate equilibrium—stipulating ŝ rather than s∗—is profitable for that P , which
means the candidate equilibrium isn’t an equilibrium at all. In other words, there is no
equilibrium in which all P s stipulate s∗ for sure.37

In fact, if we set k� > 0, we can see a second reason why an s∗-only equilibrium
cannot arise. Define �̃A = bA(s∗) − b̃A; that is, �̃A is the expected gain for A that he
expects from negotiating the contract from the expected stipulation in the rare state to

36 In Katz (1990b), the sophisticated party can take actions costly to it that lower the unsophisticated party’s
cost of understanding the contract terms. On the other hand, if those costs are incurred on a per-transaction
basis (e.g., they represent the expense of a person explaining terms to a potential buyer), then such actions
could well fail to be cost effective, especially if the terms in question pertain to a rare event.
37 What is the equilibrium in this game depends on what additional assumptions we make. If, for instance,
we assumed that � types could, in negotiations, change the contract from ŝ to s∗ in exchange for an increase
in price from p(ŝ) to p(s∗), then an equilibrium can be constructed in which all P s offer contracts at p(ŝ),
but end up negotiating different terms with the �-type As.
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s∗. Observe, even for an � type, it is only worth evaluating the stipulation if

k� ≤ r�̃A.

Suppose all P s were expected to stipulate s∗; then, �̃A = 0. Hence, no types of A

would bother to evaluate the stipulation. But, as we’ve seen, if A won’t evaluate, then
P should always stipulate ŝ. The conclusion is, thus, that it is impossible for A ever to
be certain that P has stipulated s∗ unless A checks (we might dub this the “Eisenberg
uncertainty principle”).38

Although this model is somewhat rudimentary, it does demonstrate that the problem
identified by Eisenberg and others is unlikely to be eliminated by private action. This
suggests that intervention could be beneficial. Such intervention could be ex ante, i.e.,
the law could disallow any stipulation but s∗; or the intervention could be ex post, i.e.,
the courts could grant A damages should it be shown that the stipulated term was other
than s∗.

As we observed earlier, a critical condition is (4), which makes it rational for A not to
seek to understand the terms stipulated for the rare state. If condition (4) fails, as it will
if the relevant terms (r or �A) are large, then the argument for intervention collapses.39

While either r or �A small enough is sufficient for condition (4) to hold, the situation
in which it holds because �A is small could be relatively uninteresting—presumably A

will need to take some action to enforce restrictions on s (e.g., sue to have an illegal
contract voided or to recover damages); but if �A is small, then A’s motive to do so
could be small as well. That is, it could be difficult to implement intervention in cases
in which �A is small. The situations in which r is small are, as Eisenberg suggests, the
more important ones. The ex post injustice could be large, but the motive of a single A

to address it ex ante could be too small to make feasible a private solution.
Admittedly, we have imbued A in our formal model with rather more rationality than

Eisenberg intended. Like others (e.g., Jolls et al., 1998; Korobkin and Ulen, 2000; Bar-
Gill, 2005), he observes that research in psychology and behavioral economics suggests
that most people are poor at estimating probabilities correctly, especially probabilities
of small events.40 To the extent that they systematically underestimate the probability
of a rare event (e.g., likelihood of an insurance claim), they will use too small an r in
deciding whether to invest in understanding what the contract stipulates for rare states.
While the addition of such cognitive biases have the potential to enrich the analysis, our
simple model demonstrates that they are not essential to obtain the main conclusion.

Katz (1990b), among others, notes there is a relation between the analysis in this
subsection and Akerlof’s lemons model. Although, here, we have a problem of moral
hazard—the contract proposer chooses her “type”—whereas Akerlof is concerned with

38 Katz’s (1990b) Lemma 2 makes the same point.
39 Although, even when (4) fails, there could still be cause to be concerned due to the Eisenberg Uncertainty
Principle.
40 See Rabin (1998) for a survey.
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a problem of adverse selection—the informed party’s type is exogenously determined—
it is true in both that the uninformed party expects adverse terms of trade. A major
difference, however, is that here all valuable exchanges take place, but just not under
the optimal contract. In the lemons model, in contrast, buyer suspicion about quality can
push the price below the level at which high-quality sellers are willing to sell, leading
to inefficient exit of the high-quality sellers from the market. Admittedly, if the terms in
question were important enough to the uninformed party, but yet not important enough
to incur the reading costs, then it is theoretically possible that no trade could occur
because of the uninformed’s suspicions about the adverse nature of the contract. These
issues have been discussed informally in the legal literature as well (see, for example,
Kennedy, 1982; Craswell, 1993, 2000; and Eisenberg, 1995).

2.4. Other arguments for regulating private contracts

2.4.1. Distributional fairness

The Second Theorem of Welfare Economics holds that given convex production and
utility functions, complete markets, and costless redistribution, any Pareto efficient al-
location can be implemented as the general equilibrium of a competitive economy (see,
e.g., §6.4 of Debreu, 1959). In the real world, however, these necessary assumptions are
frequently violated, so that the same policy instruments must be used to promote both
efficiency and distributional justice, with the two goals being traded off in a second-best
fashion (Okun, 1975). Accordingly, much economic regulation has in practice some
distributional component (R. Posner, 1971, and Polinsky, 1974).

In the field of contracts, however, as opposed to other bodies of law such as tort or
property, it is relatively difficult to use private law rules as instruments of distribution.
This is because contractual obligations are in general voluntarily undertaken, so that
changes in legal rules will be accompanied by changes in the parties’ reservation prices
for exchange, tending to shift the incidence of a regulation to its intended beneficiary
(e.g., Buchanan, 1970). But restrictions on price will redistribute between marginal and
inframarginal market actors, and in cases of market power, can redistribute between the
two sides of the market (as can readily be seen from the example of a monopolist subject
to a price ceiling set between the monopoly price and marginal cost). And restrictions
on non-price terms can similarly redistribute between marginal and inframarginal actors
if they differ in the value they attach to such terms (Spence, 1975; Craswell, 1991).

Similarly, policies that internalize externalities have distributional effects as well, and
from a political economy viewpoint such effects—because they are larger—are proba-
bly more important than any efficiency gains in explaining the pattern of regulation. For
example, in situations of adverse selection (the most important externality arising in the
contractual setting), policies that force information revelation or limit entry or exit from
a market can cause redistribution across informational types.
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2.4.2. Liberty and autonomy

In the context of contract law, the liberal perspective tends to support arguments for con-
tractual freedom, although on libertarian rather than economic grounds. As indicated in
§1.2.3, however, liberal and economic theories of contract can diverge in cases of market
failure or transaction costs. A canonical illustration is provided by the phenomenon of
standard-form contracts. Standardized contracts are an inevitable by-product of a mass
production economy, but many legal commentators (e.g., Kessler, 1943 and Rakoff,
1983) have regarded them with distrust on the grounds that most persons presented
with standard forms quite reasonably do not bother to familiarize themselves with the
specific contents, relying instead on the drafter’s reputation and on the knowledge that
other contracting parties regularly do business on like terms. Such commentators take
the position that these facts vitiate the non-drafting party’s consent and justify state reg-
ulation of fine-print terms, although other writers, more influenced by an economic or
commercial perspective (e.g., Llewellyn, 1960, pp. 362–371) are willing to read implied
consent into the overall situation. This issue is discussed at greater length in §3 and §4
below, where we take up the problems of contract formation and interpretation.

2.4.3. Inalienability and commodification

Finally, both popular morality and legal institutions commonly limit transactions deal-
ing with matters thought to be fundamental to citizenship or personal identity; common
examples include prohibitions on slavery, sexual prostitution, and the transfer of po-
litical rights such as suffrage or military service. The entitlements subject to such
restriction are often described in political terms as inalienable, a concept not easily in-
corporated into economic accounts of exchange. Sometimes, as in the case of sexuality
or body parts, restrictions are imposed on market exchange but not on other transfers: a
situation that Radin (1987) labels “market-inalienability.”

In some cases, restrictions on alienability can be justified in terms of market failure
such as asymmetric information (e.g., the use of in-kind benefits to screen out those not
in need, as in Blackorby and Donaldson, 1988) or externality (when Pigouvian taxes
are administratively infeasible). But many such restrictions are better explained by the
idea that exchange of the relevant entitlement injures some fundamental interest of the
restricted agent not captured by his utility function, or some social interest that cannot be
translated into material or pecuniary terms. In economics, this idea finds historical roots
in the classical Marxian idea of commodification, or the change in the social meaning
of a good that occurs when it becomes the subject of economic exchange.

The concept of commodification can be translated into neoclassical economic terms
by interpreting it as sort of a cultural externality (e.g., when sexual prostitution is said to
diminish the quality of other people’s relationships) or as a lexicographical preference
ordering on the social welfare function (so that equality in the distribution of certain
goods trumps other allocative or distributional considerations, as in Tobin, 1970). But
this interpretation does not do justice to the sense in which those who advocate the
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concept are concerned with the social construction of perceptions and preferences. Ac-
cordingly, the concept is best explained (see, e.g., Kelman, 1981) as relating to potential
changes in the content of individual utility functions or of the cumulative social welfare
function.

2.5. Legal doctrines regulating freedom of contract

To a considerable extent, the actual legal doctrines restricting freedom of contract can
be understood in economic terms, in that most doctrinal restrictions roughly correspond
to situations of market failure or high transaction costs of the sort discussed in the
previous subsections. This correspondence is not exact, however; and a survey of the
main restrictions will illustrate the roughness of the relationship.

2.5.1. Formal requirements for contracting

The law imposes a number of formal requirements that must be satisfied in order for
contractual agreements to be enforceable in court. In general, as discussed in §2.1.1
above, failure to satisfy these requirements results merely in denial of public enforce-
ment rather than any negative sanction. Under US law, for instance, a contract for the
sale of goods with market value above $500 (a threshold that has not been adjusted for
fifty years) is not ordinarily enforceable in the absence of a writing.41 Nonetheless, there
are no penalties for entering into an oral contract of this sort and in fact such bargains
are regularly concluded and performed without incident.

In many other situations, though, denial of public enforcement operates as a binding
sanction, especially in one-shot deals where the potential gain or loss from breach of
contract is high compared to the value of future business relations. For instance, few
businesses would use oral contracts to govern the production and sale of custom-made
machinery; and fewer lawyers would advise their use. In such cases, formal require-
ments can have important regulatory consequences; and their costs can deter exchanges
from taking place (as when a business decides not to go public because of the burden of
complying with the SEC’s disclosure and auditing requirements).

Most legal formalities, like many default terms of the sort discussed above in §2.1.3
are justified, at least in part, by the need for coordination or by administrative needs
of the legal system. The rules of offer and acceptance, for instance, discussed below in
§3, are typically interpreted as social conventions that serve to help contracting parties
ensure that they attach similar meaning to their words and actions and that this mean-
ing will be understood by third parties interested in the agreement. Similarly, the law
encourages parties to structure their arrangements and to create and present evidentiary
records in a way that lowers the ex post costs of contract enforcement—both because
of the economies of scale involved in setting up any particular administrative regime,

41 UCC 2-201.
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and because it is judged infeasible or politically undesirable to tailor court fees to the
individual costs of dispute resolution.

Many formalities, however, also serve regulatory purposes. For example, the require-
ment that litigation documents be submitted on standard size paper (a formality imposed
by virtually all court systems) serves purely administrative purposes, but the require-
ment that a minor’s application for a marriage license be signed by a parent or guardian
is also intended to help prevent the minor from making a hasty and irrevocable deci-
sion. And some formalities, such as the doctrinal rule that silence in the face of an offer
does not ordinarily constitute acceptance, serve both coordinating and regulatory func-
tions.42 Such a rule indeed comports with standard interpretive conventions, but it also
serves to discourage parties from sending purely opportunistic offers in the hopes that
the recipient will somehow overlook them.

When viewed as restrictions on contractual freedom, formalities are plausibly justi-
fiable on at least three of the theories of market failure discussed in §2.3 above. First,
formalities can operate to correct informational problems. Parties entering into contracts
may not always realize that they are doing so, especially if they are amateurs or newcom-
ers to the relevant commercial community; similarly, they may not understand all of the
specific obligations entailed by contracting. Formalities that warn such parties against
assuming unintended or unwanted obligations can thus prevent inefficient exchanges as
well as undesired distributional transfers from the uninformed to the informed. (On the
other hand, as many anti-formalist critics have argued, hidden formalities can also mis-
lead naïve agents into thinking they have entered into binding legal obligations when in
reality they have not.)

Second, formalities may provide an effective response to bounded rationality if their
presence triggers some cognitive or institutional process that operates as a safeguard
against the specific dysfunctional behavior at issue. For example, the federal regula-
tion requiring a “cooling-off” period before completion of a consumer door-to-door
sale allows time for additional reflection at a remove from any pressure imposed by
the salesperson; and in an organizational setting, writing requirements allow principals
more easily to know when an obligation has been undertaken and to monitor their agents
for making bad bargains.

Third, formalities can help to correct various negative externalities, especially those
that are moderate in magnitude or related to informational asymmetry, by attaching an
additional cost to the externality-producing behavior. In markets affected by adverse se-
lection, for instance, formalities that make it harder to disclaim warranties or opt out of
medical coverage may keep some high-quality agents from exiting the market, support-
ing a higher quantity of exchange. Additionally, uncertainty regarding the existence and
enforceability of contracts may in some settings adversely affect third parties whose
economic fortunes are linked with the contracting agents. Such externalities may ex-
plain the traditional common-law rule requiring a writing for contracts for the sale of

42 See Restatement (Second) of Contracts 69 (1979). In exceptional circumstances, however, such an infer-
ence is justified, as when there has been a course of dealing that leads the offeror to expect a response.
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land or in consideration of marriage—both transactions with potentially significant im-
plications for other members of the contracting parties’ family and community. Finally,
formalities can help deter rent-seeking by opportunistic agents hoping to take advantage
of the informational and behavioral problems discussed just above.

To illustrate these possibilities, we briefly discuss two of the more important formal-
ities imposed by the common law of contracts: the doctrine of consideration, and the
statutory requirement that certain contracts be executed in the form of a writing.

The doctrine of consideration. In the US and in other legal regimes that descend from
the English common law, contractual promises are not enforceable at law unless sup-
ported by what lawyers call consideration. The precise meaning of this concept has long
been debated, but its overall import is to require the contract to relate to an exchange that
is understood as such by both parties. A promise to make a future gift is not enforceable
under the law of contracts, for instance, although it may be possible to achieve a similar
result by using some other legal device such as an equitable trust. While the consider-
ation doctrine has at times been viewed as a substantive limit on contractual freedom,
modern commentators (following Holmes, 1897, and Fuller, 1941) view it largely as
matter of form, in that it can often (though not always) be avoided by the use of some
other formal device such as a special writing, the transfer of a nominal sum, or delivery
of a symbolic token. As such, it raises the relative cost of entering into those contracts
to which it applies.

Although its grounding in exchange would seem to suggest a close connection be-
tween the consideration doctrine and the promotion of economic welfare, the doctrine
would seem to diverge from simple efficiency in at least two respects. First, many non-
exchange promises also enhance economic welfare. A donor’s commitment to make a
gift, for example, enables the beneficiary to engage in specific anticipatory investment,
thus lowering the donor’s cost of providing the beneficiary with any given level of util-
ity (R. Posner, 1977 and Shavell, 1991). Second, the lawyer’s understanding of what
counts as an exchange is narrower in practice than an economist’s would be. In tra-
ditional common law, for instance, a promise to guarantee the debt of another person
was not enforceable unless the party seeking to enforce could show that the promisor
received a specific promise or benefit in exchange for the guaranty; it did not suffice
to observe that commercial parties do not typically make such guaranties unless they
stand to gain from the extension of credit and are hoping to induce it. Similarly, certain
open-ended promises, such as promises to buy or sell goods in a quantity to be specified
by the promisee, were traditionally deemed unsupported by consideration, on the the-
ory that the promisee retained discretion to fix terms that would eliminate all benefits
received by the promisor.

The doctrine of consideration has long been controversial; and civil law systems, such
as those in continental Europe, do not employ it. In its application to donative promises,
the doctrine is probably best justified as a response either to bounded rationality or to
ex ante rent seeking by potential beneficiaries. It is at least plausible that impulsive
promises are a greater problem when motivated by generosity rather than self-interest,
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and requiring more elaborate formalities before such promises become enforceable may
be justified in order to protect the interests of the donor or of other potential beneficiaries
of his largesse who might fare better upon more thorough deliberation. Similarly, there
is an obvious incentive for overreaching by potential beneficiaries, and requiring an
additional formal protection such as an equitable trust, which imposes fiduciary duties
on the trustee and in practice requires the participation of a legal professional to assure
its effectiveness, probably serves to police such opportunism better than a mere writing
requirement would.

Writing requirements. While written documents are typically regarded as better guides
to the intention of the parties than oral testimony or circumstantial evidence, the general
common-law rule is that most contractual promises are enforceable without a writing,
if they can be proven to a court’s satisfaction. Certain categories of contracts, however,
must be evidenced in writing to be legally enforceable. In common-law systems, such
contracts include contracts for the conveyance of interests in real property, contracts in
consideration of a party’s marriage, third-party guaranty contracts, contracts in which an
executor agrees to pay the debts of an estate, contracts that cannot be completed within a
year, and, as indicated above, contracts for the sale of goods above a monetary threshold
(in the US, $500). These various writing requirements are collectively referred to as the
“Statute of Frauds” because they derive originally from a parliamentary statute of 1677
that was justified by its proponents as a safeguard against false claims of contractual
agreement. Similar writing requirements have been extended by statute to a variety of
other transactions, including contracts that designate property as collateral for a secured
loan and contracts for the sale of any personal property with value over $5000; and in
some settings, such as option and guaranty contracts, a written promise suffices as a
substitute for consideration.

These various requirements surely serve the purposes of ex post efficiency in the en-
forcement setting; for example, courts might well wish to screen out contractual disputes
where the key evidence is not just oral but stale (the usual rationale for the one-year pro-
vision of the Statute of Frauds). Given that the interpretation of oral evidence is typically
more uncertain, allowing high-value contracts to be alleged on purely oral evidence is
particularly costly in terms of incentives for ex post rent seeking. And given the con-
siderable private incentives for contracting parties to memorialize their agreement in
writing even apart from the prospects of a dispute, the absence of a writing justifies,
on Bayesian grounds, the inference that further proceedings are unlikely to be of much
value.

Most of these requirements, however, also correspond to some standard type of
market failure such as externality or bounded rationality. Guaranty contracts, secured
lending, and contracts for the conveyance of land, for instance, all implicate the inter-
ests of third parties, and in former times, so did contracts in consideration of marriage.
Requiring such transactions to be evidenced in writing reduces information costs for
third parties trying to determine the status of assets in which they may also have a claim.
Similarly, the expected costs of bounded rationality are especially great in high-value
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contracts, contracts likely to be entered into under circumstances of emotional stress,
and contracts that reach far into the future. In such cases, the extra transaction costs of
a formal writing may be justified because they deter impulsive or myopic decisions.

2.5.2. Substantive limitations on contracting

In addition to the practical restrictions imposed by formal requirements for contracting,
some agreements are simply unenforceable as a matter of substance. Such limits on
enforceability could serve to strike the entire contract, providing an affirmative defense
to any liability for breach; or they could strike certain terms of the contract only, leaving
the rest of the contract fully enforceable but with the offending terms replaced by default
terms, or by terms the court deems fairer (see Craswell, 1993, for a discussion). The
major defenses we consider here include fraud, lack of capacity, mistake, duress, undue
influence, unconscionability, and offense to public policy.

Fraud and unilateral mistake. All legal systems refuse to enforce contracts that are
based on sufficiently incorrect or asymmetric information, at least in cases where the un-
informed party is unaware of his informational disadvantage. Enforcement is especially
disfavored when one party to the exchange has caused the other to become misinformed,
for example by misrepresenting material facts relating to a proposed exchange. Under
the common law, this disfavor is reflected in the defense of fraud.

The fraud defense is justified on efficiency grounds for two reasons. First, it deters
inefficient exchanges that would not have taken place but for the fraud; and second, in
cases where fraud takes the form of undertaking efforts to deceive others, it discourages
rent-seeking. Determining what statements count as fraudulent, however, is not always
easy. Vague or ambiguous statement may raise interpretation issues of the sort discussed
infra in §4; and even statements that are literally true may be interpreted as making an
implied fraudulent representation. For economic discussions of this issue, see Ayres and
Klass (2005) and Craswell (2006).

Additionally, the defense is not limited to cases of affirmative deception: it can also be
asserted when one party withholds critical information that the other reasonably expects
to be disclosed. Such fraud by omission is controversial from a legal perspective because
of the difficulty of determining when there is a duty to disclose, and from an economic
perspective because the duty to disclose information will affect incentives to acquire it.

Similarly, the doctrine of unilateral mistake allows a party to escape a bargain if his
assent was based on a significant misapprehension that the other party could have easily
corrected (as when a contractor underbids a job because of a calculation error that is
evident from the large discrepancy between the mistaken bid and all others received).
Here the law takes the position that the small effort required to correct the mistake is
justified by the dislocation imposed on the mistaken party and the significant chance
that the bargain is inefficient.

In order for doctrines like fraud or unilateral mistake to be welfare-improving in
practice, however, courts must have a reliable way to distinguish between asymmetric
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information on the one hand, and conscious risk-taking in the setting of incomplete but
symmetric information on the other, else too many ex ante efficient transactions will
be avoided. In this area, accordingly, there is potential for divergence between what
the law provides and what would be most efficient from a second-best perspective. In
general, the courts have been sensitive to such concerns and have limited the scope of
the doctrines to fairly significant imbalances of information (and in the case of fraud,
have imposed special requirements of proof and pleading).

Incapacity. When one of the parties to a contract is incapable of weighing costs and
benefits, there is no longer any basis to presume that the contract is efficient. Similarly,
the law declines to enforce contracts entered into by children, intoxicated persons, and
the mentally disabled; this result also deters rent seeking by those who would take ad-
vantage of the incompetent. In contrast to the situation of fraud and mistake, however,
there are circumstances in which an incompetent person will be held to his bargain. One
such circumstance is when the contract is for the sale of “necessities” (e.g., clothing or
shelter that are judged to be in the objective interest of the buyer). Another is when the
competent party could not have known that the counterparty lacked capacity, although
many courts will still supervise the bargain in such cases to ensure its substantive sound-
ness.

The different treatment of the capacity and fraud defenses is justified by the differing
costs of overcoming the specific transactional failure at issue. In the case of fraud, the
failure can be overcome at no cost by abstaining from misrepresentation, and in the case
of unilateral mistake, the failure can be overcome at low cost by correcting the mistake.
In cases of incapacity, however, it may not be possible to correct the problem without
losing the transaction entirely, so the law allows plainly efficient exchanges (or in the
case whether the incapacity is hidden, exchanges where it is plain that no rent-seeking
took place).

Mutual mistake. In some cases, the law refuses to enforce bargains in which the par-
ties’ ex ante beliefs were sufficiently different from the state of the world, even when
those beliefs are the same and when neither party could easily have corrected the error.
For example, in the celebrated case of Sherwood v. Walker, the court allowed the seller
of a pregnant cow to void the deal on the grounds that, at the time of the bargain, both
parties mistakenly thought that the cow was barren and set a price that corresponded
to its slaughterhouse value. This doctrine, known as the defense of mutual mistake, is
subject to much confusion and there is no canonical economic explanation of it. The
legal confusion results because it is difficult in practice to know whether the parties
were truly mistaken or just engaged in a hedging transaction. From the economic view-
point, Posner and Rosenfield (1977) view the doctrine as substituting, in a situation of
costly contracting, for a complete contingent contract in which it is efficient to call off
the sale in the state of the world where the mistake is discovered. Ayres and Rasmusen
(1993), on the other hand, argue that the mutual mistake doctrine, in contrast to unilat-
eral mistake, undermines incentives for information acquisition, and conclude that it is
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dominated by a suitably limited unilateral mistake doctrine. Indeed, some legal com-
mentators (e.g., Chirelstein, 2006) suggest that in practice the mutual mistake doctrine
is used when the court suspects fraud or unilateral mistake but cannot clearly make out
the elements of those doctrines on the facts. The doctrine, accordingly, may afford a
good opportunity for further theoretical investigation.

Duress and restrictions on contractual modifications. The doctrine of duress denies
enforcement to contracts formed under conditions of unacceptable coercion; the stan-
dard hypothetical is a contract signed at gunpoint. The key to the doctrine, of course,
consists of which conditions are deemed unacceptable. Some courts and commenta-
tors have held that difficult economic circumstances can amount to duress; while others
suggest that hard bargaining is permitted unless the beneficiary of the promise is re-
sponsible for the difficult situation (for example by having isolated the promisor from
other potential contract partners) or owes some duty with regard to the difficult situation
(for example, by having been granted a local monopoly). Whether a contract is void for
duress, however, depends not just on external conditions but also on the content of the
contract. For instance, a contract to salvage the cargo of a sinking ship in exchange for
10% of the value of the cargo might be enforced, while one that set a fee of 90% of
cargo value probably would not.

A similar functional problem arises in contracts that modify duties created by previ-
ous contracts, because many modifications are entered into under circumstances where
one of the parties is dissatisfied with the original contract and is threatening to breach it.
For example, in the case of Alaska Packers v. Domenico, the court held unenforceable a
modification that provided a 66% increase in wages to a crew of sailors who threatened
to strike on short notice in remote waters.

Much of the legal commentary on this doctrine justifies it on the norm of party auton-
omy, on the theory that a choice made under coercive circumstances is no choice at all.
This justification is difficult to square with the economic viewpoint, however, unless one
interprets it as claiming that the harsh circumstances somehow interfere with the exer-
cise of rationality. But in most cases in which the doctrine is applied, rationality does not
seem at issue—even in the gunpoint hypothetical, the victim acts rationally in choos-
ing life over money. For this reason, some have argued (e.g., Bar-Gill and Ben-Shahar,
2004) that the doctrine be made unavailable in circumstances where the coercive threat
is credible—that is, where the party making it would actually find it in its interest to
carry it out if the coerced party does not agree to the exchange in question.

A better economic justification of the doctrine is found in the phenomenon of rent
seeking (e.g., Tullock, 2005)—that we wish to discourage investments in coercion or
against coercion. In the gunman hypothetical, the rent seeking is obvious, but as Cooter
(1982) and Cooter et al. (1982) suggest, a similar argument can apply to ordinary hard
bargaining in situations of bilateral monopoly. Even when an exchange is efficient, in
the absence of a well-defined mechanism for dividing the gains from trade, the parties
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may destroy part of the surplus in attempting to influence its distribution.43 Additionally,
in dynamic settings, the prospect of earning such rents may lead to overinvestment or
excess entry (cf. Mankiw and Whinston, 1986). Thus, by reducing the set of possible
threats, the law can, in principle, limit the available rents and encourage a more efficient
equilibrium.

The rent-seeking explanation is especially apposite in the case of contractual modi-
fications, because parties who make specific investments in an initial contract become
vulnerable to holdup. In many circumstances, parties will be reluctant to make specific
investments in settings in which contract renegotiation is possible; accordingly, it is,
in principle, beneficial for them to commit not to renegotiate if they can credibly do
so (Aghion et al., 1994).44 The law of contracts has been unwilling to allow parties
to rule out modification, however, perhaps because of concerns for imperfect informa-
tion and bounded rationality (Jolls, 1997). It has, however, used various strategies over
the years to limit modifications that appear motivated by opportunism. In particularly
egregious cases, as Shavell (2006b) points out, courts will void the attempted modifica-
tion on grounds of duress or unconscionability. In less extreme situations, more flexible
tools are available. Traditionally, such regulation operated under the formal rubric of
the consideration doctrine, on the theory that a modification that unilaterally altered the
contract in one party’s favor was not a true exchange. The modern approach, however
(e.g., Hillman, 1979) requires the modification to pass a substantive test of fairness or
good faith. For instance, a modification made in proportionate response to new circum-
stances, unanticipated at the time of contracting, would generally be enforced, while
an outright attempt to rewrite the original terms of the bargain would not. Because it
is difficult to identify objective criteria for which circumstances are unanticipated and
what sort of adjustment would be proportionate, however, the standard of enforcement
is uncertain, so that some incentives for rent seeking do remain.

Undue influence. A fourth standard limitation on contractual freedom is undue influ-
ence. This defense applies when one party is deemed to have such influence over the
other that the latter lacks the requisite autonomy for contracting. Classic examples in-
clude contracts between lawyer and client, physician and patient, caregiver and invalid,
and, traditionally, husband and wife.

The undue influence doctrine overlaps in function with the other substantive doc-
trines listed above. It shares with incapacity the element of bounded rationality, in that
the influential relationship may be thought to interfere with the vulnerable party’s abil-
ity to exercise independent judgment (and as with incapacity, undue influence does not
entirely bar the enforcement of a contract, but rather subjects its terms to ex post regula-
tion on grounds of substantive rationality and distributional fairness). It also shares with

43 Although when the bargaining is conducted under symmetric information it is difficult from a game-
theoretic perspective to see why surplus would be destroyed (see Hermalin and Katz, 1993, and the discussion
in §2.2.2).
44 Shavell (in press) notes that there is no empirical evidence that parties are able to do so.
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fraud the element of asymmetric information (in that the relationship entails a reposi-
tion of trust), and with duress the element of rent seeking (in that assent may be given in
response to an implicit threat to withdraw the relationship and its associated benefits).

Undue influence is less commonly invoked in the context of person-to-person con-
tracts than the other doctrines discussed above, but it operates as a cornerstone of the
law of fiduciary relationships, and thus of much law governing professional relation-
ships and contracts between organizations and their governing agents. For example, the
corporate law duty of loyalty, which subjects dealings between corporations and their
officers or directors to special scrutiny, is usefully understood as an application of this
basic contractual doctrine.

Unconsionability and public policy. Finally, the unconscionability doctrine serves as
a sort of all-purpose limitation on contractual freedom applied ex post in cases where
the court deems the parties’ exchange to be sufficiently unfair in either substantive or
procedural terms. Some commentators (e.g., Epstein, 1975) have suggested that the doc-
trine can be justified in economic terms to the extent that it operates as a discretionary
extension of the other major affirmative defenses in marginal cases. For instance, the
doctrine has been used to protect consumers or unsophisticated small business people
from contractual terms that imposed large ex post risks and that were buried in fine
print or otherwise insufficiently disclosed, which is in some ways analogous to fraud
or incapacity. (As noted in the earlier discussion of fraud and non-disclosure, it is not
always easy to determine what kinds of statements or omissions should be treated as
fraudulent.) The doctrine may also be partially justifiable on the economic grounds of
externality (e.g., E. Posner, 1995), to the extent that it prevents contractual creditors
from driving their debtors into insolvency, and thus imposing financial obligations on
the debtors’ families or on the public. Similarly, when viewed in connection with a va-
riety of legal rules that protect debtors in extreme situations, such as bankruptcy law
and other statutory limitations on debt collection, the doctrine can be understood as
responding to failures in the markets for credit and insurance.

These efficiency rationales cannot entirely account for the actual operation of the
doctrine, which sometimes appears merely to reflect the courts’ reluctance to hold a
hapless party to a bad bargain, or a paternalist concern that a party has undertaken an
excessively high risk. The doctrine’s implications for freedom of contract, however,
should not be overstated, despite its prominent treatment in academic discussions and
introductory student texts. Its effect is limited by the requirement that it can only be
applied by a judge as opposed to a jury, and by most judges’ appreciation that, at least
in commercial cases, parties have good reason to take risks and adequate opportunity
to obtain insurance. As a practical restriction on the parties’ ability to get their bargains
enforced in court, accordingly, it is probably rather less important than either the costs
of litigation or than the more general psychological tendency of both judges and ju-
ries to resolve ambiguous facts in favor of the party with whom they feel the stronger
sympathy.
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Similarly, courts sometimes decline to enforce contracts on the grounds of public pol-
icy, although this concept is less a specific doctrine than a label for a general practice
of limiting contractual freedom on a variety of rationales. The main difference between
unconscionability and public policy is that the former is based on unfairness, while the
latter is based on the idea that enforcement runs counter to the general goals of the le-
gal or judicial system, even though no specific statutory or common law rule contains
an explicit ban on the contract in question. For example, contracts to engage in gam-
bling or in ostensibly immoral behavior were traditionally denied enforcement on such
grounds, as were contracts in restraint of trade and contracts thought to promote litiga-
tion. A prominent modern case applying the concept is the Baby M case, in which the
New Jersey Supreme Court refused to recognize a contract which purported to transfer
parental rights in exchange for financial consideration. Because of the breadth of this
category, probably the best way to summarize it is simply to say that while the principle
of freedom of contract is generally respected by the legal system, it remains subject to
a vague and implicit set of limits that operate at its margins, on analogy to the limits
imposed by other fields such as tort and criminal law. A more extensive discussion of
the concept can be found in Farnsworth (2004).

3. Formation of contracts

In many standardized or spot market transactions, parties enter into contracts with-
out any significant amount of bargaining. In more complicated situations, however, a
contract typically follows an extended set of communications that can include offers,
counter-offers, and other exchanges of information. Such communications are governed
by an elaborate framework of legal rules that determine when, how, and on what terms
contractual obligations are created.

Compared to other areas of contract law such as the rules governing remedies for
breach, there has been relatively little discussion of this doctrinal subject from an eco-
nomic point of view. In part, this neglect results from the fact that these doctrines are
esoteric and little known outside the legal profession. Additionally, legal discussions
on the topic tend to focus on the narrow problem of channeling the parties’ communi-
cations into conventionally recognizable forms, rather than on more direct regulatory
concerns.

From an economic viewpoint, however, the law of contract formation is relevant be-
cause it influences the outcome of exchange. By attaching consequences to the various
acts and omissions that individual bargainers can choose from in a negotiation, legal
rules affect the parties’ incentives to make and to respond to offers, to exchange infor-
mation, and to communicate with one another at all.

In this section, accordingly, we survey the various dimensions in which pre-
contractual behavior can affect the efficiency of exchange, and the way in which the
law of contract formation affects incentives along those dimensions.
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3.1. Pre-contractual behavior

Even before they meet, potential contracting parties make a number of economic de-
cisions that influence the possible gains from future trade. Not all of these decisions,
however, will necessarily be made optimally. Some decisions create positive or negative
externalities, and others entail relational investments that are vulnerable to holdup. In
this subsection, we identify and discuss three overlapping dimensions of pre-contractual
behavior: searching for contractual partners, investigating the value of exchange, and
making pre-contractual investments.

3.1.1. Searching for contractual partners

In order for parties to be in position to enter into exchange, they must undertake the
expense of searching for potential trading partners. Such expenses include advertising,
correspondence, travel, and the parties’ time. From the perspective of a social planner,
one would want the parties to undertake such efforts up to the point where the marginal
costs of additional search just outweigh its expected marginal value. While search can
be modeled in various ways (see, e.g., Diamond, 1987), under plausible assumptions,
the value of an additional unit of search lessens as the quality of the bargain in hand
increases. It follows that it is, in general, optimal for a party to search up to some cut-
off level of satisfaction, and then stop. This cut-off level will depend on the cost of
search, the distribution of information, the expected bargaining game to be played once
search is completed, and so on.

The level of search that is privately profitable for an individual buyer or seller, how-
ever, is not necessarily the same as the level that would be socially optimal, for two
reasons. First, in markets with bilateral search, each person’s search efforts provide a
positive externality that reduces the search costs of others. Second, to the extent that
there are economic rents associated with trading (i.e., if parties buy or sell at prices that
diverge from their reservation prices), some amount of search is motivated by the desire
to find a better distributional outcome. These effects work in opposite directions, so it
is difficult to generalize about what public policies would be optimal in this regard, but
it is possible in principle that enlightened regulation could improve social welfare.

For example, §3.3 below explains how various legal doctrines operate to promote
the early formation of contractual liability. Such doctrines will thereby affect the level
of search, but the direction of the effect is ambiguous. From the ex post perspective
of parties who have already found each other, such rules should reduce the incentive
for additional search, because a party who holds a binding commitment has less need
to search; and a party who is bound faces reduced value from search because even if
she finds a better bargain, she will still be liable for the first one. But from an ex ante
perspective, parties may be more willing to undertake the cost of search if they are
assured that any trading partners they find will stick with their deal. Which effect is
more important depends on the details of the situation.
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3.1.2. Acquiring and disclosing information about the value of exchange

In order to conduct exchange, the parties not only must find each other, but they must
also determine whether trade is worthwhile. Both the acquisition and disclosure of such
information can be costly, and the parties’ willingness to incur these costs will depend
on whether they can be recouped in subsequent contract bargaining and performance.

As with informational investment more generally, imposing a duty to share informa-
tion tends to undercut the incentive to acquire it, so there is a potential tradeoff between
efficient production of information ex ante and efficient use of information ex post.
In this regard, Kronman (1978a) argued that requiring commodity traders to disclose
private information about market value would undercut their incentives to do market
analyses and make forecasts; and Matthews and Postlethwaite (1985) showed how re-
quiring manufacturers to disclose product quality could discourage product testing.

Whether information should be produced, of course, depends upon whether it is so-
cially valuable, as opposed to simply having private redistributive value. For that reason,
if information acquisition is, on balance, socially wasteful, it is best to impose a disclo-
sure requirement in order to deter rent-seeking (or a tax on acquisition efforts or windfall
profits if that is administratively cheaper).

Whether information is acquired or disclosed before exchange, however, will depend
not just on regulatory requirements, but also on property rights, the relational nature of
the information, and market structure. For example, in Shavell’s (1994) model of infor-
mation acquisition, a party with exclusive rights over a particular item of property has
efficient incentives with regard to acquiring information that bears on the common value
of that property, because he internalizes that common value when he sells or uses the
property. One could imagine circumstances, however, in which a party without formal
property rights had similarly good incentives because he held a monopoly position in
bargaining and because the information increased his private value for the property, but
not the owner’s.

Disclosure may also be compelled by the structure of expectations in bargaining.
For example, Grossman (1981) presented an influential model of product warranties
in which buyers rationally assume the worst about any seller who does not disclose its
private information. Sellers with relatively good information are thus led to disclose it in
order to avoid the effect of buyer skepticism, and the result is a separating equilibrium
in which the private information is revealed.45 Note that disclosure induced by such
game-theoretic incentives can discourage information acquisition every bit as much as
disclosure required by legal regulation.

45 To be precise, information unravels to the point where the cost of credible disclosure equals the difference
between the price charged by the pooled low-quality sellers and the price that the highest-quality member
of this pool could obtain through disclosure. Observe the unraveling result depends on the disclosure being
effective to convey information. See, e.g., Fishman and Hagerty (2003), who show that if the fraction of
customers who can understand a disclosure is too low, then mandatory disclosure benefits informed customers
and harms the seller.
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Even in cases where mandatory disclosure would not adversely affect the incentive
to acquire information, it is still necessary to compare the benefits of disclosure against
the costs. In many contexts, especially those involving ordinary consumers, the costs
of disclosure will include communication costs—for example, the time that it takes
buyers to read and process the information; or the potential cost of being distracted
from other, more important information. These communication costs have rarely been
incorporated into formal economic models, though Bebchuk and Shavell (1991) is an
exception. Craswell (2006) provides an informal discussion of these costs.

Finally, it must be noted that in some instances partial disclosure of information is
worse than no disclosure (Hermalin and Katz, 2006). This is true when partial disclosure
facilitates inefficient discrimination. For instance, disclosure of information correlated
with on-the-job performance (e.g., health status) could depress the wages of those dis-
closing the correlate in equilibrium, causing some talented individuals to exit the labor
market.

3.1.3. Pre-contractual investment

The previous discussion emphasized that investigation of exchange value can operate
as a sunk investment that is vulnerable to rent-seeking in later bargaining. The same is
true of pre-contractual investments generally.

Much of the law of contracts is designed to protect investment incentives, and §4
and §5 below discuss the effect of interpretation rules and contract remedies on those
incentives. But these rules come into play only after a contract has been formed. Some
investments, however, must be undertaken before it is practical for contractual liability
to attach. For example, search efforts inherently must precede contractual negotiation
(else who would one negotiate with?), and negotiation must precede the formation of
a contract. But both search and negotiation are costly, and their costs are at least in
part relation-specific. Similarly, other investments can be delayed until negotiations are
completed, but their value is reduced in doing so (Katz, 1996c). Suppliers of goods, for
instance, can typically reduce their production costs by buying materials when prices
are low or by doing advance work when business is slow; and buyers can increase their
value from exchange by investing in complementary inputs. But if they wait until they
are finished bargaining to begin preparations, many such opportunities will be lost.

It is not desirable to provide complete protection for pre-contractual investments be-
cause such protection would lead to excessive reliance. As the parties negotiate, they
may discover information that reveals that the intended exchange should not be pur-
sued. If this happens, any relation-specific investments will be wasted. Optimally, the
parties should take the risk of wasted investments into account before making them. The
rules governing contract formation, accordingly, should ideally be designed to promote
optimal reliance at the optimal time, balancing the benefits of productive investment
against the costs of waste.46

46 The mechanism for paying compensation for a taking (governmental exercise of its right of eminent do-
main) must strike a similar balance (Hermalin, 1995).
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3.1.4. Strategic behavior in bargaining

In §3.1.2 above, we discussed incentives to produce and share information regarding the
value of exchange. But information exchange is not the only dimension of efficiency in
bargaining. Negotiating parties can dissipate resources through various types of rent-
seeking: by excessive communications, by haggling and stalling, and by hard bidding
that risks losing the bargain entirely. One way to deter such behavior is through sub-
stantive legal doctrines that limit the kinds of bargains that can be enforced, and thus
lessen the temptation for overreaching; for example, Cooter (1982) justifies the doctrine
of duress on such grounds. But another way is to create contract formation doctrines
that impose the cost of lost bargains on parties who cause them through excessive rent-
seeking.

In order to address the problem of excessively hard bargaining, however, it is neces-
sary to develop a clearer understanding of incentives to engage in it. As we discussed
in §2.2.2 above, in the absence of asymmetric information the parties should be able to
reach an efficient bargaining outcome without outside intervention.

Symmetric information is likely the exception rather than rule, however. Complete
symmetry assumes symmetry of knowledge about preferences, among other parameters,
which is typically not true (see e.g., Farrell, 1987b). If parties bargain under asymmetric
information it is well-established (e.g., Samuelson, 1985; Farrell, 1987b; and Schweizer,
1988) that they will often fail to reach a first-best outcome. The theory of mechanism
design implies that for any asymmetric information bargaining game, there is, in prin-
ciple, some mechanism that maximizes the parties’ expected bargaining surplus subject
to their participation and truth-telling constraints; that is, achieves the second best.47

But any particular bargaining game may not be the optimal mechanism, so the ultimate
efficiency of the bargain could depend on limitations on bargaining imposed by the law
on contract formation.

3.2. Avoiding miscommunication

Finally, before we move to a discussion of legal doctrine, we consider the important role
played by formation rules in avoiding miscommunication. Negotiating parties need to
know when bargaining has been completed and whether a binding obligation has been
formed, since if they have inconsistent understandings in this regard, significant value
can be wasted. If a party believes that he has entered into a binding obligation when
in fact he has not, he may waste resources attempting to perform or may turn down
other profitable opportunities. Conversely, if a party is unaware that a contract has been
formed, she may fail to make adequate preparations or even incur multiple liability, re-
sulting in breach of contract and associated losses. One of the most important functions

47 See Laffont and Martimont (2002), Bolton and Dewatripont (2005), or Caillaud and Hermalin (2000b) for
introductions to mechanism design.
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of contract formation law, accordingly—and the function to which legal scholars have
probably devoted the most attention—is to promote clear channels of communication
so that the parties may know where they stand.

The law of contract formation pursues this task in two distinct ways. First, it estab-
lishes authoritative forms and terms of art that the parties can use when negotiating their
agreements. Second, it allocates the risk of miscommunication so as to encourage par-
ties to take optimal precautions to prevent and insure against misunderstandings, in the
same way that the law of torts allocates liability for accidents to the least-cost avoider
and least-cost insurer. For example, the doctrines of unilateral and mutual mistake, dis-
cussed in §2.5.2 above, illustrate how loss allocation rules can strengthen the parties’
incentives to avoid misunderstandings and to allocate any remaining risk on their own.

This issue of clarity in communication is most usefully understood in terms of the
problem of interpretation, which we discuss at length in §4 below. Determining whether
a contract has been formed raises most of the same issues as determining the terms on
which it has been formed. For example, one must identify the meaning of phrases that
are used in negotiation, reconcile interpretive differences among the parties or between
the parties and the court, establish default rules that apply when the parties have left
their negotiations open or spoken ambiguously, and so on. We defer consideration of
such issues until the next section. Keep in mind, however, the connection between the
legal doctrines discussed here and their role in interpretation discussed in §4. For in-
stance, as we discuss in §4.4.2 below, pre-contractual communications often bear on
the interpretation of a contract, especially with regard to issues where its text is silent or
unclear.

3.3. Legal doctrines addressing contract formation

The body of legal doctrine relating to contract formation is particularly elaborate, and
we do not attempt to survey it here. Instead we discuss a number of key doctrines that
help address the central economic aspects of pre-contractual behavior: disclosure, in-
vestment, and efficiency in negotiation.

3.3.1. Offer and acceptance

The classic distinction between contract law and other sources of legal obligation is
that contract is grounded in voluntary agreement. The fundamental principle of contract
formation, it follows, is that there must be mutual assent in order to establish a binding
contractual obligation. Assent refers not, however, to the parties’ private mental states,
which clearly cannot form the basis of a public system of enforcement, but to third-party
inferences regarding those states as drawn from the parties’ actions and statements.

To simplify this problem of inference, lawyers often say that to form an agreement
there must be an offer (which evidences one party’s assent) and also an acceptance
(which evidences the counterparty’s assent); and thus this body of doctrine is often re-
ferred to as the law of offer and acceptance. It should be recognized that this way of
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describing the matter is a formalism that allows interpreters to focus on certain stereo-
typical features of negotiating a contract and abstract from others. In actual contexts it
is often difficult or artificial to identify a particular communication that counts as an
offer or an acceptance, and some doctrinal systems (such as the law of sales under UCC
Article 2) dispense with the effort. In general, however, the traditional common law has
followed a highly formalistic approach in this regard, with the result that the treatises
and casebooks are filled with a variety of arcane and colorfully named mechanical rules.
Such rules include, among others, the “mailbox rule” (i.e., when parties communicate
a distance, a contract is formed at the moment an acceptance is dispatched, not when it
is received), the “mirror-image rule” (in order to constitute an acceptance, a responding
communication must mirror the offer in all relevant respects, else it is deemed a rejection
and counter-offer), and the “last-shot rule” (if parties exchange a series of non-matching
offers followed by one of the parties commencing performance, a contract is deemed to
be formed with the beginning of the performance constituting the acceptance, and with
the terms of the contract supplied by the final offer outstanding prior to acceptance).
Some of the formalistic rules have received substantial economic attention (see, e.g.,
Baird and Weisberg, 1982, and Ben-Shahar, 2005, on the last-shot and mirror-image
rules), but many others have not.

Over the last half century, such formalistic rules have come under increasing crit-
icism, and more recent developments tend to de-emphasize formality, making it eas-
ier to establish liability without complying with prevailing formal conventions. This
movement away from formality has had its most important effect on communicative
efficiency; and is discussed at greater length in §4.4.1 below. Similarly, and simultane-
ously, the trend has been for the courts to establish that liability is incurred earlier in the
bargaining process (with the mailbox rule providing an early precursor in this regard).
This trend is probably most important with regard to incentives for pre-contractual in-
vestment, and we take it up in the subsection immediately following this one.

In addition, however, the particular rules of offer and acceptance also influence the
transactions costs of negotiation in potentially significant ways. As an illustration, con-
sider the doctrine of silent acceptance (Katz, 1990a, 1993), under which an offeree
must respond affirmatively in order to create a binding obligation; silence operates as
an acceptance only in special circumstances. The rule can serve to conserve on message
costs. Under it, two messages are required to form a contract, while only one is needed
in negotiations that do not result in exchange. A converse rule under which an offeree
must respond in order to avoid being bound, would require one communication for a
contract and two for a rejection. In the usual context where the majority of offers are
rejected and rejections and acceptances cost the same to transmit, the common-law rule
is efficient. But in settings where acceptance is likely or where acceptances are costlier
to transmit than rejections (for instance, because of a mirror image requirement), the
rule is inefficient.

Additionally, the common law rule reduces the costs of rent-seeking through op-
portunistic offers. Under a silent acceptance regime, offerors will have an incentive to
propose inefficient exchanges to offerees with high response costs, in the hopes that the
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offeree will choose to accept a mildly unprofitable contract in preference to incurring
the costs of sending rejections. Such incentives explain why negative option plans of
the sort offered by mail-order book clubs and telephone companies typically provide
buyers with substantial up-front benefits as an inducement to enter the plan.

Finally, based on an extensive survey of the case law, Craswell (1996b) argues that
offer and acceptance doctrines are widely used by courts to promote efficient relational
investment. In his view, courts are often in position to evaluate ex post whether reliance
has been efficient, and in such cases, they can provide good incentives by finding a con-
tract when a party relied reasonably in response to a pre-contractual communication,
but finding no contract when the party relied either excessively or not at all. Whether
Craswell’s argument provides a normative justification for courts practices in this re-
gard, however, as opposed to an accurate positive account of what they do in fact, is
open to dispute. In the first place, his survey of cases suggest that the fact of reliance
is decisive to a finding of liability only in relatively close cases, not in all cases, so
the incentive effects of this practice may be limited. Additionally, in order for courts to
employ this tool, they must be able to judge the efficiency of reliance in hindsight. The
practical limitations of the legal process, the fact that reliance decisions frequently en-
tail nonverifiable actions, and the cognitive biases associated with hindsight (Rachlinski,
1998) may call this assumption into question. Instead, courts may do better to follow
the simpler approach of identifying and holding liable the party who is the least-cost
avoider for wasted reliance. A model based on this possibility is presented in the fol-
lowing subsection.

3.3.2. Promissory estoppel and analogous doctrines

The general principle of estoppel was developed in the English equity courts as a correc-
tive device to preclude the operation of legal rules that were thought to yield an unjust
result in specific cases. The more specific doctrine of promissory estoppel gained influ-
ence in the 19th century as a way to soften the formalities of the consideration doctrine,
but in the latter half of the 20th century in the United States, it became increasingly used
to loosen the formal requirements of offer and acceptance.

The key element necessary to invoke promissory estoppel is relation-specific invest-
ment, which lawyers call reliance. Under it, a promisor is precluded from asserting a
lack of mutual assent if she made a promise that reasonably can be expected to induce
the promisee’s reliance, which actually does induce such reliance, and which will result
in injustice if not enforced. “Injustice” is admittedly subjective, but in effect it serves
to protect reliance that most people would consider reasonable. Excessive or unreason-
able reliance is not protected by the doctrine, although there are obvious difficulties in
determining reasonableness in this setting. For example, in the case of Drennan v. Star
Paving, a general contractor used a subcontractor’s offer in calculating his bid on a
construction job. After the general contractor won the construction contract, the subcon-
tractor attempted to withdraw the original offer on grounds of miscalculation, arguing
that under prevailing rules of offer and acceptance, the offer was revocable until the
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moment of acceptance. The court held that the subcontractor’s bid was non-retractable,
notwithstanding that there was never any explicit promise to hold it open and that the
general contractor could have explicitly bargained for a binding option.

The efficiency of this result, and of the estoppel doctrine generally, depends on
whether such liability is necessary to protect investment incentives. Katz (1996c) of-
fers a model of pre-contractual investment in which one party makes an offer and the
counterparty chooses to rely; and either of these decisions can be taken over a period
of time leading up to the deadline for ultimate performance. Excessively early reliance
is inefficient in this model because there is too high a chance that the investment will
be wasted; excessively late reliance is inefficient because the productive surplus from
investment cannot be enjoyed. The main conclusion of the model is that estoppel lia-
bility is desirable if the relying party cannot protect the value of its reliance investment
in post-reliance bargaining, but undesirable if it can. The underlying intuition is that if
the offering party holds the ex post bargaining power, the relying party will refuse to in-
vest unless protected by liability; while if the relying party holds the ex post bargaining
power, the offering party will refuse to specify its needs for fear of being held liable in
circumstances where it does not pay to complete the contract, and being vulnerable to
rent-seeking through a last-minute counter-offer in circumstances where it does pay to
complete the contract.

Katz’s model focuses on the timing of reliance investment, but its underlying intu-
ition also applies to situations in which the extent and type of reliance is in question. As
a general matter, reliance investments might be protected through liability rules or by ex
post bargaining; and in cases where bargaining power is sufficient to provide incentives,
legal liability is superfluous and may even provide excessive protection. How these con-
siderations play out in individual bargaining contexts, however, depends on the precise
nature and sequence of play. For instance, Bebchuk and Ben-Shahar (2001) consider
the possibility of legal rules under which courts can condition liability on the level of
reliance investment, on its reasonableness, or on the reasonableness of positions taken
in ex post bargaining, and show that such rules can be used to promote efficient bilateral
incentives. They also discuss the effects of liability rules on the parties’ incentives to en-
ter into negotiations initially, and show that the prospect of liability need not deter initial
negotiation (although under some conditions, it might). The informational requirements
of such rules are of course significant, which limits their practical applicability in many
situations.

The idea of conditioning liability on the reasonableness of bargaining behavior, how-
ever, underlies a related legal doctrine: the duty to bargain in good faith. This doctrine
is much less widely used than promissory estoppel; it is applicable when the parties
enter into an agreement that is too indefinite for a court to enforce as written, but that
could be enforced if the parties were to undertake an additional round of bargaining in
which they filled in enough gaps. For example, in Teachers Insurance & Annuity Co.
v. Tribune Co., 670 F. Supp. 491 (SDNY, 1987), the defendant refused to complete a
complicated real estate deal, following significant negotiations resulting in a commit-
ment letter that referred to a “binding agreement,” after learning that interest rates had
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significantly dropped and that the deal would probably not qualify for favorable tax
treatment. The court held that even though the defendant had reserved a further right of
approval on the part of its board of directors, it was obliged to continue negotiations in
good faith, which in the specific context meant that it could not condition its approval
on a contingency (i.e., favorable tax treatment) that was deliberately not included in the
commitment letter, and could not withdraw from the deal simply because interest rate
changes had rendered it unprofitable.

The precise contours of the duty to bargain in good faith are not entirely clear. For
instance, it is difficult to predict whether a court would hold it bad faith for a party to
insist that all open terms be resolved in its favor or to ask that some previously set-
tled term be re-opened, on the grounds that the deal had turned sufficiently sour that a
fair distribution of rents justified such an adjustment. (Cases applying the modern doc-
trine of modification, which also turns on a good faith standard, have often held such
adjustments to be acceptable.) The good faith doctrine has been criticized for its uncer-
tainty and apparent subjectivity in application. Nonetheless, the bulk of commentators
continue to approve of the doctrine as a means of protecting relational investments in
negotiation. In TIAA v. Tribune, for instance, the parties had already incurred significant
costs and, more importantly, a deal of such complexity could not have been concluded
without sinking such costs. Absent some form of pre-contractual liability, it would be
difficult to enter into complicated contracts without subjecting reliance investments to
the risk of holdup.

Other legal systems have developed analogous rules to deal with this functional prob-
lem. For example, the civil law regimes of continental Europe do not use the doctrine
of estoppel, but they do include an invigorated version of the duty to bargain in good
faith, known as culpa in contrahendo. Under this doctrine, parties entering into contract
negotiations are held to a mutual duty of care that is intended to protect the reasonable
expectations with which they enter bargaining. This duty has traditionally been regarded
by comparative lawyers as being more demanding than the implicit duties imposed by
the doctrine of promissory estoppel, but one can argue that modern development in the
common law have effectively brought the two systems closer together in this regard.

3.3.3. Duty to disclose

Finally, the common law also imposes an ill-defined duty to disclose especially impor-
tant information when negotiating with contractual partners. The duty does not extend
to all information a counterparty might find relevant; rather, it is limited to situations in
which nondisclosure would be regarded as effectively equivalent to a representation that
the information does not exist. For example, in the classic case of Laidlaw v. Organ, a
trader with advance knowledge of a peace treaty that would shortly result in the lifting
of a naval blockade bought up tobacco that skyrocketed in value when the news became
public. When the seller sought to avoid the contract on the grounds of fraud, the court
suggested that, under the circumstances, the parties were entitled to hold each other at
arms’ length and to retain the benefits of such information for their private use. On the
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other hand, a homeowner who sells a termite-infested house to a buyer who is known
to be unaware of any problem may well be under a duty to disclose it, especially if
the buyer would not be able to discover the infestation though the exercise of ordinary
diligence.

The duty to disclose has received substantial attention in the scholarly literature; and
it was recognized early on that nondisclosure might have effects on the fairness and
efficiency of exchange. In the law and economics literature, it has been recognized, at
least since Kronman (1978b), that imposing a duty to disclose could deter information
acquisition. Though later scholarly efforts (see, e.g., the discussion in §3.1.2 above)
have refined economic understanding of the issue, doctrinal application of these efforts
has been limited. Kronman argued that, at minimum, there should be a duty to disclose
information that was acquired without effort or expenditure, on the grounds that such
a duty would not reduce the availability of information and would improve the ex post
efficiency of exchange, but even this suggestion has not made its way into the case law,
which has tended in this area to focus more on the question of rights than on efficiency.48

Still, the trend in legal decisions seems to run in the direction of increased disclosure
requirements, especially in settings where the interests of consumers, workers, or small
businesses are involved.

3.3.4. Overall assessment of the law of contract formation

The division between the law of contract formation and other parts of contract law is
not clear-cut. For instance, some of the rules discussed above in §2.5 on freedom of
contract could alternatively be interpreted and analyzed as formation rules. Take for
example the Statute of Frauds (see §2.5.1). From a freedom-of-contract perspective, the
Statute helps to deter boundedly rational parties from entering into contracts without
adequate deliberation, and may help internalize costs that are imposed on the public
legal system when parties enter into agreements without adequate evidentiary backing.
But it also serves some of the purposes discussed above, such as the disclosure of infor-
mation or the reduction of miscommunication. Similarly, the mistake doctrine allows
inefficient contracts to be avoided, but it also encourages parties to share information
that would prevent misunderstandings and the wasteful investments that can result from
them.

Additionally, as elaborated in §5 below, the rules governing contract formation sig-
nificantly interact with the rules governing the remedies for breach. For instance, as we
will see, promissory estoppel may substitute for a formal offer and acceptance in the
appropriate case, but the damages theoretically available to the disappointed promisee
may be rather less than the damages that would be awarded if the proper formalities
have been observed (although there is scholarly controversy regarding whether courts

48 While complete disclosure will generally enhance efficiency, partial disclosure can reduce welfare
(Hermalin and Katz, 2006).
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actually follow this theoretical distinction in practice). Again, these doctrinal complica-
tions are likely to provide fruitful opportunity for additional economic research in future
years, as is the law of contract formation generally.

4. Interpretation of contracts: contractual incompleteness

Offer and acceptance only begins the process of contractual exchange. In order for the
transaction to be completed, the contract must be performed, and if performance is not
forthcoming, enforced. Probably the most common source of contractual disputes is
differences in interpretation, if only because the parties have limited incentive to pursue
a dispute if they can foresee and agree upon its likely outcome. The problem of contract
interpretation thus provides a central backdrop for the law of contracts, which contains
many rules and principles that are designed to address it.

The legal issue of interpretation corresponds to the economic issue of contractual
incompleteness—a topic that has been a central focus of research in microeconomic the-
ory in recent years (e.g., Grossman and Hart, 1986; Hart, 1987; Hart and Moore, 1999;
and Tirole, 1999). Contractual incompleteness captures the idea that real-life contract-
ing can fail to produce contracts that are as precise and detailed as traditional—albeit
possibly naïve—economic theory predicts. Economists typically attribute this failure
to an informational asymmetry: the parties to the contract anticipate observing events
that they might wish to be contingencies, but which cannot serve as contingencies be-
cause they are not verifiable (i.e., observable by a third-party adjudicator of any contract
dispute); in other words, the parties will be better informed about payoff-relevant infor-
mation than any third party. For their part, lawyers often attribute the failure to complete
contracts to the inevitable ambiguities in ordinary language or to some bounded ra-
tionality on the part of the parties (perhaps arising from their decision not to employ
lawyers in the drafting of the contract).

In this section, accordingly, we discuss the problem of contractual incompleteness
and relate it to the question of interpretation and to associated legal doctrines. We begin
in the next subsection by considering various definitions of contractual incompleteness.
Subsection 4.2 then discusses the sources of contractual incompleteness, including ex
ante determinants present at the outset of contracting, such as bounded rationality and
asymmetric information, as well as ex post factors such as verification costs and dy-
namic incentives arising from the prospect of renegotiation. Subsection 4.3 addresses
the consequences of contractual incompleteness for the efficiency of exchange; and sub-
section 4.4 outlines and analyzes the main legal doctrines that govern in this area.

4.1. Modeling incomplete contracts

From a theoretical perspective, it is useful to model a contract as a mapping from veri-
fiable events to outcomes. For instance, an insurance contract could contain a provision
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that related damage to one’s car (a verifiable event) to a payment to the insured (an
outcome).

In this context, “verifiable” means an event is observable not only by the parties to
the contract, but also by any third party (e.g., a judge) who might be called upon to
adjudicate a dispute. The focus on verifiable events is motivated as follows. Were an
outcome contingent on an unverifiable event (i.e., one not observable to the third party),
then there would be no way for the third party to judge the extent of breach of contract
(if any) or even who breached (if anyone did). Hence, a contractual obligation that is
contingent on an unverifiable event cannot be effectively enforced by a third party.

In the incomplete-contracts literature, it is standard to assume that the parties to a
contract can observe events that cannot be verified by any judge. In the parlance of the
literature, such events are described as observable, but not verifiable. As we will see,
the parties could ideally wish to base their contract on such observable, but unverifiable
events.

Enforcement would also be difficult if one of the parties to the contract couldn’t
observe an event on which an outcome was contingent (for example, as in the case of
a consumer who cannot tell whether a mechanic has properly repaired an automobile).
That party would not know the extent to which the other party was out of compliance
with the contract (if he was). Such ignorance would, thus, make a contract impossible to
enforce even through private sanctions of the sort discussed in §5.4.2 and §5.4.3 below.
For this reason observability is considered a minimal informational requirement for an
event to define a contractual contingency.

To be more formal, if we take 	 to be the set of verifiable events (with ω a repre-
sentative element) and A to be the set of outcomes, then a contract can be seen as a
mapping, C : 	C → A, where 	C ⊆ 	. Contractual incompleteness can, then, be seen
as situation in which the parties to the contract would or should ideally wish to base
their contract on some set other than 	C (for example, 	 if 	C ⊂ 	; or the set O of
observable events).

Within the economics literature, the terms verifiable and observable are typically em-
ployed without any explicit consideration of the costs associated with investigation,
measurement, documentation, or monitoring; that is, activities necessary to make in-
formation useful contractually. To an extent, one implicit set of assumptions typically
employed is that observable events are observable at no cost, similarly for verifiable
events, while unverifiable events would be verifiable only at a prohibitive cost (possibly
infinite). As Hermalin and Katz (1991) point out, events can be “partially” verifiable
in the sense that although a third party cannot observe them with the precision of the
parties to the contract, a third party can still observe some information about the event
that causes him or her to update his or her beliefs about what happened in a way useful
for adjudication (see discussion below in §4.1.3 and §4.3.1). In any case, whatever the
costs of observation and verification, they are almost always taken to be exogenous to
the model. Endogenizing these costs through the design of measurement or monitoring
systems remains, for the most part, an important area for future research.



70 B.E. Hermalin et al.

4.1.1. Literal incompleteness and unmapped contingencies

Following Hermalin and Katz (1993), we make a distinction between literal incom-
pleteness, which we consider now, and economic incompleteness, which we address in
§4.1.3.49

A contract is literally incomplete if an event or contingency can arise that is not antic-
ipated by the contract; hence, the contract is silent with respect to what should happen
given this event or contingency. Literal incompleteness corresponds to a situation in
which there are elements of 	 not in 	C . Ayres and Gertner (1989) refer to such as
elements as “gaps.” Other scholars have referred to them as unforeseen contingencies.
Let 	̄C denote the set of gaps or unforeseen contingencies (i.e., 	̄C = 	 − 	C).

The assumption of literally incomplete contracts has played an important role in law
& economics (both implicitly, as in Shavell, 1980 and Rogerson, 1984 and explicitly, as
in Goetz and Scott, 1981; Ayres and Gertner, 1989; and Hadfield, 1994). Nonetheless, as
Hermalin and Katz (1993) observe, it is a potentially problematic assumption, because
it is so easy to complete contracts by adding a stereotypical residual (“none-of-the-
above”) clause to a contract. That is, literal completeness can be achieved simply by
adding a clause that states, “if an event (contingency) other than those listed above
occurs, then the outcome shall be . . .”

In order to explain literally incomplete contracts, consequently, it is not enough to
assume that the parties fail to foresee some contingencies. It would seem necessary to
assume also that the parties fail to foresee that they could fail to have foreseen some
contingencies.

Alternatively, one might assume the gap is rational, insofar as there is some affir-
mative reason why the parties deliberately left contingencies unmapped. One reason
could be that the parties are content to let the courts apply a particular outcome, and
this outcome is no worse than what the parties might have provided on their own. Un-
der traditional common law, for instance, courts often responded to contractual gaps by
treating the contract as a nullity, on the grounds that there had been no “meeting of the
minds.” The result would be that the parties would be left where they lay when the con-
tingency arose (although parties who had partially or fully performed might be entitled
to a refund or to restitution of any value conferred on the counterparty). Modern-day
courts, in contrast, are more likely to react to a gap by trying to fill it with either an
objectively reasonable term, or with their best guess as to what the parties would have
wished had they negotiated over the contingency in question. (Although if the gaps are
too significant or the parties’ hypothetical wishes too unclear, the traditional approach
of declaring the contract to be at an end is still a real possibility.)

To the extent that courts apply a predictable default rule in such situations (or even
an unpredictable one), one could say that there is no such thing as a literally incom-
plete contract—rather, the implicit residual clause is just that the parties agree to go to

49 Ayres and Gertner (1992) refer to the first type of incompleteness as “obligational” and second as “insuf-
ficiently state contingent.”
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court—or follow existing legal requirements that they pursue private arbitration or other
method of dispute resolution—and abide by any result that is reached there. At a seman-
tic level, such logic is unassailable, if perhaps unappealing to those worried about truly
naïve parties who indeed failed to foresee that they might have failed to have foreseen a
contingency.

4.1.2. Linguistic under- and overdetermination

In many situations in which a contract does not point to a clear outcome, the problem
is not that the parties have said nothing; rather, it is that they have said too little or too
much. For example, the parties might provide multiple and inconsistent provisions deal-
ing with the same event. Alternatively, the parties might use terms that admit multiple
meanings or that depend on other terms of the contract.

One could treat such cases as equivalent to contractual gaps, arguing that, if the
parties have not settled a term definitively, they have not settled it at all, but this in-
terpretation does not appear to comport with the behavior of either legal institutions or
actual bargainers. An alternate approach, accordingly, would be to model contracts not
as single-valued functions, but as multi-valued correspondences. Formally, instead of
representing a contract as a mapping of the form C : 	C → A, we could represent it
as a mapping of the form C : 	C → P(A) where P(A) denotes the power set of A.50

Under this interpretation, incompleteness would arise whenever the contract mapped
an event to a set with more than one outcome, so that the person applying the contract
would have to choose among those outcomes based on extra-contractual factors.

This type of incompleteness has received less attention in the literature, but some
recent work has begun to explore its implications. For instance, a recent paper by Hart
and Moore (2004) models a contract as a list of outcomes to which the parties are
restricted. The determination of which outcome from that list is implemented occurs
through ex post bargaining. Through this approach, they show that a relatively loose
contract (i.e., a relatively long list) preserves flexibility, allowing the parties to make use
of new information that arises, but at the expense of distorting ex ante investments due
to the increased danger of holdup. Similarly, Ben-Shahar (2004) has argued that courts
should respond to such incompleteness by granting both parties the option to enforce the
agreement on whatever terms are most favorable to the counterparty; such a response
would preserve the benefits of whatever bargain the parties had already reached, while
allowing them to enjoy further gains from trade through further negotiation.

A criticism of Hart and Moore (2004) is that their model relies heavily on some strong
assumptions. First, they rely heavily on the observable but unverifiable distinction. As
Hermalin and Katz (1991) and Maskin and Tirole (1999) note, there are reasons to doubt
this distinction in many contexts. More critically, they also rely on the ability of parties
to carry out what would normally be seen as incredible threats. Hart and Moore justify

50 A sigma field should A be non-denumerable.
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these assumptions by appealing to the psychological tendency of people to sacrifice
resources in order to get revenge against those who have, in their eyes, mistreated them
(see Rabin, 1993, for a discussion of such psychological effects in economic contexts).
While such tendencies might exist among individuals, one is hesitant to assume that
sophisticated parties (e.g., firms) would be prey to such base emotions.

4.1.3. Economic incompleteness and coarse mappings

Much of the economic literature on incomplete contracts has focused on a different
standard of incompleteness: A contract is incomplete when the set of verifiable events
is not the same as the set of observable events.51 That is, even if the contract is literally
complete (i.e., 	̄C = ∅) it would be judged economically incomplete if 	 �= O, where
O is the set of observable events. In this case, the parties would benefit from being
able to condition their contractual obligations more finely (for instance, by allowing an
excuse when performance is commercially impractical), but they cannot do so because
the condition cannot be effectively enforced (for instance, because the court cannot tell
the difference between commercial impracticability and mere seller recalcitrance).

As noted earlier, it is natural to assume O is “larger” than 	. In the literature, there
are essentially two ways this assumption is modeled.52 One is to define ϒ as the set of
observable, but unverifiable events (with representative element υ) and take

O = ϒ × 	.

In other words, an observable event is a vector consisting of events that the parties can
observe, but not verify, and events that the parties can both observe and verify.53 Under
this formulation, a verifiable event ω reveals not only that ω has occurred, but also that

υ ∈ Oω ≡ {υ|(υ, ω) ∈ O}
(the set Oω is called the section of O at ω). Because, absent additional assumptions,
Oω = ϒ for all ω ∈ 	, it might at first seem that knowing that υ is in Oω is not
useful information. But if some (υ, ω) pairs are impossible, then some sections satisfy
Oω ⊂ ϒ and, therefore, learning ω can lead to inferences about which υ occurred.

51 Obviously, both sets must be defined in some way over relevant events; that is, we don’t want to say
the sets differ if the observable, but unverifiable events are irrelevant to the contracting situation. Defining
relevance is, however, difficult insofar as one strain of the literature (e.g., Hermalin and Katz, 1991; Maskin
and Tirole, 1999; and Edlin and Hermalin, 2001) has been devoted to showing when the observable, but
unverifiable distinction is unimportant; that is, situations in which the parties can achieve the same outcomes
with incomplete contracts as they could with complete contracts. In such situations, it would be misleading to
say that the observable and verifiable sets are the same over relevant events, because equilibrium play, but not
outcomes, would be different were it feasible to base contracts on the set of observable events. A definition of
relevant events must, therefore, account for potential differences in the ensuing game, as well as outcomes.
52 An example of the first way is Grossman and Hart (1986). An example of the second way is Anderlini and
Felli (1994).
53 It is worth noting that both ϒ and 	 could, themselves, be vector spaces.
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In such situations, a so-called “forcing” contract (as in Harris and Raviv, 1978) could
be useful. Suppose the parties wish to induce one party, “the actor,” to choose a specific
υ̂. If there are ω such that υ̂ /∈ Oω, then those ω constitute proof that the actor has
not chosen the desired action and the contract can, therefore, threaten the actor with
sufficient punishment should such ω occur that he would never choose an υ ∈ Oω.
Hence, some undesirable actions can be avoided. Ideally, if there is a subset 	0 ⊂ 	

such that, for all υ �= υ̂, υ ∈ Oω for some ω ∈ 	0, but υ̂ /∈ Oω for any ω ∈ 	0, then
υ̂ can be achieved by a contract that sufficiently punishes the actor for any ω ∈ 	0 and
rewards him only for ω ∈ 	\	0.54

Even if all (υ, ω) pairs are possible—so Oω = ϒ—the conditional distribution of υ

given υ ∈ Oω may differ from the distribution given υ ∈ Oω′ , ω �= ω′. Such differences
in distributions can be very powerful, often allowing contractual solutions that replicate
the outcomes that would have occurred were the parties able to contract on O directly
(see discussion in §4.3.1; also Hermalin and Katz, 1991).

The second way economic incompleteness can be understood is to take 	 to be a
partition of O; that is, each ω is a subset of O, any given element of O can be in only
one ω, and the ωs, as a class, contain all the elements in O.55 Of course, to make this
interesting, there must be at least one ω with two or more elements of O in it; that
is, for this ω at least, learning ω does not perfectly reveal the observable information.
Conversely, economic completeness would correspond to a situation in which each ω

contained a single element of O.
The standard interpretation of this second representation of economic incomplete-

ness is that there is inherently no difference between what is observable and what is
verifiable, except that it is impossible or prohibitively expensive to describe the observ-
able events with sufficient precision in a contract.56 Instead, the observable events can
only be described coarsely; so that different observable events get lumped together in a
single ω. For example, consider the “contract” between us, the authors of this chapter,
and the editors of this volume. Without effectively writing the chapter themselves, it is
impossible for the editors to stipulate fully what the chapter should look like; the best
they can do is stipulate the topics to be covered and the overall length of the chapter.

54 The notation S\T denotes the set whose elements are in S but not T (i.e., S\T = S ∩ T c).
55 Formally, the ωs satisfy

ω ∩ ω′ = ∅,∀ω �= ω′; and
⋃
ω∈	

ω = O.

This second way of representing economic incompleteness can be seen as a special case of the first in which
O ⊂ ϒ × 	 such that Oω ∩ Oω′ = ∅ for any two ω, ω′ and

⋃
ω∈	 Oω = ϒ .

56 Typically these costs are taken to be “writing costs.” They could also, as Rasmusen (2001) notes, be due
to “reading” costs.



74 B.E. Hermalin et al.

4.1.4. An illustrative dispute

Each of these models of contractual incompleteness has some appeal, though none is
entirely satisfactory as a complete account of the phenomenon. To illustrate, consider
the case of Spaulding v. Morse, in which a divorcing couple entered into a maintenance
agreement under which the husband agreed to pay child support of $1200 per year until
the couple’s son entered some “college, university, or higher institution of learning . . .,”
and $2200 per year for four years thereafter. The dispute arose when the son completed
high school and was immediately drafted into the US Army, and the husband took the
position that his contractual obligation was suspended while the son remained in mili-
tary service. One can view this dispute as arising from literal incompleteness if we say
that the contract simply did not provide for the case in which the son was drafted into
the army. In order to take this view, however, we must read the term in question in a
non-literal way, since a literal reading makes it appear to be a residual clause. (That is,
it appears to say that so long as the son never started college—e.g., if he chose to pursue
a military career or even if he were killed in combat—the husband would be required to
make yearly payments in perpetuity.)57

One can alternatively view the dispute as arising from linguistic underdetermination
if we focus on the phrase “child support.” Does the phrase simply refer to any payments
made for the benefit of the son, or is it instead limited to payments that are objectively
necessary for the son’s adequate maintenance? Ordinary language is probably not pre-
cise enough to provide a definitive answer to this question, and the best response may
be to say that the phrase can mean either or both.

Finally, we could view this dispute as a case of economic incompleteness if we as-
sume that what the parties actually wished to do was to condition payment on the son’s
need for maintenance (an observable but perhaps not verifiable event) but that they in-
stead conditioned on the son’s not yet having completed four years of college (a coarser
but perhaps more easily verifiable proxy). Had the parties been able to describe the for-
mer condition at reasonable cost in their divorce settlement, the whole dispute could
have been avoided. On the other hand, it is not clear that the couple had such a clear
purpose in arriving at the clause in question. Another possibility is that the husband sim-
ply wished to pay as little as possible, the wife wished to receive as much as possible,
and the clause was a rough compromise.

As the example indicates, modeling contracts as a formal mapping from events to
outcomes is useful, but it could fail to capture two important real-world features of the
situation—namely, that parties do not always possess a well-specified understanding of
the domain of possible events, either ex ante or ex post, and that they write contracts
in ordinary language with all its ambiguities, rather than in the formal but restricted

57 Nobody in the case made this argument, however, not even the wife. Instead, the court found in favor of the
husband, on the grounds that the unstated purpose of the clause was to provide financial support for the son
in his minor years, and once the Army had taken responsibility in this regard, the purpose had been served.
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language of mathematics. This is not to say, however, that such failures necessarily
invalidate or diminish the insights of formal modeling. Nor is it to say that formal
modeling can’t deal with these features should they be important. Certainly, the first
could be readily modeled by incorporating some uncertainty over what the domain of
events might be. The second is potentially trickier, but techniques such as assuming
asymmetric information with regard to the meaning of the terms, uncertainty over their
interpretation, or even suspension of the usual common-priors assumption could be use-
ful. With all that in mind, the next subsection discusses possible economic causes of
contractual incompleteness.

4.2. The sources of contractual incompleteness

4.2.1. Bounded rationality

A common explanation for incomplete contracts, especially literally incomplete con-
tracts, is bounded rationality.

The simplest “model” of bounded rationality is that people make mistakes. They fail
to foresee all possible contingencies and, thus, their contracts suffer from unforeseen
contingencies. However, as noted above (§4.1.1), failure to foresee certain contingen-
cies need not generate incomplete contracts unless the parties also fail to foresee that
they may fail to foresee certain contingencies. If the parties recognize their imperfect
foresight, then they can complete any contract with a residual (“none-of-the-above”)
clause.

Of course, the fact that the parties could complete any contract with a none-of-the-
above clause does not mean that they would wish to do so. After all, they may fear that
the ideal response to different unforeseen contingencies varies with those contingencies.
By its nature, a none-of-the-above clause is a one-size-fits-all solution. Hence, the par-
ties may wish for flexibility should an unforeseen contingency occur; legal proceedings
can provide such flexibility insofar as the court’s ruling will typically depend on the
contingencies that have occurred. How the courts should respond to these “intentional”
gaps has become an issue in the literature (see, e.g., Ayres and Gertner, 1989, 1992).
We discuss this literature in §4.4 below.

To an extent, deciding how the courts should respond depends on the reason for un-
foreseen contingencies in the first place. As, however, E. Posner (2003a) points out,
economic theory does not offer particularly good or widely accepted means of model-
ing unforeseen contingencies (or bounded rationality more generally).58 To the extent
models of unforeseen contingencies exist, they are too abstract to be readily utilized in
the study of contracts. Admittedly, one could simply appeal to the existence of gaps in
actual contracts to justify assuming literal incompleteness. Such an atheoretic rationale,

58 For a general survey of recent modeling on bounded rationality see Rubinstein (1998). For a more specific
survey on unforeseen contingencies see Dekel et al. (1998) (also see Dekel et al., 2001).
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however, makes it difficult to analyze important issues such as how the courts would
know whether gaps are truly mistakes or have arisen because one side or the other is
being strategic. This, in turn, affects how the courts should respond to gaps (see Ayres
and Gertner, 1989, 1992, and Shavell, 2006a).

Although some parts of the literature appeal to unforeseen contingencies as a possi-
ble motivation for economic incompleteness (see, e.g., Maskin and Tirole, 1999), it is
difficult to reconcile such bounded rationality with the “dynamic-programming” ratio-
nality (to use Maskin and Tirole’s term) that the incomplete-contracts literature typically
assumes. Other, more rational, explanations for economic incompleteness strike us as
more plausible. We explore some of these explanations in the next few sections.

4.2.2. Describability and contracting costs

As we observed, a complete contract between us and the book’s editors about what this
chapter should be is rather impractical. If the editors spelled out in great detail what they
wanted, they would, in effect, be writing the chapter themselves. Their costs of doing
so presumably outweigh whatever benefits such detailed contracting would generate.
More generally, there is a cost to writing fine-tuned contracts. In some instances, such
as our chapter example, it is simply impractical to describe the relevant contingencies
finely enough.

Describability. Because describing something can be viewed as an algorithm, it fol-
lows from the mathematics of computability (see, e.g., Boolos et al., 2002) that it is
conceivable that some events or contingencies cannot be described, in the sense that no
algorithm for describing them would ever finish. This point is made by Anderlini and
Felli (1994). An intuitive sense of this idea can be had by recalling the well-known math
fact that the constant π cannot be given a decimal representation; no algorithm could
ever complete the task of fully describing π as a decimal number.

Indescribability per se, however, seems a doubtful explanation for economically
incomplete contracts for at least two reasons. First, the parties might be able to approx-
imate their desired description arbitrarily well (e.g., 3.1416 might be a good enough
approximation of π); therefore, they suffer arbitrarily little from the indescribability of
a contingency. In fact, Anderlini and Felli prove just such an approximation theorem.
Second, the parties to the contract need to have internal descriptions of the relevant
events or contingencies to know if they have occurred; hence, if they cannot write de-
scriptions, it is hard to understand how they know the relevant descriptions. In other
words, if we take the feasible contractual contingencies to be subsets of some partition
of the relevant state space, then why isn’t the set of observable contingencies this same
partition?59 And, if it is, then there is no practical difference between observable and
verifiable; that is, the contract is not economically incomplete.

59 Let � be the state space. What can be described, the verifiable events, are subsets of � (i.e., ω ⊂ � for all
ω ∈ 	, where

⋃
ω = � and ω∩ω′ = ∅). But if, as seems reasonable, what the parties can describe in writing
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Description costs. A better way to proceed is to assume that the relevant states can
be described (or described arbitrarily finely), but to recognize that the costs of doing so
can sometimes be so large as to render detailed descriptions impractical (see, e.g., Dye,
1985). The chapter-writing example given earlier is an example of such a situation.

Having recognized that contract costs are increasing in the details of the contract,60

the next question is how to balance the marginal gain from more details against these
marginal costs? As it turns out, however, in many settings the marginal benefit of adding
details is zero; as Hermalin and Katz (1991) and Maskin and Tirole (1999) show, even
rough descriptions can be sufficient for the parties to do as well as they could were it
practical to write very detailed contracts. We return to this point later.

Another reason the marginal benefits to the parties could be small is that the courts
will fill in or interpret the missing or vague terms (see, e.g., Ayres and Gertner, 1989,
1992; or Shavell, 2006a). Hence a model of how the courts enforce incomplete contracts
is essential to an analysis of the effort that parties should make to make their contracts
more precise.

Evaluation and expertise. It is possible that even if a judge, or other adjudicator of
contractual dispute, can observe a relevant variable, he or she may not properly evaluate
it. His or her evaluation could differ from that of the parties to the contract, perhaps
because of a lack of expertise in the relevant field. This idea can be captured by assuming
that, when the parties observe x, the judge observes (concludes) x + ε, where ε is the
judge’s error in evaluation. The error, ε, could also be introduced because the judge
reads or interprets the contract differently than the parties intended. (The model, which
we consider in §4.4.1 infra, on form versus substance also touches on this point.)

While such errors might, at first, seem to render the relevant variable essentially un-
verifiable, the parties can, in some circumstances, do as well as they would were the
judge to observe the relevant variable without error (Hermalin and Katz, 1991). We
return to this point later in §4.3.1.

4.2.3. Complex environments

Segal (1999a) suggests that economically incomplete contracts can arise when the con-
tracting environment is complicated. In his model, the parties wish to trade one “widget”
from a set of different widgets. As the number of potential contingencies (i.e., widgets in
the set) rises, the optimal second-best contract does increasingly worse. In the limit, the

is the same as what they can describe to themselves, then each ω is, then, an element of O and O = 	. [In
a sense, this is reminiscent of Wittgenstein’s (1922) Proposition 7 that what we can’t think about, we can’t
verbalize.]
60 One can model contracts being more detailed by assuming that there is an order, �, on partitions of O,
such that 	i � 	j (i.e., a contract based on 	i is more detailed than one based on 	j ) if for each ωi ∈ 	i

there exists an ωj ∈ 	j such that ωi ⊆ ωj and for at least one ωj ∈ 	j there exist ωi and ω′
i

in 	i such
that ωi ∪ ω′

i
⊆ ωj .
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optimal second-best contract does no better than the simple incomplete contract (equiv-
alent, in this model, to no contract). The reason for this worsening performance is that,
as the number of contingencies rises, the number of incentive constraints increases. As
in all optimization problems, as the number of constraints increases, the optimality of
the solution decreases (at least weakly). Given that writing complex contracts is costly,
there is a cutoff point at which the environment is so complex that the simple, less costly
contract is superior to a complex contract.

Segal’s model, while elegant, rests on a number of strong assumptions. Among these
is the assumption that almost no variable of interest is verifiable, despite many of them
being observable (his Assumption 2, page 60). If either the optimal widget to trade is
known ex ante or can be verified ex post, the model collapses. As we have observed, the
assumption of observable but unverifiable can be a questionable one, especially in many
of the contexts to which this model is intended to apply.

4.2.4. Asymmetric information

As noted in §2.3.2, informational asymmetry at contracting can lead to distortions in
the contract that is written. Spier (1992) builds on this idea by suggesting that one
consequent distortion could be contractual incompleteness.

A simple model can serve to illustrate her idea. Suppose a manufacturer needs a
part for one of its manufacturing machines. The manufacturer can have the part sent
by a default carrier, in which case the part will certainly arrive in two days. Normalize
the default carrier’s price to be 0. Alternatively, the manufacturer can contract with an
express carrier. If the express carrier makes no special efforts, the part will arrive in one
day with probability 1 − q ∈ (0, 1); with probability q it arrives the day after that. For
simplicity, take the express carrier’s cost when it makes no special efforts to be 0.61

Alternatively, by spending c > 0, the express carrier can ensure the part arrives in one
day. Let L > 0 be the amount per day that the manufacturer loses from the idle machine.
If the manufacturer selects the default carrier, its payoff is −L. If it selects the express
carrier, but no special efforts are made, its expected gross payoff is −qL. If it selects
the express carrier and special efforts are made, its expected gross payoff is 0; but, in
this case, the express carrier’s gross payoff is −c. Assume that there are two types of
manufacturer, 0 and 1, with

qL1 > c > qL0.

Observe that it would be welfare maximizing to have the express carrier make special
efforts for a high-value manufacturer (type 1), but not for a low-value manufacturer
(type 0). Let θ ∈ (0, 1) be the probability that the manufacturer is type 1. Hence,

EL = θL1 + (1 − θ)L0.

61 Making it a positive amount does not alter the analysis materially, while setting it to zero simplifies the
notation.
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Assume that the manufacturer’s type is its private information.
To close the model, we need to make some assumptions about bargaining between

the manufacturer and the express carrier. Assume that if the express carrier can’t infer
the manufacturer’s type, then the express carrier and manufacturer set the price through
Nash (1950) bargaining over the expected surplus, EL − qEL. In that case, the price is

pu = 1

2
(1 − q)EL.

Assume the parameters are such that

−qL0 − pu > −L0

(this clearly holds for low values of θ ). Because it is welfare reducing for a low-value
manufacturer to request special efforts, we can assume that the express carrier interprets
any request for special efforts to be from a high-value manufacturer. In this case, total
surplus is L1 − c. If bargaining is again Nash bargaining, then the resulting price is

pi = L1 + c

2
.

Finally, consider a high-value manufacturer who is deciding between asking for spe-
cial efforts—and thus revealing its identity—or pooling with low-value manufacturers
and not asking. Its expected net surplus in the first case is −pi . Its expected net sur-
plus in the second case is −qL1 − pu. It is readily shown that there exist parameter
values such that latter exceeds the former (e.g., c = 2, L1 = 5, L0 = 3, q = 1/2, and
θ = 1/4 would work). Hence, it is possible that asymmetric information leads to a form
of contractual incompleteness: Although it would be welfare improving for a high-value
manufacturer and the express carrier to have a contingency in their contract requiring
the carrier to make special efforts, they don’t have such a contingency in equilibrium.

4.2.5. Verification costs

In much of the contracting literature, it is assumed that, if information is verifiable, it can
be verified costlessly. In real life, however, information is made verifiable at a cost (e.g.,
surveillance monitoring, auditing, and record keeping). If such costs are large relative
to the benefits that complete contracting affords, the consequence will be incomplete
contracts.

There is a strand of the literature on “costly state verification,” starting with
Townsend’s (1979) seminal article, that considers, in part, the consequences of an in-
ability to verify payoff-relevant variables due to the cost of verification. The principal
concern of this literature has been on financial contracting; particularly the decision to
use debt rather than equity.62

62 See, for instance, Webb (1992) or Hart and Moore (1998).
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4.2.6. Dynamic inconsistency with respect to renegotiation

A common, although not universal, view in the economics literature is that parties never
“leave money on the table” even on out-of-equilibrium paths. More precisely, should the
parties ever reach a point at which it is common knowledge that the allocation dictated
by the contract is Pareto inferior, the parties will renegotiate the contract. This ability
to renegotiate undermines the value of contracts that rely on Pareto-inferior allocations
as threats should one or both parties deviate from their contractual obligations. In the
lingo of the literature, such contracts fail to be renegotiation proof. That contracts be
renegotiation proof is, therefore, often a requirement imposed in the literature.

To illustrate the concept of renegotiation-proofness and how it can lead to incomplete
contracts, we briefly review the Fudenberg and Tirole (1990) model of renegotiation in
agency. In a standard agency model, to induce the agent to work hard, the principal and
agent agree to a contract that makes the agent’s compensation contingent on the out-
come (e.g., salespeople’s compensation is frequently tied to their sales). Such a contract
is, however, generally not first-best optimal because it causes a risk-averse agent to bear
risk. Fudenberg and Tirole consider what happens in the standard model if there is a pe-
riod after the agent has committed his effort but before its outcome is known (e.g., after
he is back from his sales calls, but before the orders arrive) during which the principal
and agent can renegotiate. Observe that if, as is typically assumed, the principal is risk
neutral, then it is common knowledge that leaving the agent with risky compensation is
inefficient; the parties should renegotiate to a fixed, non-contingent wage for the agent.
However, a rational agent would forecast such renegotiation and, thus, that his compen-
sation will ultimately be unrelated to his effort. But if it is unrelated to his effort, then he
has no incentives to work hard. While Fudenberg and Tirole show that there are ways to
restore some incentives, the potential for renegotiation limits their effectiveness. More-
over, a consequence could well be that the parties forgo using an incentive contract even
though they would use one were renegotiation not possible.

This last point shows how the threat of renegotiation can lead the parties to use less
complete contracts than they would were renegotiation infeasible. That is, while they
might wish to write a contract contingent on the outcome, they can’t. Schwartz and
Watson (2003) consider the relation between contractual complexity and the feasibility
of renegotiation in greater depth, with a particular emphasis on law & economics issues.

4.3. Consequences of contractual incompleteness

4.3.1. Does incompleteness matter?

A debate has emerged in economics as to whether incomplete contracts matter. Specif-
ically, even if it is accepted that contracts are incomplete, are there ways for the parties
to effectively contract around the incompleteness?

Hermalin and Katz (1991) offer one model in which incompleteness doesn’t matter.
Let ϒ denote the set of observable, but unverifiable variables. Assume that ϒ is finite.
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Let 	 denote the set of verifiable variables. Take it to be finite as well, with N elements
indexed by n. Let there be two parties to the contract: the agent and the principal.

The agent chooses υ ∈ ϒ . The principal has preferences over the υs. Suppose that the
agent is willing to sign a contract with the principal if his equilibrium (expected) utility
is at least some reservation level, which we can normalize to be zero. Let w denote the
agent’s gross utility and let w − d(υ) denote his net utility (d : ϒ → R+). Assume
it costs the principal c(w) if the agent receives gross utility w, where c(·) is increasing
and strictly convex.63 Finally, assume that the conditional distribution of the verifiable
variable, ω, depends on the υ chosen; specifically, let πn(υ) = Pr{ωn|υ} and let

π(υ) ≡ (
π1(υ), . . . , πN(υ)

)
be the density over 	 induced by υ.

Suppose that the principal wants the agent to choose a specific υ∗. If we assume that
the principal has all the bargaining power, her ideal would be a contract in which the
agent agrees to choose υ∗ in exchange for a net utility of 0, which costs the principal
c(d(υ∗)). Except in the special case where v∗ minimizes d(v), this ideal contract is
infeasible because υ is not verifiable and the agent prefers an υ other than υ∗.

A feasible alternative is a contingent-compensation contract; the principal agrees to
provide utility level wn should verifiable outcome ωn occur. Let w = (w1, . . . , wN).
Such a contingent contract will be agreeable to the agent and induce him to select υ∗ if

(7)π(υ∗) · w − d(υ∗) ≥ 0 and

(8)π(υ∗) · w − d(υ∗) ≥ π(υ) · w − d(υ) for all υ ∈ ϒ\{υ∗}.
Condition (7), the individual rationality constraint, is the condition that the agent agree
to the contract. Condition (8), the set of incentive compatibility constraints, is the con-
dition that the agent prefer choosing υ∗ to any other υ.

Suppose the principal has all the bargaining power. It is a well-known result (see, e.g.,
Grossman and Hart, 1983) that if a contract (a vector w) exists satisfying expressions
(7–8), then there exists one such that (7) holds as an equality. Because that contract
minimizes the principal’s expected cost, she will offer that contract. Under general
conditions (see, e.g., Grossman and Hart, 1983), Var(w|υ∗) > 0. Hence, by Jensen’s
inequality, E{c(w)|υ∗} > c(d(υ∗)); that is, even if the principal can devise a contract
to implement υ∗, it will cost her more than the ideal contract would were υ verifiable.
It would seem, therefore, that there is an adverse consequence to υ not being verifiable.

This last conclusion, however, need not follow if the parties have time between the
realizations of υ and ω to renegotiate the contract. Suppose that the principal retains
all the bargaining power in renegotiation.64 Because, here, the principal observes υ, the
problem identified by Fudenberg and Tirole (1990) is not triggered by renegotiation (see

63 A natural interpretation is that the agent is risk averse, while the principal is risk neutral, in which case c(·)
is the inverse function of the agent’s utility of income function.
64 Edlin and Hermalin (2001) extend the analysis to a broader set of bargaining games in renegotiation.
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discussion in §4.2.6). Because the principal’s cost increases with the variability of w,
the principal would offer, in renegotiation, a non-contingent w, w̄. Because the agent’s
cost from selecting υ is sunk at the point of renegotiation, he will accept w̄ if and only
if w̄ ≥ π(υ) · w. As she has all the bargaining power, the principal will choose the
lowest such w̄, namely the one that just equals π(υ) · w. Hence w̄ is a function of υ,
which we indicate by writing w̄(υ). By Jensen’s inequality, c(w̄(υ)) ≤ E{c(w)|υ}; that
is, renegotiation lowers the principal’s cost. Moreover, because w̄(υ) = π(υ) · w, it
is readily seen that anticipation of such renegotiation does not change the individual
rationality nor incentive compatibility constraints (7–8). Moreover, from (7), we see
that w̄(υ∗) = d(υ∗). We therefore have

PROPOSITION 6. Suppose that renegotiation is possible. If a contract w exists that
satisfies individual rationality and incentive compatibility (i.e., expressions 7 and 8),
then even though υ is unverifiable, the principal can achieve the same outcome as she
could if it were verifiable.

In other words, in this context, the distinction between observable and verifiable is not
relevant to the outcome.

Proposition 6 rests on the existence of a w satisfying expressions (7–8). Fortunately,
the conditions for such a w to exist are rather minimal. Somewhat loosely, it is sufficient
that the distribution over ω induced by υ∗ be distinct from the distributions induced by
the other υ.65

Proposition 6 also rests on the supposition that renegotiation is possible; that is, that
there be a lag between when υ is chosen and when ω is realized. Renegotiation would
seem possible in many contexts of interest. For instance, if ω is a judge’s observation
and, thus, a ruling as to the value of υ, then the parties presumably have time to renego-
tiate prior to the judge’s verdict.

A provocative way to summarize this is as follows: Even when critical variables are
not verifiable, parties can often present some relevant evidence that is informative, in
a noisy way, about the critical variables. If renegotiation is feasible, then, by contract-
ing on this relevant evidence, the parties can typically write contracts as if the critical
variables were verifiable.

Renegotiation à la Hermalin and Katz is a particular type of game or mechanism.
If a larger set of mechanisms is considered, one would find that the observability-
verifiability distinction is irrelevant under an even wider set of circumstances. In a series
of articles, Maskin and Tirole do just that, considering mechanisms more generally (see,
e.g., Maskin and Tirole, 1999; see, also, Tirole, 1999, for an overview).

65 Formally, it is sufficient that π(υ∗) not be an element of the convex hull of {π(υ)|υ ∈ ϒ\{υ∗}}. As
Hermalin and Katz (1991) discuss, this condition is readily met in most situations of interest. As Edlin and
Hermalin (2001) show, for more general bargaining games in renegotiation, a slightly stronger condition could
be required: there exist a subset 	∗ of 	 such that Pr{ω ∈ 	∗|υ∗} > Pr{ω ∈ 	∗|υ} for all υ ∈ ϒ\{υ∗}.
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In a mechanism, the parties send messages to the mechanism arbitrator (possibly
the judge or other dispute adjudicator) about the variables they can observe. As Farrell
(1987b) notes, perhaps the earliest recorded use of a “mechanism” is the one King
Solomon used to determine which of two women claiming to be the mother of a child
was the true mother.

A review of mechanism design is beyond the scope of this chapter. We can, however,
give a sense of its application in this context. Suppose that there is some task that ei-
ther of two parties, 1 or 2, could do. After contracting, the parties observe their costs
(c1, c2) = υ of doing the task, but cannot verify them. Suppose that ci ∈ {L,H }, where
L (low) is smaller than H (high).

Efficiency requires that the party with the lower cost do the task. The parties might
further wish to have the one who doesn’t do the task partially compensate the other
(i.e., pay some portion of the cost). But, by assumption, the parties cannot write such a
contract directly because it would be contingent on the realizations of their costs. For-
tunately, however, a mechanism can be constructed that replicates the desired outcome:
Both parties simultaneously announce their individual costs (i.e., 1 announces c1 and 2
announces c2). The following rules govern what happens next:

• If they announce the same cost, then a coin is flipped. The loser of the coin flip has
to do the task, but is paid ĉ/2 by the winner, where ĉ is the commonly announced
cost.

• If they announce different costs, then the lower-cost party must do the task, but she
is paid H/2 by the high-cost party.

If the parties announce truthfully, then the allocation of the task will be efficient. It
remains, however, to check that the parties will announce truthfully in equilibrium (i.e.,
that the mechanism is incentive compatible). There are three cases to consider. In each,
we are assessing whether truth telling is a best response to truth telling; and, therefore,
does a truth-telling equilibrium exist.

1. υ = (L,L). If a party announces truthfully, she expects to get
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If she lies, she expect to get −H/2; hence, she does better to tell the truth than to
lie.

2. υ = (H,H). If a party announces truthfully, she expects to get −H/2 (see cal-
culation above). If she lies, she must do the task, but is paid H/2; hence, her net
is −H/2. She does least as well to tell the truth; that is, truth telling is a best
response.

3. υ = (L,H) or (H,L). Consider the higher-cost party. If she tells the truth, she
expects to get −H/2. If she lies, she expects to get
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so truth telling is a best response. Consider the lower-cost party. If she tells the
truth, she expects to get H/2 − L. If she lies, she can expect
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she does better to tell the truth.
Although such mechanisms have an artificial feel to them, they can often be con-

verted into more realistic looking contracts. For instance, the above mechanism can be
converted into an option contract: Party 1 is obligated to do the task and Party 2 is
obligated to pay Party 1 H/2. However, Party 2 has the right (the option) to assume
responsibility for the task if he wishes and, if he assumes responsibility, then Party 1 is
obligated to pay him L/2. It is readily verified that Party 2 never gains from exercising
his option if c2 = H and always gains if c2 = L. Hence, Party 2 assumes responsibility
only if he is low cost, which ensures that the task is always undertaken by the lower-cost
party.

The above mechanisms are balanced, in the sense that any payment made by one of
the parties is received by the other. The literature generally restricts itself to balanced
mechanisms; in part, this is done because unbalanced mechanisms seem at odds with
what we observe in real life and, in part, because unbalanced mechanisms are too strong.
The entire observable but unverifiable notion could be rendered completely meaning-
less, for instance, by using an unbalanced “shoot-them-both” mechanism: The judge
asks the parties to simultaneously state what the observable variables are. If their reports
agree, then the contract is enforced as required given the commonly reported realization
of the variables. If their reports differ, then they are both shot (punished severely enough
that neither side would willingly make a report that he or she knew differed from the
other side’s). Truth telling is an equilibrium of such a mechanism and, among the many
equilibria, is arguably focal.66

4.3.2. The holdup problem and renegotiation

As discussed in 2.5.2 above, the possibility of holdup helps explain duress and related
limitations on contractual freedom. The holdup problem has also been the subject of

66 Although truth telling is a focal equilibrium given no pre-mechanism communication, it is not clear that
this mechanism would work if pre-mechanism communication were permitted. That is, if you hear the other
party say on the way up the court steps, “I will announce X,” then you would also have to announce X even
if that is neither the truth nor an advantageous statement.
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intense research in the area of incomplete contracts.67 This recent work has focused on
the extent to which contract design can provide an alternative mechanism for policing
holdup in situations where judicial intervention is unavailable or impractical. As such,
this research can be seen as a particular application of the question, considered in the
previous section, “does incompleteness matter?”

An example illustrates the problem. One firm, A, is to develop a product that a sec-
ond firm, B, will market (A, e.g., is a studio and B is a film distribution company).
Because of its expertise, B can observe the quality of the product A has produced;
yet quality could be sufficiently amorphous that it would be difficult, if not impos-
sible, to describe in a contract or verify in court unambiguously. Setting incentives
correctly would, thus, seem problematic. If B commits to buy the product at a fixed
price, then A, acting opportunistically, has no incentive to invest enough in producing
a quality product. If the contract is a revenue-sharing contract, then A and B’s incen-
tives could be too weak because of the teams problem (Holmstrom, 1982). Finally, if
no contract is signed in advance, but the parties bargain after A has developed the prod-
uct, then B could holdup A—that is, capture some of the value A creates by bargaining
opportunistically—thereby adversely affecting A’s incentives.

Demski and Sappington (1991) propose option contracts as a solution to this problem.
Specifically, let I ∈ I ⊂ R+ be A’s investment (in dollars, say) and β(I) be B’s value
of the product as a function of A’s investment.68 Assume for I and I ′ in I that if I ′ > I ,
then β(I ′) ≥ β(I). Suppose that I ∗ is the optimal investment for A to make. Demski
and Sappington’s solution is for the parties to sign an option contract whereby B has
the right to acquire the product at a strike price of β(I ∗). If A underinvests, then B

won’t exercise the option, so A loses. It is a waste for A to overinvest. Hence, A should
invest the appropriate amount exactly and B, being indifferent between exercising or
letting the option lapse, can be assumed to exercise in equilibrium. Any desired sharing
of expected surplus can be achieved through non-contingent transfers.

The Demski and Sappington solution is, unfortunately, vulnerable to renegotiation
(Edlin and Hermalin, 2000). Recall that B is indifferent between exercising its option
and letting it lapse, but exercises in equilibrium. Recognizing that, at the exercise date,
its payoff is thus independent of its decision, B should pursue the following strategy:
Let its option lapse, but then approach A about renegotiating a deal at a lower price.69

Because there would otherwise be no rationale for trade, it must be that the product is

67 A partial list of articles in this area is Bernheim and Whinston (1998), Che and Hausch (1999), Chung
(1991), Demski and Sappington (1991), Edlin and Hermalin (2000), Edlin and Reichelstein (1996), Grossman
and Hart (1986), Hermalin and Katz (1993), MacLeod and Malcolmson (1993), Nöldeke and Schmidt (1995,
1998), and Rogerson (1992).
68 β(I) could be an expected value and it subsumes B having made the optimal marketing decisions condi-
tional on I .
69 In a technical sense, this is not renegotiation insofar as the original contract has been honored—B had
the right not to exercise the option. B is, in a technical sense, engaging in new negotiations following the
expiration of the original contract.
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worth less than β(I ∗) to A. Hence, there is a gain to the parties from negotiating a new
price and, by the logic of the Coase theorem (see §2.2.2), they presumably will. Because
the new price will be less than β(I∗), this strategy of B’s dominates a strategy of simply
exercising the original option.70 As a rational player, A will anticipate this; that is, that
it will ultimately be held up despite the option contract. Anticipation of holdup will
adversely affect A’s incentives.

Some authors (e.g., Bernheim and Whinston, 1998 and Nöldeke and Schmidt, 1998),
have sought to restore the capacity of option contracts to solve the holdup problem.
Their approach has been primarily to allow the parties to structure the option contracts
in such a manner that the contracts are robust to the sort of renegotiation described
above.

Edlin and Hermalin (2000) are less sanguine than these other authors about the
parties’ ability to make their contracts robust to renegotiation. Accordingly, they ask
whether option contracts could still work, even given the threat of renegotiation, if the
strike price is lowered from β(I∗) to a more appropriate level? If the derivative at I ∗
of the product’s value should it remain in A’s hands is greater than dβ(I ∗)/dI , then it
is possible to achieve the efficient outcome using an option contract (with a strike price
below β(I ∗)). If, however, dβ(I ∗)/dI is greater, then Edlin and Hermalin prove that no
contract (option or otherwise) can achieve the efficient outcome. To summarize: Recog-
nizing the possibility of renegotiation, if any contract can achieve an efficient outcome,
then an option contract can; but there are circumstances in which no contract achieves
an efficient outcome.71

The literature on holdup problems yields, therefore, a mixed message with regard
to the importance of the distinction between observable and verifiable. Under a variety
of conditions, the distinction is ultimately meaningless, but there are circumstances in
which the distinction is important. It is worth noting that, in terms of information, this
literature has considered a rather stark world—if a variable is unverifiable, then it is (of-
ten implicitly) assumed that there is no correlated signal that is verifiable. As discussed
in the previous subsection, were such signals to exist, then the circumstances in which
this distinction mattered would be even further circumscribed.

4.4. Legal doctrines addressing contractual incompleteness

Given the complexity of the foregoing theoretical discussion, it should not be surpris-
ing that a significant portion of the law of contracts deals in one respect or another

70 This argument doesn’t hold if the bargaining game in renegotiation gives all the bargaining power to A;
see Bernheim and Whinston (1998) and Edlin and Hermalin (2000) for differing views on the feasibility of
(essentially) assigning the bargaining power to A ex ante. In addition, it could be welfare improving for the
law to adopt rules that prevent renegotiation (Shavell, in press); although, as noted in footnote 69 supra, tech-
nically this bargaining between A and B is not renegotiation, but new negotiations following the expiration
of the original contract.
71 When first-best efficiency is not attainable, Edlin and Hermalin (2000) show that a simple sales contract
is the second-best efficient contract. Because a simple sales contract can be replicated by an option contract
with a very high strike price, there is a sense in which the optimal contract is always an option contract.
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with problems of interpretation. Such problems include: how to determine whether the
parties have entered into a contract, how to determine the terms of any contract that is
formed, and what to do if the contract does not explicitly or implicitly cover the situation
that has arisen ex post. It is not feasible to review this entire body of doctrine here (for
such reviews, see the sources listed in §1.3.2), but we can survey the main regulatory
strategies that the law uses to deal with the economic problem of incomplete contracts.
We begin by discussing three major themes that pervade the law in this area—the role of
default terms, the dichotomy of form and substance, and the tension between objective
and subjective modes of interpretation—and then move to a series of specific doctrinal
rules that illustrate these themes in operation.

4.4.1. Contract interpretation generally

The function of default rules. In §2.1 above, we discussed the role played by con-
tractual default rules in regulating market failures. The primary function of such rules,
however, is to provide guidance for those interpreting contract terms on which the par-
ties do not otherwise clearly agree. For example, in an ordinary sale of goods, the default
rule is that the buyer must pay in cash at the time of delivery; if the parties wish to
provide for credit or some other medium of payment, they must specify so in their
agreement. Such default rules extend to virtually all aspects of contractual agreements,
including remedial terms such as damages; and no legal system could operate without
them.

The law and economics literature has taken three main approaches to the question of
how default terms should be set. These approaches should be understood as reflecting
different means towards achieving the goal of an efficient system for completing in-
complete contracts, each of which is premised on a different assumption regarding what
types of transaction costs are most empirically common.

One approach, following the work of Goetz and Scott (1985), argues that default
rules should be chosen to provide terms that would minimize the cumulative transaction
costs incurred by parties contracting around them.72 In the special case where all parties
face similar contracting costs and it is equally costly to contract around all terms, for
instance, this implies terms that would be favored by a majority. If, conversely, some
terms are costlier to contract out of or into than others (for example, if it is harder for
the parties to specify multi-factor standards than simple rules), then other things being
equal the default should be set to the terms that are easiest for the parties to escape
(Schwartz and Scott, 2004). One might call this the transaction-cost-reducing approach
to default rules, with the caveat that the underlying concept of transaction costs may be
ambiguously defined.

A second approach recognizes that contracting costs will lead many parties to stick
with a default rule even if it is not the one they would have chosen. Hence, this approach

72 This argument is typically presented in intuitive form, but it could easily be formalized along the lines of
§2.2.2 supra.
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advocates choosing default terms for their substantive efficiency. Such an approach is
most appealing in settings where there are substantial network externalities, adverse
selection, or bounded rationality in contracting, so that individual parties are reluctant
to depart from familiar and widely-used terms. For instance, Korobkin (1998a, 1998b)
presents evidence suggesting that cognitive and social-psychological factors lead parties
to retain default (or standardized) contract terms that they would be better off contract-
ing around; and Kahan and Klausner (1997) have argued that the network externalities
are widespread in the corporate and business area due to the regular use of standard-
ized forms, the value of which depends on a population of users who have invested in
expertise in its application. This second approach might be called the central-command
approach to default rules.

A third approach, following Ayres and Gertner (1989, 1992), argues that default rules
should be used to encourage informationally advantaged parties to reveal their types
before contracting, even if this means choosing terms that in equilibrium no one wants
to use. They offer as an example the doctrine of contra proferentem, under which am-
biguous contract terms are interpreted against the interest of the drafting party. Such an
interpretation is unlikely to be what the drafter intended, they argue, but it serves as an
incentive for the drafter to choose clear language that will convey to the counterparty the
meaning of relevant terms. Ayres and Gertner, and much of the literature that follows,
refer to such rules as penalty defaults, because they choose terms that operate as penalty
for nondisclosure; an alternative and perhaps more precise terminology is to call this
the information-forcing approach.

The concept of penalty default has been influential in the literature for its lucid illus-
tration of the value of screening and signaling models in the analysis of contract law. Its
general applicability in practice, however, is unclear from both positive and normative
perspectives. From a normative standpoint, information forcing is only desirable under
some circumstances; as we discuss in §3.3.3 and §5.2.7, it may be necessary to allow
parties to keep the fruits of their informational advantage in order to induce them to ac-
quire information initially. And even when it would be desirable to promote information
revelation, a penalty default rule will fail to provide sufficient incentives in this regard
if the value of the rents associated with informational advantage exceed the penalty.
This can be the case if the informed party lacks bargaining power in a situation of bilat-
eral monopoly (Johnston, 1990), if the information would reveal trade secrets valuable
beyond the instant contract (Ben-Shahar and Bernstein, 2000), or if the asymmetric
information is multidimensional and revelation along one dimension would allow the
recipient to draw inferences about another (Adler, 1999). From a positive standpoint,
conversely, E. Posner (2006) has recently argued that most actual legal rules do not fit
the penalty default model, basing his argument both on a survey of Ayres and Gertner’s
original examples, and on case law generally.

Form versus substance in contract interpretation. The key policy question underly-
ing contract interpretation is how thorough the interpretive process should be; and this
question is commonly articulated in terms of the dichotomy of form and substance.



Ch. 1: Contract Law 89

Specifically, many legal rules law have the effect of privileging certain interpretive ma-
terials and discounting others. Such rules are often termed formal or formalistic in that
they confine attention to a subset of materials that may or may not give rise to the
same inferences as would the universe of materials as a whole. A more substantive
approach to contract interpretation, in contrast, would attempt to come to a more all-
things-considered understanding, based on all of the materials reasonably available. For
example, under the common law, the parol evidence rule (though subject to many ex-
ceptions) provides that a written document that integrates the parties’ agreement may
not be contradicted or varied by evidence of prior or contemporaneous oral understand-
ings (E. Posner, 1998). In the absence of a writing, however, a party may introduce and
a court can consider any information it wishes in order to determine the content of a
contractual agreement.

From the economic viewpoint (Katz, 2004), the question of form versus substance
can be assimilated to the problem of optimal information acquisition. A fuller or broader
context can always be purchased, but at a cost of time, trouble, and interference with
incentives, so it pays to stop at some optimal point. The problem can be formalized as
follows: let the decision rule D(·) denote a function that maps from a set of facts to a
legal outcome, for example, an award of damages. A court’s ex post interpretation of the
facts will depend upon the information available to it, which we can denote by informa-
tion set I. (For example, a court that is aware of commercial trade usage will interpret
the words of a contract differently from one that is not.) This information set depends
on three potential sources: the information embedded by the parties in the contract itself
(denoted as I0), the information presented by the parties ex post at trial (denoted as I1),
and the information available to the court based on its general knowledge and experience
(Ia). The information introduced by the parties in the contract or at trial is a variable
that is either chosen in a cooperative game to maximize their returns from contracting
or litigation, or the equilibrium outcome of a non-cooperative game in which they in-
dividually decide what information to introduce. Introducing information is costly, but
the costs of ex post and ex ante information can interact, and more information can help
the court reach a more efficient decision.

Within this framework, a legal interpretation regime consists of a function R(I0, I1,

Ia) that specifies how the interpreting agent combines the three possible sources of in-
formation (for example, the most anti-formalist would be that the agent can consider all
information available, in which case R would be the union function). A more formal
regime would restrict R by limiting the influence of certain categories of information;
for example, under the parol evidence rule, all information in I1 that was inconsistent
with I0 would be thrown out. Conversely, a regime that disfavored standardized con-
tracts on the theory that no one reads them would throw out any information in I0 that
was inconsistent with I1. The framework is quite general and can incorporate many
types of evidentiary systems; for instance, in a pure adversarial system, taking to an
extreme the practices of common-law regimes, the agent could not take account of any
information in Ia that was not confirmed by information introduced by the parties in
I1. (Of course, the rule will affect the content of the information presented; if extrin-
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sic information contradicting the written contract is ignored, no one will want to incur
resources to present it.)

Given this framework, the expected legal outcome aggregating over all interpreting
agents will be V = Ea{D(R(I0, I1, Ia))}. The parties will choose what information to
embed in the contract, and to introduce at the time of a dispute, in order to maximize
their individual returns in this outcome, and the lawmaker (who could be the parties
themselves specifying in the contract what interpretation rule they wish to be followed)
will choose the function R in order to maximize expected contractual surplus. From
the standpoint of the lawmaker, this is just a constrained principal-agent problem, the
solution of which depends on the particular costs associated with I0 and I1, and the
incentive properties of the decision rule D with regard to the primary behavior governed
by the contract (here suppressed in the notation, and assumed to occur at an intermediate
stage between the writing of a contract and the potential emergence of a dispute).

The considerations that determine the optimal approach to contract interpretation
are thus quite broad-ranging. The regime of contract interpretation will influence con-
tracting parties’ behavior in many respects: with regard to decisions to breach, to take
advance precautions, to mitigate damages, to gather and communicate information, to
allocate risk, to make reliance investments, to behave opportunistically, and to spend
resources in litigation, and so on. Accordingly, it is difficult to draw strong general con-
clusions regarding how interpretation should proceed.

If one is willing to make restrictive assumptions about the costs and benefits of in-
formation acquisition, however, it is possible to reach more specific conclusions. For
instance, Schwartz and Scott (2004) develop a model in which parties benefit when
their contract terms are interpreted correctly on average, but are relatively indifferent
(due to risk-neutrality) to interpretive variance around the mean. In this case it would be
optimal for courts to make interpretations on a minimum evidentiary base, because ad-
ditional interpretive efforts are costly but provide no incentive benefits from an ex ante
perspective. Conversely, Shavell (2006a) assumes that ex ante contract-writing costs are
positive and that it is possible to write at least some interpretive rules so that they can
be applied costlessly (or more realistically, that the marginal cost of applying the rule is
zero given that the parties are going to court anyway). In this case, it will be optimal for
the parties to leave at least some open contract terms to be filled in ex post by courts, and
if contract-writing costs are sufficiently high, for courts actually to override the written
terms in favor of another interpretation.

Obviously, such assumptions are special; in their absence, perhaps the best that can be
said is that private parties should be allowed the leeway to choose their favored interpre-
tive regime—a leeway not always recognized by the legal system. For public lawmakers,
who likely lack detailed contextual knowledge about the costs and benefits of informa-
tion, however, it is possible to offer some general rules of thumb. For example, formal
interpretation is more efficient, other things being equal, when (1) ex ante negotiation
costs are low relative to renegotiation costs; (2) either the parties or the tribunal are
likely to be biased in interpreting the contract; (3) the chance of a dispute (or the ex post
stakes in the event of a dispute) are relatively high; (4) legal outcomes are relatively
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sensitive to litigation expenditure; (5) specific investments must be undertaken by per-
sons distant from the transaction, or have value that is relatively context-independent;
(6) the parties have relatively good control over their contract-drafting agents relative
to their negotiating agents; and (7) the parties have relatively good access to non-legal
sanctions. In all these situations, the expected costs of filling contractual gaps ex ante
are low relative to the costs of filling them in ex post, so that it pays to undertake more
effort in doing so up front. Conversely, when renegotiation costs are high, the extent of
bias is significant, and so on, the expected costs of ex post gap-filling are relatively low
and it pays to defer more of this effort until an interpretive dispute arises. The logic here
is analogous to Kaplow’s analyses of the choice between rules and standards (1992) and
the optimal complexity of rules (1995).

It follows from these heuristic principles that substantive interpretation is relatively
more valuable to small and infrequent traders, who are less well-placed to undertake the
fixed cost of detailed ex ante negotiation; who have relatively poor access to reputational
networks ex post; who are likely to do their own contract negotiating but to contract out
when acquiring litigation services; who are less likely to be able to recover specific
investments in substitute exchanges; and who possibly are less likely to face bias in
ex post judicial tribunals. Conversely, large and experienced traders should prefer their
contracts to be governed by relatively formalistic rules of interpretation. This distinction
is consistent with casual empiricism—in general, it is experienced traders whom we
observe contracting into relatively formal enforcement regimes through devices such as
arbitration and forum selection clauses—and is also generally accepted in the case law
and commentary.

Objective versus subjective interpretation. The default rule concept and the form-
substance dichotomy both reflect the underlying problem of information acquisition
and transmission, but focus on different dimensions of this problem. Specifically, the
doctrines relating to form and substance are primarily concerned with the relationship
between the contracting parties and the interpreting tribunal; they govern the extent
to which the burden of information acquisition is allocated between the parties and
the tribunal, and they affect the parties’ incentives to transmit information about con-
tractual meaning to the tribunal. Doctrines relating to default rules also implicate the
relationship between parties and tribunal (especially when viewed from the transaction-
cost-reducing approach of Goetz and Scott, 1985), but they additionally concern the
contracting parties’ informational relationship with each other (as emphasized by the
penalty-default approach of Ayres and Gertner). These two dimensions of informational
incentives interact in a third major theme of the law of interpretive doctrine: the tension
between objective and subjective perspectives.

In this context, objective interpretation refers to the meaning that would be recognized
by a reasonable outside observer, while subjective interpretation refers to the meaning
as actually understood by the parties. For example, the case of Lucy v. Zehmer involved
a dispute over whether the parties had agreed to the sale of the defendant’s farm when,
after a night of drinking, they signed a napkin that contained terms of sale, referred to
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the farm, and stated a price. The defendant claimed that he was joking when he signed
the napkin, and that the plaintiff either knew or should have known this. The plaintiff
for his part insisted that the deal was a serious one. In the end, the court sided with
the plaintiff, but rather than emphasizing the plaintiff’s state of mind as its justification,
it referred to publicly observable factors such as the duration of the negotiations, the
existence of previous negotiations between the parties, and the reasonableness of the
contract price.

In general, however, official doctrine does not give clear indication of when objec-
tive meaning controls and when subjective meaning controls. The Second Restatement
of Contracts (1981), generally recognized as the most influential modern summary of
American doctrine in the area, states that subjective meaning controls if the parties at-
tach the same meaning to an agreement, or if the parties attach different meanings to
the agreement and one (and only one) of them is or should be aware of the other’s
understanding. (For instance, if the drafter of a form knows that the form contains an
unusual term and also knows that the counterparty is unaware of the presence of the
term, and the counterparty is not otherwise charged with knowledge of the term, then
the term is not part of the contract.) On the other hand, more traditional authorities re-
ject these principles and insist that unreasonable meanings will not be enforced; and the
Restatement itself elsewhere provides that when the parties attach different meanings to
the agreement and there is no asymmetric information between them, various objective
factors will be used to determine the contract’s meaning.

The practical complexity of the doctrine arises from the fact that it is being used to
regulate information transmission both between the parties (i.e., the problem of observ-
ability), and between the parties and the court (i.e., the problem of verifiability). For
example, the Restatement’s rule that contracts are to be interpreted according to the
meaning of the asymmetrically uninformed party plainly operates as a penalty default
rule, and can be justified either as forcing disclosure or as protecting the distribu-
tional interests of the uninformed. And conversely, the rule that charges parties with
knowledge of meanings of which they should be aware operates as an incentive for in-
vestigation.73 But the objective-subjective distinction can also be understood in terms
of the dichotomy of form and substance, in that an objective standard of interpretation
directs the interpreter to limit its attention to factors that would be accessible to an ob-
jective observer, while a subjective interpretive standard directs the interpreter also to
consider factors that might be accessible only to the parties to the contract. Thus, all the
factors that bear on the optimal choice between formal and substantive interpretation
(for example, the difficulty of litigating the parties’ states of mind ex post as opposed to
a counterparty’s contrary meaning ex ante, or the likely variance of error when making
such assessments) also bear on the choice between objective and subjective interpreta-
tion.

73 Although, from a neoclassical economic perspective, it is unclear why it should be necessary to provide
(strengthen) such an incentive. Presumably, private incentives should be sufficient (or even socially excessive)
in this regard.
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4.4.2. Specific interpretive doctrines

Parol evidence. In many cases, especially when substantial value is at stake, parties
will memorialize their agreement in the form of a final written document. When they do,
the intended effect with regard to pre-contractual communications can be ambiguous.
For instance, suppose that, in oral negotiations, the buyer requests a clarification with
respect to some technical feature of the goods and the seller provides clarification, but
the final written document makes no mention of the issue. Should we regard the clarified
term as implicitly incorporated into the final writing, or should we instead regard it as a
rejected offer that the parties meant to exclude?

In common law systems, this question is addressed by a network of doctrines that are
collectively referred to as the parol evidence rule. Under this rule, if the parties adopt
a particular document as an authoritative statement of their contract—or in doctrinal
language, as an integrated agreement—then the presumption is that they meant to reject
all prior inconsistent communications. As a procedural matter, furthermore, the rule
operates to exclude all evidence of antecedent understandings or negotiations that would
vary or contradict the words of the document.

The parol evidence rule is subject to a number of exceptions and counter-doctrines
(so much so that some commentators have suggested that it is misleading to refer to it
as a rule); and the overall trend during the twentieth century has been toward decreased
stringency in its application (typically, by finding, based on extrinsic evidence, that an
apparently complete document was, despite superficial appearances, not intended by the
parties to be authoritative). More recently, however, a number of commentators writing
from an economically influenced perspective (e.g., Scott, 2000 and Schwartz and Scott,
2004) have argued for its re-invigoration.

Formal economic analysis of the rule, however, has been limited. Eric Posner (1998)
models the rule as posing a trade-off between Type 1 error (enforcing a term that is
not part of the contract) and Type 2 error (failing to enforce a term that is part of the
contract), as well as between transaction costs ex ante (e.g., contract-writing costs) and
ex post (e.g., litigation costs). Posner’s model should be understood as a special and
more doctrinally detailed case of the general analysis of form and substance discussed
supra. On his analysis, the rule makes little sense when courts process ex post infor-
mation accurately and cheaply; it is justified when courts have poor ability to process
ex post information and contract-writing costs are low. The implications for the more
problematic situation where both contracting and litigation costs are high, however, are
unclear and must presumably await future empirical investigation.

It is worth noting that the parol evidence rule does not apply to post-contractual
communications, even though their use raises many of the same costs and benefits as
pre-contractual communications do. Instead, such communications are analyzed using
more flexible interpretive standards, and can operate as modifications or as waivers of
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contractual duty even when made informally.74 It is possible that timing issues relating
to renegotiation, holdup, and the increased value of ex post information could justify
this disparate treatment, but at present this doctrinal distinction remains undertheorized
from both legal and economic viewpoints.

Trade usage and course of dealing. In contrast to the disfavored category of parol
evidence, other categories of material are given specially privileged status when inter-
preting individual contracts. The most important of these is trade usage, which refers to
any practice of dealing that is sufficiently regular and widespread in the relevant area or
line of trade as to justify an expectation that it will be observed in the particular case.75

For example, a contract for the sale of two-by-four wooden planks will ordinarily be
read to refer not to planks that are literally two inches by four inches, but to the smaller
1 3

4 ×3 1
2 planks that generally pass under that description in the lumber business; a buyer

who wants planks that are literally two by four must state so explicitly.
This doctrine can be justified in terms of both transaction cost reduction and infor-

mation forcing. From the viewpoint of transaction cost reduction, if most contracting
parties wish to follow a trade usage, it saves transactional resources for interpreters to
read it into all contracts, so that only those who wish to disclaim it need undertake the
extra costs of negotiating explicitly. From the viewpoint of information forcing, to the
extent that one party subjectively intends to contract with regard to trade usage and the
other does not, these differing understandings may lead them to enter into an inefficient
exchange. Given that the trade usage is well evidenced and other usages are less so,
requiring everyone to learn it offers a cheaper way of putting the parties on a similar
informational footing.76

Such justifications are only persuasive, however, if trade usages can be identified
cheaply and reliably, and if parties who wish to opt out of standard usage can do so at
low cost. A number of recent commentators, however, have called both these assump-
tions into question. With regard to the first of these assumptions, Bernstein (1996, 1999)
suggests that in many instances trade usages—in the sense of unwritten terms that are
understood by the parties to impose actual legal obligations—do not actually exist, and
that in any event, courts cannot tell the difference between behavior that evidences the
existence of unwritten legal entitlements and behavior that instead represents settlement
in the shadow of such entitlements. Also, Craswell (2000) has argued that courts often
identify (or purport to identify) the actual content of any contested custom by consulting
their own judgment, or the judgment of outside witnesses, about what custom would be
most efficient. With regard to the second assumption, various commentators (e.g., Scott,

74 In some settings (e.g., in sales contracts governed by Article 2 of the Uniform Commercial Code) it is
possible for the parties to exclude oral modifications by using an appropriate clause in their original written
contract, but it is not possible for them to exclude all possibility of ex post waiver.
75 Restatement (Second) of Contract §222, Uniform Commercial Code §1-205.
76 See Hermalin (2001) for a brief survey of research on the efficiency gains to be had from terminological
conventions.
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2002) have argued that although contracting around trade usage is permissible under of-
ficial doctrine, courts in practice imply so heavy a presumption against it so as to make
trade usage (or more properly, what courts consider as trade usage) effectively manda-
tory.

The related doctrine of course of dealing, which refers to a sequence of conduct
between the parties to an individual contract, raises similar problems. Whether a pattern
of bilateral behavior amounts to a legal understanding, however, is even more difficult to
determine than with group behavior because such patterns tend to be less well evidenced
and because the participants may wish to recharacterize their past behavior with an eye
toward influencing the outcome of a current dispute. In addition, as Ben-Shahar (1999)
has argued, allowing course of dealing to influence the interpretation of future contracts
can lead parties to be excessively rigid when demanding contractual performance, for
fear that greater flexibility will prejudice their future rights.

Such functional problems can be understood as stemming from the basic problem of
contractual incompleteness, with the extra twist that it is not just the individual contract
terms that are unverifiable, but also the alleged trade usage or course of dealing. Accord-
ingly, whether courts should read trade usage and course of dealing into contracts as a
default rule, or whether parties should make greater efforts to disclaim such a reading,
remain open questions.

Change of circumstance. The doctrines of trade usage and course of dealing are used
to fill out incomplete contracts in routine circumstances. In contrast, another set of doc-
trines are used to imply missing terms in unusual circumstances—specifically, when
unforeseen events intervene to reduce substantially one or both parties’ gains from trade
under the original contract. For example, in Taylor v. Caldwell, a landlord whose build-
ing was destroyed in a fire was excused from liability to a promoter who had leased
the premises for a theatrical event, even though the lease contract contained no explicit
excuse of this sort; and in Krell v. Henry, a royalist socialite who had leased, at inflated
short-term rates, a flat overlooking a public square in which the incoming British king
was to be crowned was excused from the obligation to pay rent after the coronation was
postponed due to the king’s emergency appendectomy.

When this principle is used to excuse a producer or seller, it is often referred to as
the doctrine of impossibility, although this term is a misnomer in that (1) the doctrine is
often applied to situations in which it is highly burdensome but not impossible for the
seller to perform, and (2) even if performance is not physically possible, the payment
of damages is. Other labels include impracticability, commercial impracticability, and
(especially when the buyer is excused, as in Krell v. Henry) frustration of purpose.

An analogous principle is sometimes used to excuse parties from complying with
conditions that turn out to be unexpectedly burdensome, so long as the excuse does
not unduly disadvantage the counterparty. (For example, a condition in an insurance
contract requiring all claims to be made within two weeks of the occurrence of a ca-
sualty would typically be excused if the delay was caused by the insured party’s being
incapacitated in the underlying accident.) Finally, as indicated in §1.3.2 above, parties
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are sometimes excused from liability under the doctrine of mistake when they contract
without the benefit of information that, once revealed, substantially alters the contract’s
efficiency or distribution of surplus. As observed above, from an information-theoretic
perspective this situation is functionally equivalent to the case of ex post changed cir-
cumstances.

Economically influenced commentators have most commonly justified such doctrines
on transaction-cost-reduction grounds. Specifically, Posner and Rosenfield (1977) sug-
gest that, insofar as the doctrines apply only to excuse a party who neither has hidden
information nor takes a hidden action with regard to the excusing event, they mimic
the risk allocation terms that would most likely be provided in a complete contingent
contract. (For instance, in Taylor v. Caldwell, given that the theater owner had already
suffered the loss of a building, he was unlikely to be the least-cost insurer of the pro-
moter’s losses, at least in the absence of any specific facts evidencing moral hazard or
adverse selection.)

The changed-circumstances doctrines can also be understood as special applications
of the penalty-default and form-versus-substance frameworks outlined above. From a
penalty default perspective, a contingency that could reasonably have been anticipated
ex ante by one of the parties should not count as an excuse, because denying the excuse
will encourage the informed party to bring the issue into the contractual negotiation.
Conversely, from a form-substance perspective, contingencies that are easier to specify
and ascertain ex post, either because information is better after the fact or because their
probability is too low to warrant up-front attention, are appropriately left off to be dealt
with by a court in the unlikely event that they arise.

It should be noted that the changed-circumstance doctrines can also be understood
as special applications of the theory of optimal contract remedies along the lines of
the discussion in §5 below. For instance, White (1988) points out that excusing a party
for changed circumstances has consequences not just for risk allocation, but also for
various countervailing considerations such as incentives for precaution and relational
investment. She argues that it is only in rare cases that zero damages are second best,
and accordingly that changed-circumstance cases should be treated like any other con-
tractual breach. On the other hand, once the costs of legal enforcement are taken into
account, excuse from liability may be warranted as a litigation-saving device to be ap-
plied in extreme situations where it is sufficiently clear that the contract should not be
performed and that breach is not due to any failure of precaution or disclosure (in the
same way that negligence liability in tort saves administrative costs by requiring litiga-
tion only in case of a breach of duty).

Standardized contracts. Most contracting parties do not negotiate individual contracts
for each occasion on which they enter into exchange; instead they use standardized
forms that incorporate customary or boilerplate terms, and negotiate only over those
few terms (such as price and quantity) that are essential for their transactional pur-
poses. From an economic viewpoint, such behavior is a straightforward response to
scale economies in the production of contractual terms. In legal circles, however, stan-
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dardized contracts are regarded with more ambivalence. While most legal commentators
accept that such contracts are a practical necessity, many continue to regard them as
problematic on grounds of autonomy (because most people do not read or understand
other parties’ standard forms and hence cannot knowingly assent to their terms) or dis-
tributive justice (because the party who drafts the form is deemed to hold an inequitable
degree of bargaining power).

At an abstract level, standardized contracts are interpreted using the same methods
as contracts more generally. For instance, if the drafting party knows that a particular
term in the contract is unusual, that the non-drafting party is unaware of the term, and
that the non-drafting party would not enter into the contract if aware of the term, then
the term is not part of the contract; as observed in the discussion of objective versus
subjective interpretation above, this result follows from ordinary principles regarding
subjective interpretation. At a practical level, however, most lawyers understand form
contracts to constitute a special category subject to specialized rules of interpretation,
such as the doctrine that contracts are to be construed against the interests of the drafter.
Conventional legal wisdom holds that form-contract terms are less likely to be enforced
than individually negotiated terms, especially when they are unusual or thought to be
especially burdensome to the non-drafting party.

There is relatively less reason to be concerned about standard terms on market power
grounds, notwithstanding many legal commentators focus on this issue. Because stan-
dardization lowers the per-unit cost of contracting, both competitive firms and those
with market power will find it of value. While firms with market power might distort
non-price terms from the efficient level, the direction of distortion is a priori ambigu-
ous (Spence, 1975). If all consumers have the same willingness to pay for contractual
terms, a monopolist will do best to provide optimal terms and to extract available profits
through a high price; and if consumers differ in their willingness to pay for contractual
terms, super-optimal terms are as likely as suboptimal ones. While oligopolists could
use standard forms to collude on non-price terms, it is similarly unclear in which di-
rection their incentives cut. Accordingly, to the extent standard form contracts raise
competition concerns, these are best policed by antitrust law, rather than by common-
law courts applying the law of contract.

Standard form contracts do raise informational concerns, however, since they can
vary substantially in their terms and the drafting party knows much more about the terms
than does the non-drafting party. If contract reading is costly, parties may rationally
assume that a particular contract contains the average terms available on the market,
with the result being adverse selection along the lines of Akerlof’s market for lemons
(see also the discussion in §2.3.4). In addition, as Katz (1990b) has shown, if contract
reading is a relation-specific investment (as it will be if different drafters offer different
terms), drafters will be tempted to expropriate this investment by choosing terms that
are just favorable enough for the non-drafter to accept after having read them, thus
undermining any incentive to read. Interpretive rules that make it harder for drafters
to enforce unusual standard terms without calling them to the other party’s attention,
such as the doctrine of contra proferentem or the rules requiring warranty disclaimers
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to be conspicuous, help to address this informational asymmetry by putting the burden
of communication on the party who can undertake it most cheaply. Such rules provide
perhaps the clearest illustration of the penalty default approach discussed above.

Implied duty of good faith. Finally, most modern-day courts will require the parties to
a contract to exercise good faith in the performance and enforcement of their contractual
duties. Commentators disagree on exactly what this obligation requires, but as a general
matter it prohibits opportunistic actions that, while complying with the bare letter of the
contract, depart from it in spirit by operating to deprive a counterparty of the reasonably
expected benefit of its bargain. For example, it has been held a breach of good faith for
a buyer of goods to seize on an otherwise trivial defect in delivery in order to escape
an unfavorable contract in a falling market, for an employer to exercise its termination
rights on an at-will labor contract just before the employee’s accumulated sales com-
missions were due to be paid, or for a realty purchaser to prevent his seller-broker from
acquiring the property to be delivered under the contract (and thus forcing the seller into
breach) by showing up at an initial land auction and outbidding him.

In theory, the parties could guard against opportunistic exercises of discretion by
providing specific limits in their original contract. For all the reasons discussed above
in §4.2, however, they often do not do so, leaving courts with a disagreeable choice
between imposing additional ex post limits on an ad hoc basis, and countenancing an
unanticipated and perhaps unfair result. Traditional common-law courts often responded
to this dilemma by refusing to enforce such agreements entirely, on the theory that
such agreements were so one-sided as to lack formal consideration. Modern courts, in
contrast, are more willing to treat such contracts as genuine bargains, and to police party
opportunism directly and substantively after the fact. As our earlier discussion of form
versus substance indicated, such an approach could serve the parties’ economic interest
if the courts’ costs and error rate in filling contractual gaps ex post are sufficiently low,
or if the parties’ costs of dealing with them ex ante are sufficiently high.

Whether the duty of good faith is best viewed as a rule of interpretation, or alterna-
tively as a limitation on contractual freedom, has not always been clear from the case
law or commentary. The fact that the scope of the duty depends on other terms of the
agreement, as well as on the overall commercial context, suggest that it is an interpre-
tive rule; but the fact that the parties are not permitted to disclaim it (though they are
permitted to stipulate its content so long as they do not do so in a “manifestly unreason-
able” way) suggests that it is a regulatory intervention. The uncertainty is reinforced by
the murky boundaries of the duty, which in limiting cases appears to shade into other
mandatory doctrines such as unconscionability and public policy.

What counts as opportunistic behavior, however, typically lies in the eye of the be-
holder, and critics of the modern duty of good faith (e.g., Schwartz, 1992; Bernstein,
1999; and Scott, 2000) argue that the behavior that it seeks to induce is typically unver-
ifiable, and thus not effectively subject to judicial oversight. Courts’ attempts to enforce
good faith, accordingly, are as likely to depart from contractual expectations as to en-
force them, in the end just resulting in an increase in the cost of litigation and in the
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variance of judicial outcomes. On this view, enforcement of such “soft” contractual
expectations should be left to private enforcement mechanisms such as reputation and
repeat dealing. For the most part, however, the courts have not yet accepted this critique.

4.5. Overall assessment of the law of contract interpretation

In general, the economics of contract interpretation is a relatively unmined field com-
pared to the economic analysis of contract law generally. While the general contours
of legal understanding in this area are more or less consonant with the main insights
of the economic theory of contract, the rapid and recent development of the economic
literature has not yet been matched by a corresponding growth in legal scholarship. It
is likely, accordingly, that this set of topics will draw increasing attention from law and
economics scholars in upcoming years.

5. Enforcement of contracts

As we observed at the outset of this chapter, the rationale for contracting is to lock in
a commitment ex ante that one or both parties would otherwise not wish to honor ex
post. The use of a contract to establish such commitment is undermined, of course, if
the contract will not be enforced in the way the parties anticipate.

The enforcement of contracts is often the province of courts, who impose sanctions on
parties who violate or breach a contractual obligation. As we discuss below, contracts
can also be enforced by the parties themselves, through the use of various self-help
remedies. We begin, however, with a discussion of judicial enforcement, partly because
this has been the focus of most of the existing literature, and partly because an under-
standing of judicial enforcement is useful in order to understand when and why private
enforcement might be more attractive.

5.1. General issues in enforcement

5.1.1. Remedies and contractual incompleteness

In one sense, every legal dispute is about remedies. Even when a court rules that no
contract was ever formed, that ruling can be seen as saying that the complaining party
is not entitled to any remedy for breach of contract. Moreover, such a ruling might still
entitle the parties to some other legal remedy—for example, in some circumstances, one
or both might be required to return any advance payments that had been made. From
an economic standpoint, what ultimately matters is not the doctrinal question, “was a
valid contract formed?” but rather the remedial question, “how much money can I now
collect?” (or “how much money will I now be required to pay?”).

In another sense, though, the identification of certain actions as a breach of contract,
and the identification of certain payments as remedies, is an artifact of contractual in-
completeness. After all, in a hypothetical complete contract, the contract itself would
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specify the payments and other actions that would be required in every possible state of
the world. With such a contract in place, there would be no reason to label some actions
in some states of the world as complying with the contract, while labeling other actions
in other states as non-complying or breaching. There would also be no reason to label
some (but not all) of the associated payoffs as “remedies for breach.”

As discussed in §4.2 above, however, complete contingent contracts are rarely ob-
served in the real world. In particular, real contracts are often incomplete in two ways
that are relevant here. First, rather than specifying every possible action that a party
might take, they may specify only those actions by each party that will suffice to com-
ply with the contract—for example, “seller to deliver fifty widgets by July 1; buyer to
pay $1000 by July 10.” Second, they may fail to specify the steps that should be taken
if either party fails to take a complying action—for example, if the seller delivers only
forty widgets, or delivers them on July 15; or if the buyer refuses to pay.

Parties sometimes do provide explicit terms that specify the remedy for some forms of
noncompliance; these terms are known as “liquidated damage clauses” and they will be
discussed in §5.3.4. In other cases, however, where the parties’ contract fails to specify
the consequences of noncompliance, the legal system will supply a default remedy,
just as it supplies default rules for other questions that a contract might not address (see
§4.4). As most of the literature has focused on these default legal remedies, that is where
we begin.

5.1.2. Overview of default remedies

In some cases, parties who fail to comply with their contracts may be ordered by courts
to perform—in legal terms, specific performance (see §5.3.3 below), with the order
backed up by threats of more severe sanctions for contempt of court. In most cases,
though, the default remedy for breach has the breaching party pay money to the ag-
grieved party.

Following Fuller and Perdue (1936–37), it has become customary to identify the most
common remedies as expectation damages, reliance damages, and restitution damages.
Expectation damages attempt to put the injured party in as good a position as he would
have been in if the contract had been performed. For example, if a buyer contracts to pay
a price p for a good that has a gross value of v to him, but whose value can be realized
only if the buyer spends r to make use of the good, full performance of the contract
would leave the buyer with a net value of v − r − p. If the seller then breaches the
contract, by failing to deliver the good, expectation damages would require the seller to
pay enough to leave the buyer in that same net position: v − r − p. For example, if the
buyer had already spent both p and r , expectation damages would require a payment
of v.

By contrast, reliance damages require the seller to pay only enough to leave the buyer
with the level of utility he would have enjoyed if the contract had not been signed. For
example, if the buyer in this case would have had a net gain of zero had he not signed
this contract, reliance damages would require the seller to pay enough to bring the buyer
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back to that position. So, for example, if the buyer had already spent both p and r ,
reliance damages would then equal p + r , enough to bring the buyer back to zero.

Another standard remedy, restitution, allows both parties to recover the reasonable
value of whatever they gave to the other party. In this example, restitution would allow
the buyer to recover damages of p.

As this example shows, these three remedies can often be ranked by size, with expec-
tation damages usually providing the largest remedy and restitution giving the smallest.
(We may assume v > p + r because otherwise the buyer would not sign the contract.)
Similarly, reliance usually exceeds restitution, because the buyer’s reliance typically
provides little benefit to the seller. Of these three remedies, expectation damages are
conventionally regarded as the predominant measure in both theory and practice, with
reliance and restitution reserved for cases in which there is some defect in the bargain
or in the plaintiff’s ability to prove it, or when equitable considerations justify a depar-
ture from the ordinary rule. In practice, however, this generality does not always hold,
due to measurement difficulties and to other aspects of the legal rules governing the
availability of each remedy.

For example, expectation damages entitle a plaintiff to compensation for profits that
would have been earned on the breached contract, but calculating hypothetical rev-
enues and expenses on a cancelled project is often a speculative endeavor. Accordingly,
courts often presume that the future profits to be earned on the contract approximate
the costs so far incurred, thus using reliance damages as a proxy for expectation dam-
ages. Conversely, reliance damages should in principle compensate a plaintiff for the
loss of forgone alternatives, but such opportunity costs are often difficult to verify ex
post. As a result, courts often presume that the forgone opportunity would have yielded
the same profits as the breached contract—in which case expectation serves as a proxy
for reliance. Similarly, it is often difficult to verify the value of restitution, especially
when it takes the form of services not traded on any market. Thus, courts sometimes
measure restitution in terms of the reliance costs incurred by the non-breacher, though
their willingness to do so may depend on their perceptions of relative fault. There are
even situations in which the non-breacher is permitted to choose among expectation
and restitution, or among expectation and reliance; obviously, in those cases the more
generous remedy will be chosen.

In addition, as we discuss below, each of these remedies can be modified or adjusted
in various ways: for example, if the victim could have prevented some or all of the losses
by appropriate mitigating behavior. As we also discuss below, there are a few additional
remedies that are occasionally imposed following a contract breach, including punitive
damages in rare cases.

In part for these reasons, it is often more helpful to think of a monetary damage
remedy as a continuous choice variable d , whose value can in principle be set by the
legal system to any level. In some cases, the damages awarded may more appropriately
be written d(x), where x is a vector representing any number of actions taken by one
or both of the parties. Put less formally, remedies for breach can affect the parties’
incentives both indirectly, just by threatening a party with having to pay some amount
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d in certain states of the world; and more directly, by conditioning the size of d on
some particular behavior x that the law seeks to influence. In general, though, damage
awards that are conditioned on particular actions will often be more difficult for courts
to implement, depending on the ease with which those actions can be verified by courts.

5.2. Monetary damages for breach of contract

We now turn to the effects of monetary remedies of various sizes and descriptions.
Obviously, larger monetary remedies increase the non-breacher’s payoff (and reduce
the breacher’s payoff) in the event of a breach, while smaller remedies produce the
opposite effect. However, this effect by itself is merely distributional, and will not by
itself change the transaction’s expected value. As long as both parties correctly estimate
the probability of a breach, the prospect of liability for higher (or lower) damages can be
offset by charging a higher (or lower) price, leaving both parties with the same expected
return.

Instead, changes in the expected value of the transaction must come from some other
cause. For example, if one or both parties are risk averse, there can be welfare gains
from shifting more of the variance in payoffs to the less risk-averse party. We discuss
this possibility in §5.2.9 below.

More important, in most cases the expected value of the transaction depends in part
on various actions the parties might take to increase (or reduce) that value. Moreover,
the remedy for breach will usually affect the parties’ incentive to take these actions—for
example, their incentive to perform the contract rather than breaching, or to take pre-
cautions against contingencies that might lead them to breach, or to make transaction-
specific investments whose value will be lost if there is a breach. Each of these incentive
effects is discussed below.

5.2.1. The breacher’s decision to perform or breach

Suppose that a seller must decide whether to perform a contract, at a cost c, when
performance will confer on the buyer a value v. Total welfare is maximized if the seller
performs when and only when v ≥ c. Otherwise, it would be more efficient for the
seller not to perform, an outcome often referred to as “efficient breach.”77

To be sure, if v and c are known at the time of contracting, the parties would have no
reason to contract unless v exceeded c. In many situations, however, c or v (or both) are

77 The term “efficient breach,” though widespread in the literature, is somewhat of a misnomer, and has had
the unfortunate effect of inducing legal scholars untrained in economics to suppose that there is a tradeoff
in this regard between efficiency and the deontological value of promise-keeping. From the perspective of
a hypothetical complete contract, calling off performance when v < c (possibly combined with some side
payment) is precisely what the parties would have wished to specify, so a legal default rule that results in that
outcome is better understood as promoting the parties’ promissory intentions than subverting them. The term
“efficient implied cancellation option” would be more accurate, if less arresting.
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stochastic variables whose values will not be realized until just before performance is
to take place, long after the contract was signed. Accordingly, one problem of interest
is to design remedial rules that will give the seller an incentive to perform the contract
if and only if v ≥ c.

As the earliest contributions to this literature recognized, a remedy of expectation
damages creates exactly this incentive, as long as those damages are accurately mea-
sured.78 As defined above, expectation damages force the seller to internalize whatever
losses the buyer suffers from the seller’s breach. Consequently, the seller has an incen-
tive to breach only if her gains from breach exceed both parties’ losses. (A symmetric
analysis, which we omit here for the sake of brevity, could be applied to the buyer’s
incentives to perform or breach.)

Before turning to other relevant incentives, four points should be made concerning
even this simple result. First, while the expectation remedy forces the seller to internal-
ize the buyer’s losses from breach, it does not necessarily give the seller any incentive
to consider effects that her performance or breach might have on third parties. As with
most of the literature, we restrict attention to cases where third-party effects are absent
(but see §2.3.1 and §5.3.4).

Second, like any other remedy, expectation damages will affect the seller’s incentives
only to the extent that the seller actually expects to pay those damages. If, instead, there
is a significant chance that the seller could escape having to pay, the seller’s incentives
would be correspondingly reduced. As we discuss below (§5.4), the costs and other
difficulties of pursuing a lawsuit may sometimes make this legal remedy less effective.

Third, if courts instead award some higher or lower measure of damages—or, equiv-
alently, if they attempt to award expectation damages but predictably err in measuring
those damages—the seller’s incentives to breach will be altered. If courts tend to award
damages that are higher than the true measure of expectation damages, the seller will
have an even stronger incentive to avoid breaching: too strong an incentive, relative to
the “efficient breach” condition described above. If courts instead tend to award lower
damage measures, as is widely believed to be the case, the seller will have a weaker in-
centive to avoid breaching. The possibility of judicial error is particularly likely if some
or all of the buyer’s benefits from performance are either unobservable or nonverifiable
(see §4.2 above).

Indeed, if courts instead could observe every relevant variable without error, it would
be trivial to create efficient performance incentives simply by having the courts evaluate
the efficiency of every breach ex post. If the court decided that a breach was efficient,
the breacher could be excused from any remedy (or even rewarded with a bonus), while
if the court decided a breach was inefficient, the breacher could be hit with huge sanc-
tions. Viewed from this standpoint, the potential benefit of using expectation damages
to create efficient incentives for performance or breach is that this remedy does not
require courts to be able to evaluate the efficiency of any particular breach. The ex-
pectation remedy does, however, require courts to be able to calculate the amount the

78 See Birmingham (1970) and Barton (1972). The first formal model is Shavell (1980).



104 B.E. Hermalin et al.

buyer would have gained from performance. How well courts are able to make such
calculations is a matter of some dispute.

Fourth, and most important, the incentives to perform or breach may not even matter
as long as the parties can renegotiate after the values of v and c have been realized. If this
ex post renegotiation is possible, then—regardless of the legal remedy for breach—there
should always be an agreement that will maximize both parties’ gains by performing the
contract if but only if performance is efficient (Shavell, 1980). To be sure, renegotiation
may entail positive transaction costs, but most legal remedies (including expectation
damages) also entail positive transaction costs. While some of the early literature at-
tempted to identify the legal remedy that would satisfy the “efficient breach” condition
with the lowest possible transaction costs,79 empirical evidence on actual transaction
costs is largely nonexistent, and that literature is best described as inconclusive.

As discussed earlier, the possibility of ex post renegotiation also plays an important
role in the literature on incomplete contracts (see §4.2.6 supra). This similarity should
not be surprising—for as noted earlier—remedies for breach are really just one aspect of
contractual incompleteness. As we discuss below, the possibility of ex post renegotiation
also complicates the economic analysis of other incentives created by legal remedies.

5.2.2. The breacher’s decision to take precautions

When the seller’s costs c are stochastic, the distribution from which c is drawn might
be given by nature, entirely independent of any action by the seller. More commonly,
though, that distribution is itself a function of the seller’s investment in the transaction.
For example, a seller’s costs might depend in part on how often her assembly line mal-
functions; and the probability of such a malfunction might depend on how much the
seller spent on maintenance. Typically, the seller must choose her expenditure on main-
tenance at one point in time; only then, after that expenditure has been made, the actual
value of c will be realized.

Expenditures such as these are often referred to as “precautions” (see generally
Cooter, 1985). The optimal expenditure on precautions can be defined straightforwardly
in terms of (a) the cost of each possible precaution, and (b) its marginal effect on the
distribution from which c is drawn, together with the welfare associated with each pos-
sible realization of c, taking account of the fact that some of those realizations will result
in the contract being performed, while other realizations will result in the contract be-
ing breached. Given the usual assumption of diminishing marginal returns, there will
be a unique expenditure on precautions that maximizes the total expected value of the
transaction.

Interestingly, expectation damages (if measured accurately) can give sellers an incen-
tive to choose this optimal expenditure on precautions (Kornhauser, 1983). As discussed
above, expectation damages force the seller to internalize all of the buyer’s losses from

79 See, e.g., Schwartz (1979), Macneil (1982), and Bishop (1985).
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any realizations of c that result in a breach. As a consequence, expectation damages
can in principle optimize both of the incentives discussed so far: (a) by giving the seller
an incentive to choose the optimal expenditure on precautions; and (b) once the actual
value of c is realized, by giving the seller an incentive to choose between performing and
breaking the contract. Again, any remedies that are systematically less than expectation
damages—whether by design, or because of measurement error—should reduce both
of these incentives, while any remedies that systematically exceed expectation damages
should increase both incentives.

To be sure, if courts could observe the seller’s actual expenditures on precautions, and
if they could also observe all the factors necessary to calculate the optimal expenditure,
there would then be other ways to give sellers an incentive to choose the optimal level.
For example, courts could excuse from liability any seller whose precautions were op-
timal, in much the same way that negligence standards in tort law excuse defendants
whose precautions were optimal. Alternatively, if the contracting parties could specify
in their contract the optimal expenditure on precautions, that requirement could itself
be enforced by a court, as long as the court could verify the seller’s actual expenditure.
Thus, just as in the case of incentives for performance (§5.2.1), the case for using ex-
pectation damages to optimize a seller’s incentives to take precautions rests in part on
the assumption that it is easier for courts to observe only those factors necessary for the
calculation of expectation damages (i.e., only those factors that go to the value that the
buyer would have received if the contract had been performed) than it is for courts to
observe any of these other factors.80

Alternatively, if buyers can observe a seller’s precautions (before contracting), com-
petition among sellers could give them a market incentive to choose the optimal expen-
diture on precautions (Kornhauser, 1983). Even if sellers do not choose their precautions
until after contracting, optimal market incentives could be possible if buyers can ob-
serve sellers’ reputation for taking precaution. In §5.4 below, we consider reputations
and competitive markets in connection with enforcement by means other than legal
remedies.

5.2.3. The non-breacher’s reliance decision

The value the buyer places on performance by the seller is often a function of the buyer’s
investment in the transaction. For example, a business that is buying a new machine may
get more value from that machine if it spends money training its employees to use it.
Expenditures such as these are often referred to as reliance on the contract.

By definition, reliance expenditures are at least partially transaction-specific—for ex-
ample, training designed for one particular machine may be worthless if that machine
is not delivered. Although there can often be varying degrees of performance, for con-
creteness assume that there are only two discrete possibilities—either the contract is

80 For a discussion of this aspect of expectation damages, see Cooter (1985).
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performed, or it is breached. Let v(r) represent the value that the buyer will receive
from performance conditional on his reliance investment r , while w(r) represents his
value if the contract is not performed. If performance of the contract is certain, the op-
timal reliance expenditure is simply the value that maximizes v(r) − r . In the more
usual case, where the contract should be performed in some states of the world only, the
optimal reliance expenditure is the value that maximizes

(9)qv(r) + (1 − q)w(r) − r,

where q is the probability that contract should be performed (here taken to be in-
dependent of r; e.g., with probability 1 − q some “act of God” makes performance
prohibitively expensive for the seller).

The remedy of expectation damages (d = v(r) − w(r) − p, in this example) will
generally not give the buyer the right incentive to choose the optimal value of r . Expec-
tation damages are a “full insurance” remedy that gives the buyer the same net return in
every state of the world; that is, the buyer’s net return is v(r) − p under performance
and d + w(r) = v(r) − p under non-performance. Unless v′(r∗) = w′(r∗), where r∗
maximizes expression (9), the buyer will choose a non-optimal level of reliance. If one
assumes, as is often true, that the marginal return from reliance investment is greater
given performance than non-performance (i.e., v′(r) > w′(r)), then buyers have exces-
sive incentives to rely under expectation damages.

Reliance damages (d = r − w(r), in this example) also will fail to provide the buyer
the proper incentives. If v′(r) > w′(r), then w′(r∗) < 1; in this case, reliance damages
will encourage the buyer to rely excessively because increased expenditures on r will
increase the damages they can collect.

More generally, the probability q is endogenous insofar as the level of damages (ei-
ther expectation or reliance) affects the probability that the contract will in fact be
performed (see §5.2.1 and §5.2.2). Even with an endogenous q, however, neither re-
liance nor expectation damages will generally provide the proper incentives. To see this,
observe that the first-best solution requires performance whenever v(r)−c ≥ w(r) and,
therefore, that investments maximize

(10)
∫ v(r)−w(r)

0
(v(r) − c)f (c|s)dc +

∫ ∞

v(r)−w(r)

w(r)f (c|s)dc − r − s,

where s is the seller’s investment in precaution and f (c|s) is the density of cost given
such investment. To replicate the first-best solution with regard to whether the seller
performs, it must be that p − c ≥ −d if and only if v(r) − c ≥ w(r); hence,
d = v(r) − w(r) − p, which accords with expectation damages, but not reliance dam-
ages. However, as we saw above, expectation damages causes the buyer to face the
maximization problem v(r)− r with respect to his choice of reliance. As discussed, the
r that solves the buyer’s problem will differ from the r that maximizes social surplus
(i.e., expression (10)).81

81 See Shavell (1980) for greater details. Consider also Shavell (1984), Kornhauser (1983), and Rogerson
(1984).
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If and only if ex post renegotiation is impossible, a remedy of no damages at all—
i.e., a regime of no liability for breach—can optimize the buyer’s reliance incentives
in a second-best sense (given the probability of performance), because such a regime
forces the buyer to bear all of the downside as well as all of the upside of any reliance
expenditure (Shavell, 1980). To be sure, such a remedy does little to optimize the seller’s
incentives, as discussed earlier in §5.2.1 and §5.2.2. But if the breach probability (i.e.,
q above) is exogenous or the seller’s incentives can be optimized independently (e.g.,
through market-reputation effects), a zero-damage remedy could be optimal. This is not
wholly surprising, as this forces the buyer to face the social planner’s problem as given
by (9) above.

Mathematically, zero is just a constant and, more generally, any constant-damage
measure—that is, any measure whose value does not change with the buyer’s level
of reliance—will also optimize the buyer’s reliance incentives (for any given proba-
bility of performance), as long as ex post renegotiation is still impossible.82 Under a
constant-damage measure, the buyer will still capture all of the marginal benefits, and
bear all of the marginal costs, of higher or lower reliance expenditures. Moreover, a
constant-damage measure could also optimize the seller’s incentives, if the constant is
set equal to the value that performance would have to a buyer who in fact relied opti-
mally: d = v(r∗) − w(r∗) − p, in this example. In addition to optimizing the buyer’s
reliance expenditures, this will also give the seller optimal incentives, both to perform
or breach and to choose an optimal level of precautions.83

However, as noted, this result holds only when ex post renegotiation is impossible.
When renegotiation is possible, reliance by the buyer can have the additional effect
of altering the terms likely to be reached in any renegotiation, thus further distorting
the buyer’s reliance incentives (recall the discussion of holdup above in §4.3.2). Under
certain conditions, holdup concerns may bias the buyer’s incentives toward choosing
too little reliance (Rogerson, 1984).

Edlin and Reichelstein (1996) show that, in some circumstances, the parties may be
able to choose contract terms that balance the risk of holdup against the risk of moral
hazard, thus implementing a first-best solution (recall, too, the discussion in §4.3.2).
For example, suppose the parties enter into a fixed-price contract in which they can
freely adjust the quantity term, and again, suppose that the buyer must rely before he
knows whether the seller will perform. If the contract quantity is set at zero (i.e., if there
is no enforceable contract at all), the buyer will under-rely because part of the value
created by reliance will be expropriated through ex post holdup. On the other hand, if
the contract quantity is set at the level Q∗ that the buyer wishes to purchase, he will
be fully insured against non-performance, and will over-rely. By continuity, there exists
some contract quantity Q̂ ∈ (0,Q∗) that will provide optimal reliance incentives. In the
event that the seller can perform, the parties can then make up the difference between
Q̂ and Q∗ ex post, entering into a spot transaction for an additional amount Q∗ − Q̂.

82 Shavell (1980) considers a model in which restitution is a constant-damage measure.
83 See Cooter (1985) and Cooter and Eisenberg (1985).
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Alternatively, buyers’ reliance incentives can always be optimized if courts are ca-
pable of evaluating directly the efficiency of any reliance expenditure. If courts can
evaluate reliance expenditures directly, then it is easy to create optimal incentives sim-
ply by rewarding any buyer that relies optimally or by penalizing any buyer who fails
to rely optimally. Indeed, there are various legal doctrines that might be interpreted as
having this effect by, for example, awarding damages only for “reasonable” reliance
expenditures (Goetz and Scott, 1980), or by calculating recovery based on the reliance
that would have been “reasonably foreseeable” (Cooter, 1985). Obviously, the effect
of any such mechanisms depends on how courts define a “reasonable” (or “reasonably
foreseeable”) level of reliance. This, in turn, depends heavily on the verifiability of the
factors that define the optimal level of reliance (the v(·) and w(·) functions, in the model
sketched here).

Of course, if the parties themselves can write a complete contract, reasonable expen-
ditures on reliance could be spelled out in the contract itself. As noted earlier, though,
this much contractual completeness is sometimes difficult or impossible. Alternatively,
if parties can acquire reputations for relying optimally (or for relying excessively), then
the competitive advantages of such a reputation could also induce the parties to make
optimal reliance investments. We defer discussion of these possibilities to the section
on non-legal enforcement (§5.4).

5.2.4. The non-breacher’s precautions

A closely-related issue concerns precautions that the buyer may be able to take to reduce
the loss he will suffer if the seller breaches. For example, if there is a significant chance
that the seller may not deliver the machines she promised, it might be efficient for the
buyer to keep his old machines as back-ups rather than getting rid of them as soon as
the contract is signed, even if keeping the old machines around is costly. If the seller
does perform the contract, the expenses involved in keeping the old machines will have
been unnecessary—but if the seller fails to perform, those expenses will have been well
spent. Conceptually, then, failing to take such a precaution can be thought of as another
form of reliance on the promise of performance (Cooter, 1985).

As a consequence, the legal remedy for breach can also affect buyers’ incentives
to take these sort of precautions. As discussed above, simple expectation or reliance
remedies create a moral hazard problem that can leave buyers with incentives to rely
too heavily—or, in this context, to take too few precautions. There are, however, le-
gal doctrines that might correct that problem by limiting buyers’ ability to recover for
losses that could or should have been avoided by appropriate pre-breach precautions.
The doctrine of Hadley v. Baxendale, for example, may sometimes be used to deny re-
covery of losses that the buyer could have prevented, by ruling that such losses were
not “reasonably foreseeable” to the seller (e.g., R. Posner, 2003, p. 127). Similarly, the
implied excuse doctrines—impracticability, frustration, and mistake—could in princi-
ple be used to optimize buyer’s incentives by releasing the seller from liability entirely,
thereby making the buyer bear all losses suffered from the seller’s nonperformance in
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just those cases where the buyer should have taken more precautions than he did (Posner
and Rosenfield, 1977). If courts release sellers from liability only when buyers have be-
haved suboptimally, in a manner similar to a contributory negligence rule in tort law,
that could give buyers an incentive to optimize their own behavior. And as long as buy-
ers optimize their own behavior, courts could then return to holding sellers fully liable,
thereby (in principle) optimizing both parties’ incentives.

However, these doctrines can have this effect only if courts are able to evaluate fully
the precautions available to buyers ex ante, in order to recognize cases when the buyer
should indeed have taken additional precautions. The extent of courts’ ability to do
this—and to do it reliably enough so that buyers will know when they will be held
liable if they do not take precautions—is a matter of some dispute.84

5.2.5. The non-breacher’s mitigation of losses

Another common form of precaution involves steps the buyer takes after the seller’s
breach becomes final. For example, if the buyer has bought special equipment to use
with a machine that is never delivered, that equipment can sometimes be salvaged or re-
used, though perhaps not for its full original value. In the notation used in the preceding
section, this salvage value was implicit in the w(r) function, but that notation suppresses
the fact that the buyer (the non-breacher) may have to take various steps in order to
realize that salvage value. Moreover, some such steps are likely to be efficient while
others are not—for example, in some cases the cost that must be incurred to salvage
unused equipment may exceed the equipment’s salvage value.

Courts are rather more willing to consider such ex post opportunities for mitigation
of losses and to require buyers to take advantage of them than they are to consider
the precautions that buyers might have taken before breach. In part this is because the
value of mitigation is especially salient after the fact of breach (or from an incomplete
contracts perspective, more easily verifiable). As a matter of law, this issue is most ex-
plicitly addressed by the mitigation doctrine, which limits buyers’ remedies by denying
compensation for any losses that could have been avoided by reasonable mitigation.

As with many legal concepts, what counts as “reasonable” mitigation is a matter of
some dispute. To the extent that courts’ definition of reasonable mitigation corresponds
with efficient mitigation, this limit on remedies can give buyers efficient incentives
along this dimension.85 Obviously, though, the efficacy of this mechanism depends on
courts’ ability to verify the costs and benefits of various mitigation activities.

5.2.6. The decision to terminate a project

In many cases, performance of a contract requires a sequence of many choices or events.
For example, the construction of a building involves hundreds of separate steps whose

84 For a skeptical view, see Kull (1991).
85 For discussions of this possibility, see Wittman (1981) and Goetz and Scott (1983).
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performance can extend over weeks or months. Moreover, sometimes the earliest steps
in the sequence must be taken at a time when it is still uncertain whether it will be
worthwhile to perform all of the later steps. For example, if future construction costs
are uncertain, it might (or might not) prove uneconomic to finish the building, but the
early stages of construction may have to start before anyone can be certain what the
eventual costs will be.

In such cases, each step in the sequence can be thought of as involving a choice be-
tween (a) continuing to perform, or (b) giving up the attempt to perform by terminating
the project. Terminating the project early can allow the parties to take steps to reduce
their losses, as discussed in the previous section on mitigation. On the other hand, con-
tinuing to perform preserves the option value of the project, by deferring to each later
stage the decision to continue or terminate. The optimal decision, therefore, is to ter-
minate early only when the savings from doing so exceed the project’s option value
(Triantis and Triantis, 1998).

The doctrine of anticipatory repudiation allows the potential breacher—the seller, in
the examples above—to terminate a contract early simply by repudiating it.86 While this
renders the seller liable for damages for breach, it also triggers the mitigation doctrine
discussed above, thus requiring the buyer to begin taking any available steps to reduce
those damages. As a result, if the seller faces a high probability of being unable to
perform, she may be able to reduce her eventual liability by terminating the contract
early. Viewed from this perspective, a termination decision by the seller can be thought
of as just another form of breach, which will be efficient (or not) depending on whether
early termination is optimal.

Indeed, if the seller can be held fully liable for all the losses from breach—either all
the current losses, if the contract is terminated early, or all the subsequent losses if the
contract is not terminated early—then she will have an incentive to make the optimal
choice between continuing or terminating early, for much the same reasons discussed in
the section on efficient breach (§5.2.1). However, holding the repudiating party liable for
all losses may be difficult. The losses from an early termination include the loss of the
option value of the contract, which may be difficult for courts to measure; omitting this
loss from the measure of damages will bias the seller’s incentives toward terminating
too early (Triantis and Triantis, 1998). At the same time, the losses from any eventual
non-performance may also be difficult to measure; or they may be difficult to collect, if
the seller is by then insolvent. Omitting these losses from the damage measure will bias
the seller toward terminating too late (Craswell, 1990).

Perhaps because of these difficulties, various legal doctrines also allow the non-
breaching party—the buyer, in the example used here—to force an early termination
(while still holding the other party liable for damages) subject to ex post judicial review.
From the buyer’s standpoint, a decision to terminate early can be thought of as another

86 For discussions of the measurement of damages in cases involving anticipatory repudiation, see Jackson
(1978) and Goetz and Scott (1983).
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form of precaution (albeit an extreme one), which reduces the losses that will be suf-
fered in the event of a breach. Equivalently, a decision not to terminate early can be
thought of as another form of reliance by the buyer, since such a decision increases the
gains if the project is eventually successful, but also increases the losses if the project
eventually fails. In keeping with the earlier analysis of reliance and precautions (§5.2.3
and §5.2.4), the buyer will not have an incentive to make this decision optimally if he is
fully insured by being guaranteed full compensation for his losses.

Perhaps for this reason, the law does not give the buyer the unrestrained power to elect
an early termination of the contract, but (using various legal doctrines) subjects that
decision to judicial review. For example, if the seller has already breached the contract
during early stages of performance, the buyer can elect to force an early termination as
long as those breaches are judged by a court to be “material” or “total.” Alternatively,
even if the seller has not yet violated any contractual requirement, the buyer may still
elect to force an early termination if he has “reasonable grounds for insecurity” about
the seller’s performance, and if the seller is unable to provide “adequate assurances”
that she will be able to perform.

Of course, the exact effects of these doctrines depend on how courts interpret such
vague standards as “material,” “reasonable,” or “adequate.” (If courts could observe all
the factors necessary to determine whether early termination was optimal, they could
allow termination in exactly those cases; but their ability to do this is doubtful.) The
issue is further complicated by the fact that courts do not usually issue advance opinions
on pending disputes, but instead render their judgments in hindsight. An insecure buyer
must thus decide whether to force an early termination before he is certain whether a
court will agree that the other party’s earlier breach was “material,” or that the other
party’s assurances were not “adequate.” If the buyer tries to terminate early, and a court
later rules that grounds for early termination were lacking, the buyer may himself be
held liable for breaching the contract prematurely. Given the substantial uncertainty
associated with such vague legal standards, a risk-averse buyer may prefer not to force
the issue (and a less risk-averse seller may take advantage of the situation to force a
modification or a release of its obligation to perform).

Finally, as with other perform-or-breach decisions, the decision to terminate early
should be made optimally whenever ex post renegotiation is possible, as there should
always be some combination of side-payments that makes it in both parties’ interests to
terminate early whenever early termination is optimal. However, the legal doctrines dis-
cussed above will affect each party’s share of any surplus, depending (for instance) on
whether the buyer has a unilateral right to force an early termination without the seller’s
consent. As usual, though, such renegotiation may itself be costly; and the prospect of
higher or lower side-payments (in the event of renegotiation) can also alter many of the
other incentives discussed above, such as the incentive to rely or the incentive to take
precautions.87

87 For further discussion of all of these issues, see Goetz and Scott (1983), Craswell (1990), and Triantis and
Triantis (1998).
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5.2.7. Decisions to gather and disclose information

Much of the literature described in the preceding subsections presupposes that both
parties already know all of the relevant parameters, such as the distribution from which
the seller’s cost, c, will be drawn, or the extent of a buyer’s reliance investments, r . In
many cases, though, this (and other) information cannot be discovered without costly
investments in information-gathering. To be sure, a number of legal doctrines affect
the incentives to gather or disclose information, including some that are not normally
classified as “remedies” doctrines (for example, see the discussions of fraud and mistake
earlier in §2.5.2 and the duty to disclose in §3.3.3). However, the remedies for breach
can also affect various information-related incentives. While there are many different
kinds of information that might be gathered or disclosed, and the effects of remedies
on these incentives have not been studied as extensively as have the other incentives
discussed earlier, we discuss some representative examples.

Deciding whether to enter into contracts. The greater the penalties for breach, the
greater will be sellers’ incentive to gather information about potential risks that might
leave them unable to perform. If a seller who fails to perform is held fully liable for
all of a buyer’s losses, that will make her internalize the full costs of any failure on her
part to gather sufficient information. However, this will not be sufficient to make sellers’
incentives optimal unless sellers can also internalize the full benefits of any additional
investments in information-gathering. A perfectly price-discriminating monopolist may
be able to internalize all of those benefits, by charging higher prices; and in perfectly
competitive markets, competitive pressures may force sellers to account for those ben-
efits as well. In markets that fall between these extremes, however, it is more difficult
to design a remedy that gives sellers the optimal incentive to gather this information
(Craswell, 1988).

Searching for contractual partners. In many markets sellers (and buyers) may have
a choice as to how much effort they devote to finding potential trading partners. Here,
too, the parties’ incentives depend partly on other legal doctrines—in this case, the rules
governing initial contract formation (see §3 above). However, the parties’ incentives on
this point, too, will also depend on the general remedies for breach. For example, the
steeper the penalties for breach, the harder it will be to get out of any contract once
a contract has been formed, and so the more it will pay parties to invest in searching
longer and harder to make sure they have found the best deal. Here, too, some of the
benefits of increased search may be felt by the party who is found, rather than by the
party who is doing the searching, so efficient search incentives can be created only if
the searching party is able to internalize these benefits. For formal models incorporating
these effects, see Diamond and Maskin (1979, 1981).

Optimal precaution and reliance. Even after one party has gathered information, in
some cases the other party is the one who needs to be given that information in order
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to make an optimal decision. For example, if the efficient level of seller precautions
depends on how much the buyer would gain from performance, and if the buyer already
knows that information, the seller’s precaution incentives can more easily be optimized
if the buyer can communicate his information to the seller (Bebchuk and Shavell, 1991).
Similarly, if the optimal level of reliance by the buyer depends in part on the probability
that the seller will fail to perform, and if the seller already knows that probability, the
buyer may be better able to choose an optimal level of reliance if the seller tells him
what that probability is (Craswell, 1989b). While most of the conventional remedies
for breach do not create any incentives for a buyer to convey this information to the
seller, some remedies affect this incentive by conditioning the measure of damages on
the information that has been disclosed. Under the rule of Hadley v. Baxendale, for
example, a buyer facing large losses from breach is more likely to be allowed to recover
those losses if she has told the seller about them in advance.88

5.2.8. The effects of party heterogeneity

Information also matters if sellers (or buyers) must deal with a heterogeneous pop-
ulation of trading partners. In many settings, for example, sellers may differ in the
probability that they will be able to perform, or buyers may differ in the amount they
would lose if the contract were breached. If each party’s type is fully known to the other
party, those differences can be fully reflected in each side’s prices and other behavior,
allowing each interaction to be analyzed as if it involved entirely homogeneous par-
ties. When differences in characteristics cannot be fully observed, however, much of the
analysis described above must be altered in some way.

For example, if buyers differ in the amount they will lose from a breach—and if the
law’s damage measure reflects these differences, by holding sellers liable for different
damages depending on the buyer’s type—sellers’ expected liability costs will be lower
when dealing with low-damage buyers than when dealing with high-damage buyers.
If sellers can recognize the high-risk buyers, they can adjust their prices or their level
of precautions or both to reflect those greater risks. However, this gives high-damage
buyers an incentive to conceal their greater riskiness, if they can. In that case, the equi-
librium will depend on the ability of the low-damage buyer to signal his type or the
seller’s ability to screen buyer types. As discussed in §2.3.2, signaling and screening
can result in a loss of welfare. If screening or signaling are ineffective at separating
the types, then a pooling equilibrium could result in which low-damage buyers effec-
tively subsidize high-damage buyers. Alternatively, to avoid this subsidy, low-damage
buyers could exit; that is, an adverse selection (“lemons”) problem ensues. Limits on

88 For economic analyses of this aspect of the Hadley doctrine see, e.g., Ayres and Gertner (1989), Wolcher
(1989), Johnston (1990), Bebchuk and Shavell (1991), Adler (1999), and Ben-Shahar and Bernstein (2000).
Because of possible adverse price discrimination vis-à-vis the shipping price, however, a buyer may be reluc-
tant to reveal that she faces large losses (see §4.2.4 and §5.2.8).
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the recovery of unusually high damages—including the doctrine of Hadley v. Baxen-
dale, discussed in the preceding subsection—could conceivably be used as a screen to
prevent subsidization or drop out (see Quillen, 1988).

Buyer heterogeneity is also important if a seller has market power, insofar as it intro-
duces the possibility of price discrimination. To be sure, if the seller can fully observe
each buyer’s type, she can engage in first-degree price discrimination, a practice that
general contract law does not restrict. But if the seller cannot observe each buyer’s type
directly, she may be able to use some of the terms of her contract (including the remedies
for breach) to separate different classes of buyers—screen—thereby increasing her prof-
its through second-degree price discrimination (see, e.g., Matthews and Moore, 1987).
This possibility could also be relevant to the analysis of liquidated damage clauses,
discussed later in §5.3.4. As discussed in §2.3.3, especially footnote 29, the welfare
consequences of such price discrimination are a priori ambiguous.

5.2.9. Risk allocation and insurance

Finally, in addition to all of the incentive effects discussed above, remedies for breach
also have the effect of allocating various risks between the two parties. For example, the
expectation remedy defined in §5.1.2 will, if it is measured perfectly, leave the buyer
(the non-breaching party) fully insured. Thus, if buyers are risk averse, while sellers
are risk neutral, this remedy will be efficient in terms of its affects on the parties’ atti-
tudes toward risk. For other combinations of attitudes toward risk, remedies other than
expectation damages will be superior (see generally Polinsky, 1983). Unless one of the
parties is actually risk loving, however, remedies that exceed the non-breacher’s actual
losses (e.g., punitive damages) will almost always be undesirable as far as risk sharing
is concerned (Craswell, 1996a).89

One case of interest concerns breaches that inflict non-pecuniary losses that do not
increase the buyer’s marginal utility of money (see Cook and Graham, 1977). For exam-
ple, a photographer’s failure to take wedding pictures might reduce the welfare of the
marrying couple, but that does not mean they would prefer to buy an insurance policy
that would pay them additional money if their wedding pictures were lost.90 Viewed
purely from the standpoint of the parties’ taste for insurance, then, it might be better
if contract remedies did not compensate for this sort of loss (as, indeed, they generally
do not). At the same time, though, excluding these losses from contract remedies could
also distort some of the other incentives discussed above, such as the photographer’s in-
centive to take adequate precautions. For an analysis incorporating both of these effects,
see Rea (1982).

89 Risk aversion also plays a role in why limits on damages could be Pareto improving when the damage
terms signal information about the potential breacher. See §2.3.2 and the discussion of Aghion and Hermalin
(1990).
90 Such preferences are, admittedly, inconsistent with neoclassical economic theory unless the couple exhibits
lexicographic preferences in photos-money (other goods) space.
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5.3. Complications in determining monetary damages

In the discussion so far, we have dealt with the incentive and insurance effects induced
by monetary remedies for breach. To be sure, much of the literature on this topic de-
veloped by analyzing particular legal remedies: either particular measures of monetary
recovery, or non-monetary remedies such as specific performance. Reflecting that litera-
ture, §5.3.1 considers various legal and practical limits on contract damages; and section
§5.3.2 considers some alternative damage measures that are imposed in certain cases.
Then, §5.3.3 and §5.3.4 discuss specific performance (injunctive relief) and liquidated
damage clauses (remedies stipulated in the contract itself).

5.3.1. Limits on the measure of damages

In theory, expectation damages leaves the non-breacher just as well off in every state
of the world (see §5.1.2); but in practice, a number of legal doctrines limit the losses
that expectation damages will compensate. For instance, the non-breacher must prove
the amount of his loss with “reasonable certainty”; often this will exclude the recovery
of “speculative” losses whose amount was uncertain. Also, as noted earlier, contract
law only rarely allows compensation for emotional losses (see §5.2.9). Perhaps more
significant in this regard than any rule of contract law, however, is the general default
rule of US legal procedure that requires each party to bear his own costs in litigation. In
most other Western legal systems, in contrast, prevailing litigants are entitled to recover
attorneys’ fees as well as other out-of-pocket litigation costs. As a result, they come
closer to being made whole than do winning litigants in the US.

By reducing the effective amount of the remedy, doctrines such as these weaken many
of the seller’s incentives discussed earlier (for example, the seller’s incentive to take
precautions, see §5.2.2). Of course, by shifting more of the loss to the buyer, the same
doctrines may also strengthen the buyer’s incentive to take various precautions (see,
e.g., §5.2.4). Also, when these exclusions are conditioned on particular behavior by
the buyer—e.g., if recovery for certain losses is excluded unless the possibility of such
losses is disclosed in advance, under the doctrine of Hadley v. Baxendale—that could
strengthen the buyer’s incentives in more focused ways (see §5.2.7). Finally, if buyers
differ in the extent to which they suffer non-recoverable losses, excluding those losses
from the damage measure may reduce the cross-subsidization that could otherwise re-
sult (see §5.2.8).

5.3.2. Other measures of monetary damages

The damage measures identified above in section §5.1.2 above have received the most
attention in the law and economics literature, but other measures are also sometimes
used. As we show, though, most of the economic effects of these alternate measures can
be decomposed into one or more of the effects already considered above.
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Cost of completion. One recurring issue involves sellers who breach by leaving work
unfinished, or by performing work incorrectly, when it would be extremely costly to
finish or correct the work. For example, suppose that the buyer would have realized net
gains of v from complete performance, while leaving the work in its current state would
leave the buyer with net gains of u, and it would now cost f > v − u to finish the work
as it should have been performed. If v and u have been measured correctly, this implies
that it would be inefficient to finish the work. However, courts vary in their treatment of
this case, sometimes allowing the buyer to recover the completion cost f in damages,
while sometimes limiting the buyer to recovery of v − u.

Awarding f in damages would be inefficient if it led to the work actually being com-
pleted. If, however, completion would in fact be inefficient, then the buyer will pocket
the damage payment rather than use it to finish the work. The principal effects of award-
ing f , rather than awarding v − u, will, thus, be those discussed previously. The larger
remedy will (in general) strengthen sellers’ incentives to avoid committing this sort of
breach; perhaps strengthening them excessively, if the actual losses caused by the breach
are only v − u. On the other hand, if v − u actually understates the buyer’s losses—say,
because some of the benefits from performance are hard to measure, and have therefore
been omitted from the court’s measure of v—then increasing the remedy to f could im-
prove the seller’s incentives in some respects (see Muris, 1983, for a discussion of both
effects). Even then, much would depend on the exact nature of the benefits that were
excluded, as was also discussed in preceding subsections. For example, if buyers differ
in the extent to which they would realize certain benefits, excluding those benefits from
the damage measure could reduce any cross-subsidization that might otherwise result
(see §5.2.8).

Disgorgement. Similarly, courts occasionally require a breaching party to disgorge
any profits he may have earned as a result of the breach, even if those profits exceed
the non-breacher’s expectation loss, often citing a general principle that no one should
profit from his own wrong. This result is not the norm in contract cases, but is reserved
for situations in which the breacher is thought to have engaged in bad faith or “willful”
breach (an ill-defined notion in the case law) or when the non-breacher is considered
to have a property or quasi-property interest in the subject of the contract and is thus
entitled to the proceeds of resale, even if he could not have earned such proceeds on his
own (see Farnsworth, 1985, for a general discussion).

Disgorgement damages, if assessed with certainty, leave the breaching party indiffer-
ent between performance and breach. As such, they entirely eliminate any incentive to
breach, which from the viewpoint of efficient breach, is an excessive deterrent. In turn,
the absence of efficient breach could also generate excessive reliance by the promisee.

A rationale sometimes articulated in favor of disgorgement damages is that, by re-
moving any incentive for unilateral breach, they encourage a party who would like to
escape performance to approach the counterparty and negotiate a modification or release
(see, e.g., Friedmann, 1989). Such negotiation may be desirable if the potential breacher
would otherwise be uninformed about the size of the counterparty’s expectation loss
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(thus leading him mistakenly to breach), or if the transaction costs of renegotiation are
less than the costs that would be occasioned by a lawsuit. The frequent association of
disgorgement with the elements of bad faith or willfulness, however, suggests an un-
derlying punitive component to this remedy, which raises the topic of punitive damages
generally.

Punitive damages. In general, explicitly punitive damages are rarely imposed in con-
tracts cases. This is in part because breach of contract, though a legal wrong, is typically
judged more leniently than would breaches of duty in a tort or property setting, for a
number of related reasons. First, because liability is based on a voluntary exchange re-
lationship, the expected costs of breach and of paying damages are likely to be reflected
in the contract price, so that efficient breaches work to the ex ante advantage of both
parties. Second, to the extent that punitive damages are justified by negative external-
ities imposed on the general community, the concern is less pressing in the ordinary
contract. Third, to the extent that punitive damages are justified by a high likelihood of
non-detection, this concern is lessened when the parties know each other and are likely
to be watchful of proper performance.

Punitive damages are very occasionally imposed, however, in response to breaches of
contract that also involve a tort, gross unfairness, or a violation of some public policy.
For example, punitive damages have regularly been imposed on insurance companies
that refuse without justification to pay valid claims. This result is often defended in
terms of the imbalance in the parties’ economic power, the particularly difficult circum-
stances in which such refusal places the insured, and the likelihood that most victims
of such opportunism are likely never to seek redress in court—all factors that go to the
general case for punitive damages, as laid out in succeeding chapters of this handbook.

5.3.3. Specific performance

In some cases courts order specific performance rather than awarding monetary dam-
ages for breach. In effect, this remedy requires the seller (or other breaching party) to
perform the contract in full, backed by the threat of fines or even imprisonment if she
fails to do so.

If ex post renegotiation is impossible, such an order would lead to inefficient perfor-
mance of the contract in any case where breach was more efficient. As long as the parties
can renegotiate, however, they should always be able to avoid this loss by agreeing not
to perform, with the gains from non-performance being shared between the parties in
accordance with their bargaining strength. But if the buyer has the threat of a remedy
of specific performance, thereby requiring the seller to incur the costs of performance,
that should allow the buyer to capture more of the gains than he could if his only legal
threat were to hold the seller responsible for some smaller monetary remedy.

As a result, when ex post renegotiation is possible, the effects of specific performance
will be felt in all of the ways discussed above. When renegotiation is costly, specific
performance could, in principle, add to those negotiation costs, though it is unclear
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whether the negotiations required under specific performance will be any more or less
costly than those required under any alternative remedy.91

In any event, if specific performance results in the buyer being able to negotiate for
a larger payment, this will have the same effect as an increase in the expected size of
any monetary remedy. For example, the threat of having to make such a payment will
strengthen the seller’s incentives to take precautions against events that might expose
it to such a remedy (Muris, 1982). Moreover, this threat will also increase the buyer’s
incentives to make reliance investments (Edlin and Reichelstein, 1996). An increase in
the expected payment will also alter the risks born by each party, as discussed earlier
in §5.2.9. In general, specific performance makes it more likely that the buyer will end
up at least as well off as if the contract had been performed (otherwise, he would not
consent to any renegotiation), whereas the award of smaller monetary remedies might
not leave the buyer this well off. But whether this increase in compensation is desirable,
all things considered, depends on all of the effects discussed earlier, as compared to
the effects produced by whatever monetary measure of damages the court would award
if it did not require specific performance. In this regard, the choice between specific
performance and monetary damages has much in common with the choice between
injunctive relief and monetary remedies in many other areas of law.92

Under common law, specific performance has traditionally been more difficult to
obtain than monetary damages, with injunctive relief treated as matter of the court’s
discretion, and usually being reserved for cases in which damages are deemed insuffi-
cient to protect the non-breacher’s expectation interest or in other special circumstances
(for example, when the goods being traded are unique, when the breacher is insol-
vent, or when the non-breacher has made relational investments that would be difficult
to replace). The most widely cited policy reason for these restrictions is that specific
performance is thought to impose greater administrative costs on the legal system, es-
pecially in situations where the quality of a coerced performance is costly to verify.
But this concern has not prevented civil law systems from making specific performance
their remedy of default, even though in many circumstances their courts will still award
money damages in substitution for performance (Lando and Rose, 2004).

5.3.4. Remedies expressly stipulated in the contract

As noted earlier (see §5.1.2), the remedies discussed above are usually supplied by the
legal system as default remedies to be applied in cases where the contract is silent as

91 For analyses of this issue see, e.g., Kronman (1978b), Schwartz (1979), Ulen (1984), and Bishop (1985).
Most recently, Shavell (2006b) has argued that negotiation costs will be relatively large where the reason for
breach is a production cost increase (because in order to negotiate a release, the parties must agree on how to
distribute the quasi-rents arising from the cost increase), and resulting ), and relatively small where the reason
for breach is to sell to an third party (because the buyer can also resell to the third party, and so the quasi-rents
are limited to the difference between the buyer’s and seller’s cost of resale).
92 There is a much more extensive literature analyzing the analogous issue in property and tort law. See, e.g.,
Calabresi and Melamed (1972), Kaplow and Shavell (1996), Bebchuk (2001), and Ayres and Goldbart (2003).
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to the consequences of breach. In some cases, though, the parties’ contract may itself
stipulate the remedy that will be required in certain states of the world. Usually this
remedy will consist of a monetary payment, but in some cases, the parties may provide
for particular actions to be taken, as when a sales contract provides that in the event
of a defect in the goods, the seller will be obliged to provide repair or replacement.
When such stipulations take a monetary form, they are usually referred to as “stipulated
damages” or, at least when they are enforceable, “liquidated damage clauses.”93

Depending on the amount chosen by the parties to serve as the measure of damages,
liquidated damage clauses can produce any and all of the effects described above.94

For example, clauses that specify a large payment can give sellers a strong incentive
to avoid committing a breach, while clauses that specify smaller payments will give
buyers less insurance against breaches. The amount of the clause can also affect each
side’s incentives to rely on the contract, or to take precautions against various risks,
as the preceding sections also discussed. Indeed, while the literature summarized in the
preceding sections was mostly written to provide guidance to courts or other lawmakers,
that literature can just as easily be read as providing guidance to private parties who wish
to select an efficient liquidated damage remedy (see Katz, 1996b).

Moreover, in some respects liquidated damage clauses (drafted by the parties) are
likely to be superior to general default rules (selected by courts or legislatures). As the
preceding sections make clear, most remedies involve trade-offs among various impor-
tant incentives, and in many cases the contracting parties are better suited than courts to
choose the particular trade-off that is best for their own transaction. In markets where
parties are heterogeneous (see §5.2.8), liquidated damage clauses can be tailored to par-
ticular contracting pairs. More broadly, all of the reasons that support the enforcement
of contracts generally (see §2.2) will usually argue for the enforcement of liquidated
damage clauses in particular.

It is therefore striking that common-law courts refuse to enforce clauses that set
damage amounts that the courts consider excessive (these are typically referred to as
“penalty clauses”). This reluctance may be due partly to historical factors, and in partic-
ular to the belief (on non-economic grounds) that “penalties” or “enforcement” should
be the exclusive province of the legal system, rather than being subject to private control.
In addition, though, there may also be economic reasons that—in particular situations—
might counsel against enforcement.

For example, in cases where the actual damages from breach turn out to differ signif-
icantly from what the parties expected, it is possible—though far from automatic—that
a remedy specified by the liquidated damage clause might no longer be welfare max-

93 Very occasionally, parties will provide for specific performance in their contracts, but courts do not regard
themselves as bound by such provisions (although they will take them into account as a factor bearing on their
exercise of discretion).
94 For discussions of these effects in connection with liquidated damage clauses, see Goetz and Scott (1977),
Clarkson et al. (1978), Rea (1984), Schwartz (1990), and Edlin and Schwartz (2003).
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imizing.95 In effect, denying enforcement in these cases would be similar to denying
enforcement of the contract itself, under the “implied excuse” doctrines of mistake or
impracticability, in cases where unforeseen events have significantly altered the con-
tracting parties’ situation. It is, however, a matter of debate whether courts have the
ability to make such ex post adjustments in ways that will in fact improve the parties’
ex ante welfare. These doctrines are discussed above in §4.4; for discussions focusing
specifically on liquidated damage clauses, see Rea (1984) and Schwartz (1990).

In addition, some liquidated damage clauses can affect the welfare of others who are
not parties to the contract. In particular, if a seller with market power is concerned with
defending its market against entrants, liquidated damage clauses can serve as a com-
mitment to deter competitors from entering (Aghion and Bolton, 1987; Chung, 1991;
and Spier and Whinston, 1995). Even in competitive markets, if some or all buyers are
unaware of seller’s liquidated damage clauses, this imperfect information could create
incentives for socially undesirable clauses (just as they could in the case of any contrac-
tual clause, see generally §2.3.2).

It is worth noting that there are some situations in which common-law courts are
more likely to enforce privately stipulated remedies. In particular, courts are more def-
erential to liquidated damage clauses that turn out to be undercompensatory ex post,
as compared to those that turn out to be over-compensatory (perhaps because the latter
raise third-party effects where the former do not). They are quite deferential to clauses
that disclaim liability for consequential damages and that limit the remedy for breach
of warranty to repair or replacement (because such clauses supplement the doctrine of
Hadley v. Baxendale, of which the courts approve). They are also likelier to enforce liq-
uidated damages that have actually been paid over as an advance deposit, although even
in those cases, the breacher may be entitled to restitution of part or all of the deposit to
the extent it plainly exceeds the non-breacher’s expectation loss.

5.4. Private enforcement of contracts

As noted, legal enforcement or its threat are not the only means by which parties are in-
duced to honor their commitments. In this subsection, we briefly consider some of these
other means. In §5.4.1, we briefly consider how the costs of using legal enforcement
can either distort contracts or cause the parties to dispose of them altogether. In §5.4.2,
we take up how repeated interactions or reputational concerns can deter breach. Finally,
§5.4.3 discusses various legal doctrines that bear on, and in some cases support, these
private alternatives to traditional legal enforcement.

5.4.1. Enforcement costs

One reason contracts could fail to be enforced as written is that enforcement requires
expenditures by the parties that are either ex post incredible or can be anticipated to be so

95 Observe, however, that if the remedy is a monetary transfer, then welfare is typically assumed to be unaf-
fected by transfers.
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large ex ante that no contract is written. A partial list of examples is: (1) the agreement
is illegal or exceeds the parties’ power to contract under the applicable legal system
(see §2.5 above); (2) courts cannot verify critical aspects of contractual performance
or whether relevant contingencies have arisen (see §4.2 above); (3) litigation is costly
in terms of time, risk, or material resources; (4) the defendant may be insolvent or
otherwise lack the ability to comply with a judgment; and (5) the dispute arises in the
course of an otherwise successful relationship that the parties do not wish to jeopardize.
In addition, as a large literature makes clear, two additional reasons are also important
in developing countries:96 (6) the court system operates corruptly; and (7) courts are
incapable of enforcing their verdicts, because police are corrupt or unavailable.

A simple model illustrates some of these issues. Suppose that party B employs party
A and promises to pay A w upon completion of A’s task. Suppose it costs A kA > 0 to
have the contract enforced or fight litigation and it costs B kB > 0 for the same. If A

cannot recover its enforcement costs from B should she prevail at trial, then B knows
he can underpay A by up to kA without A seeking to enforce the contract (assuming A

acts in a coldly rational way).97 If, however, the parties anticipate this, then they could
agree to a nominal wage of w + kA, recognizing that B will underpay by kA. Somewhat
more problematic is non-performance by A. If it is feasible for A to overperform by an
amount kB , then the parties can simply set the performance standard in the contract kB

above what they truly intend. But such overperformance could be infeasible, in which
case this trick won’t work. Now it could be necessary to add a clause to the contract
that A pay B kB should A be found to have underperformed. To the extent the court
refuses to honor that clause, citing the unenforceability of penalty clauses (see §5.3.4),
or its inability to verify A’s performance adequately, this solution could also fail. If it
is impossible to enforce a contract contingent on A’s performance, then the parties will
either have to forgo contracting or they will have to contract around the problem (e.g.,
use a revenue-sharing contract to give A better incentives).

More generally, whenever judicial enforcement is likely to occur in less than 100% of
the cases, it might in principle be possible to make up for that deficiency by increasing
the size of the damage award in those cases that do reach the courts. To take a simple
example, if only one out of ten breaches is ever sanctioned by courts, many of the
incentive effects could be restored if the damage award that would otherwise be optimal
were multiplied by ten in every case.98 However, courts are usually reluctant to make
this adjustment in contract cases, where punitive damages are only rarely awarded. This
solution will also be unattractive if either party is risk averse, as it increases the variance

96 See, for instance, Anderson and Young (2006), Cungu and Swinnen (2003), or, for a more historical per-
spective, Greif and Kandel (1995).
97 It is known from research on ultimatum games (e.g., Güth et al., 1982) that players do not always act in a
coldly rational way, preferring sometimes to punish others even if the act of punishing is costly to them. See
Rabin (1993) for a discussion and analysis.
98 This effect is often suggested as an economic rationale for punitive damages. See, e.g., Polinsky and
Shavell (1998) and Craswell (1999).
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of both parties’ returns (see §5.2.9). And in more extreme settings, where litigation is
infinitely costly (e.g., performance is completely unverifiable or in countries where a
reliable court system is unavailable), reliance on court-ordered remedies is bound to
fail.

Unfortunately, the issue of credible enforcement is typically ignored in most of the
contract design literature.99 Accordingly, we now turn briefly to enforcement methods
that do not requires the participation of courts.

5.4.2. Self-enforcing contracts

It has long been understood from the repeated games literature that some agreements
are self enforcing in the context of an ongoing relationship.100 The most prominent
example of such “agreements” is tacit collusion among competing firms. That is, recog-
nizing their repeated interaction, firms avoid undercutting each other on price. This
“agreement” to keep prices high is enforced by the threat of a price war should any firm
undercut.101

Within the realm of contracts, there is wide scope for such self-enforcing agreements.
Moreover, self-enforcement can substitute for legal enforcement. For instance, in a one-
shot game, an employer might choose to renege on a promised wage payment to an
employee (recall the discussion in the previous subsection). But in a repeated context,
the employee could retaliate by quitting (or possibly engaging in sabotage), which could
be sufficiently costly to the employer that he chooses to pay the employee.102 Of course,
the employee could also take the employer to court for nonpayment, but, as we saw
above, legal enforcement might not always be credible.

Self enforcement can also complement legal enforcement. For instance, while it
might not be credible for a party to enforce a contract legally in a one-shot game, the
party might wish to develop a reputation for enforcement in a repeated context—just as
in some models of entry deterrence whereby an incumbent firm punishes entrants to es-
tablish a reputation for toughness (see, e.g., Tirole, 1988, Chapter 8), a party may want
to develop a reputation as someone who can’t be cheated (e.g., become known as liti-
gious). Of course, if repetition is what is making legal enforcement of contracts credible,
then one should model repetition explicitly in the analysis of the underlying contracting
problem if that problem is itself repeated (i.e., the game between an employer and a
long-term employee). In other words, an appeal to reputation for enforcement in a static
analysis of a contracting problem is most acceptable when the problem is short term
(i.e., a given pair meet only once to contract), while the players are long lived (i.e., will
play again with others).

99 Some notable exceptions are Spier (1994) and Krasa and Villamil (2000).
100 For a review of repeated games see Chapter 2 of Gibbons (1992) or Chapter 5 of Fudenberg and Tirole
(1991).
101 See Chapter 6 of Tirole (1988) for details.
102 See, also, Thomas and Worrall (1988).
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Within the literature, self-enforcing contracts are often known as relational contracts.
Applications have included quality assurance for experience goods (i.e., goods the qual-
ity of which can only be assessed via consumption);103 incentive schemes;104 and social
contracts within firms.105 However, explicit models of reputation in the legal literature
on contacts are still relatively rare.106

In addition, while reputations can, in many markets, provide powerful incentives to
perform, in some markets they are less likely to be effective. For example, if perfor-
mance involves a credence good (the quality of which cannot be observed even after
consumption, at least not without expert diagnosis), many breaches may go undetected,
with little harm to the breaching party’s reputation.107 In addition, the enforcement of
reputations may be privately costly to those who enforce them, thus leading to free-
rider problems in enforcement.108 In other markets, where sellers’ histories are not
easily discoverable by buyers (or vice versa), the incentive effects of reputations may
be weakened, though the involvement of kin or ethnic groups or other reputational in-
termediaries may help in overcoming that difficulty.109 Finally, for sellers who are on
the verge of bankruptcy (or are otherwise reaching their “last period”), the prospect of
losing future business may be a very weak constraint at best.

5.4.3. Legal doctrines affecting self-enforcement

As the preceding subsection discussed, reputations are most effective in the context of a
repeated game, so that a party who cheats suffers the consequence by losing the benefit
of future interactions. In some contractual settings, however, the party who cheats can
be made to suffer an extra-legal sanction in connection with the very contract has that
been breached, as long as the other party has not yet fully performed his own end of
the contract. In such a case, the other party may respond not by filing a lawsuit, but by
withholding his own performance. For example, if a seller agrees to deliver goods on
credit, but if the buyer discovers (before paying) that the goods are defective, the buyer
might respond to this breach by refusing to accept or to pay for the goods.

To be sure, the significance of a threat to suspend performance depends partly on the
value that performance has to the other party, but it also depends on how the parties
have structured their transaction. To take an extreme case, if the contract calls for the

103 Klein and Leffler (1981) and Shapiro (1983) are two examples.
104 Bull (1987), Levin (2003), and MacLeod and Malcomson (1989) are three examples.
105 See Hermalin (2001) for a survey.
106 For a qualitative discussion, see Charny (1990). Bernstein (1992, 1996, 2001) has presented several case
studies illustrating the operation of reputational enforcement in specialized markets.
107 See Darby and Karni (1973). Although see Fong (2005) for a more nuanced analysis.
108 For example, Klein and Leffler (1981) model a market in which buyers, if they even once receive a
defective product, follow a flat rule of never purchasing from that seller again. While such a rule does produce
desirable incentive effects, it may or may not be rational for individual buyers.
109 See Landa (1981) and Bernstein (1992) for discussion of kin and ethnic networks. See Mann (1999) on
other reputational intermediaries.
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seller to make all her deliveries before the buyer pays any of the price, that gives the
buyer a good deal of leverage by threatening to withhold payment. On the other hand, if
the contract instead calls for the buyer to pay the entire price in advance, before any of
the goods have been shipped, this gives the buyer very little leverage, while putting the
seller in the happy position of being able to threaten to suspend all of her shipments. As
a consequence, parties often negotiate extensively over the exact timing of the various
payment and delivery requirements.110

In addition, a party’s right to suspend his or her own performance may also be regu-
lated by various legal doctrines, as we now discuss.

Rescission. Once one party has committed a breach, the other party may sometimes
be able to choose between monetary remedies (typically expectation damages, as dis-
cussed earlier in section §5.1.2) and simply walking away from the contract, without
collecting any remedy at all. This latter option is usually referred to as termination or
rescission. To be sure, if the contract would have been a profitable one for the non-
breaching party, that party will usually prefer expectation damages over rescission, for
expectation damages should give the non-breacher all of the benefits she would have
received from performance (if all of those benefits can be adequately measured, see
section §5.2.1 above). But if the contract in question would have been a losing one for
the non-breaching party, rescission may be a more valuable remedy, as it allows that
party to walk away from what might otherwise be a significant loss.

To complicate matters further, in some cases the non-breaching party may elect to
rescind a contract even if she has already performed some part of her own services
under the contract. By rescinding the contract, the non-breaching party would give up
her right to recover the payment specified in the contract, but she could then sue for
restitution to recover a judicially-determined “reasonable value” for her services.111 As
the court’s determination of reasonable value need not be limited by the contract price
for those services, this remedy could leave the non-breacher with more than she could
get under any alternative remedy. Indeed, precisely because rescission is elective for the
non-breacher, a rational non-breacher will not choose it unless it is more favorable to
her.

However, several legal doctrines limit the use of rescission as a response to the other
party’s breach. At common law, breach of a service contract allows the non-breaching
party to elect rescission only if the breach is “material” or “substantial,” a vague test
that leaves much to the courts’ discretion. By contrast, breach of a contract for the sale
of goods is said to allow rescission for any breach whatsoever (the so-called “perfect
tender” rule). The Uniform Commercial Code has altered this latter rule, though, by
limiting the buyer’s right to rescind in cases involving the sale of goods. Under the

110 See Scott and Triantis (2006). In addition to the sources cited earlier in §5.2.6, brief discussions can also
be found in Goetz and Scott (1983), Kull (1991), and Kraus (1994). Note, also, the connection between this
and the discussion of option contracts and holdup in §4.3.2.
111 For other uses of restitution as a remedy, see section §5.1.2 supra.
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UCC, defective goods in a single shipment of a multi-shipment (or installment) contract
do not allow the buyer to rescind the entire contract unless the defect “substantially
impairs” the value of the entire contract. Even in contracts calling for only a single
installment, the buyer may lose the right to rescind if he fails to reject the installment
within a “reasonable” time for inspection. The buyer’s right to rescind may also be
limited by the seller’s right to take a “reasonable” amount of time to “cure” the defect
(see the discussion of “cure” below).

While the remedy of rescission has not been analyzed as extensively as other remedies
have, many of the effects are similar to those of any other remedy that is more generous
to the non-breacher.112 That is, as noted, the non-breacher will elect rescission only
when it is more favorable to her than the other available remedies. Consequently, the
availability of rescission should increase the breacher’s incentive to perform—just as
would any other increase in the size of the likely remedy. Of course, the parties may be
able to renegotiate ex post to avoid inefficient breach or inefficient performance—but,
as with other remedies, the payments that parties must make in ex post renegotiations
will still affect their ex ante investment incentives. Also, if either party is risk averse,
the availability of rescission will also affect their risk-bearing costs, again in the same
manner as any other increase in the expected size of the remedy.

Cure. As noted in the preceding paragraphs, the buyer’s right to rescind a contract
for the sale of goods may be limited (under the UCC) by the seller’s right to cure any
defects in the goods that she delivered. As long as the time specified for delivery of the
goods has not yet expired, the seller has complete freedom to try to cure the defects
and deliver conforming goods. However, even after the time for delivery has expired,
the seller may still have some right to attempt a cure, although this right is subject to
various legal limits (many of which are vague). For example, the seller may not take
more than a “reasonable” time to effect such a cure; and may only do so when she had
“reasonable grounds” to believe that her original, non-conforming delivery would have
been acceptable “with or without a monetary allowance” for the defect. In installment
contracts, where only the goods in a single shipment were defective, the seller must be
able to provide “adequate assurances” that its cure will be successful. And in all cases,
it is ultimately up to a court to determine whether the seller’s efforts have in fact cured
the defect.

In cases where it is clear that the seller can fix the defect, the right to cure serves to
limit the effect of the remedy of rescission. For example, if the market price of goods
fell significantly after the contract was signed, the buyer might otherwise use a trivial
defect—one that could be cured at a de minimis cost—to rescind the contract, thus
forcing the seller to bear the loss from the market’s fall. The economic effects of this use
of rescission were discussed above. Clearly, giving the seller a right to cure eliminates
those effects.

112 The earliest economic discussion is Goetz and Scott (1983). Other discussions include Kull (1991) and
Kraus (1994).
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In other cases, though, it may not be clear (at least initially) whether the seller will
ever be successful in curing the defect. For example, many litigated cases involve the
sale of cars or houses that seem to be “lemons,” whose seller makes repeated but unsuc-
cessful attempts to find and fix the problem.113 In these cases, a court’s interpretation of
the right to cure has the effect of determining the point at which the contractual endeavor
should be terminated in order to cut the parties’ losses. The economic implications of
this decision were discussed earlier in §5.2.6.

Conditions and termination clauses. Parties can also use the contract itself to specify
(within limits) the conditions under which either or both parties will be released from
their obligation to perform. Employment contracts, for example, may allow either the
employer or the employee to terminate the relationship at any time, and for any rea-
son. (Indeed, this is the common-law default rule for employment contracts.) Similarly,
franchise contracts may specify that the franchise relationship will continue indefinitely
unless one or the other party exercises its right to terminate the relationship, often with
some advance notice required (e.g., 30 days’ notice of termination).

Other contracts may permit one part to terminate the relationship if certain terms of
the contract are violated. Technically, contractual clauses whose violation will release
one party from part or all of the contract are referred to in law as conditions. By contrast,
covenants or promises are clauses whose violation normally leads to some other default
remedy. Violation of a covenant will release the other party from the contract only if the
breach is found to be “material” (see the preceding discussion of rescission).

To be sure, just as courts sometimes refuse to enforce liquidated damage clauses (see
§5.3.4), they also do not always enforce contractual termination provisions. For exam-
ple, if termination would inflict on the other party a loss that seems to the court to be
excessive (a “forfeiture”), courts may refuse to give effect to an express condition, thus
prohibiting the other party from terminating the contract. In addition, clauses that pur-
port to give one party the right to terminate a relationship for any reason will sometimes
be interpreted more narrowly by courts, who may refuse to permit terminations that are
not made “in good faith” (a phrase whose exact content is difficult to pin down). By
requiring some degree of judicial approval of a termination decision, these doctrines
thus limit the parties’ ability to use termination as a self-enforcement technique. Some
of the economic effects of these limits are discussed in Klein (1980).

5.5. Other law bearing on contract enforcement

It should also be kept in mind that the enforcement of contracts is often affected by rules
and institutions from other fields of law. For example, one common way for parties to

113 In some cases, the contract may itself specify that the seller has the right to cure, and may even limit the
buyer’s remedy to accepting the seller’s repair or replacement. Even in these cases, though, the UCC allows
courts to disregard such a clause (and bring the seller’s right to cure to an end) if the seller’s inability to cure
causes this remedy to “fail its essential purpose.”
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enhance the likelihood of contractual performance is to offer collateral; and this device
is regulated generally by the law of property and specifically by the specialized law
of secured transactions (see Schwartz, 1989 and Triantis, 1992). Similarly, contracting
parties often enlist third parties as guarantors on their behalf; and the value of such
assurance is determined by the law of suretyship (see Katz, 1999).

Conversely, parties’ ability to use reputation or repeat dealing as private enforcement
devices may be restricted by other fields of law. For example, the law of antitrust gener-
ally prohibits concerted boycotts or refusals to deal; and the law of torts may treat some
reputation-affecting communications as unfair competition, defamation, or invasion of
privacy. To this extent, some private attempts to enforce contracts may be actionable in
their own right.

6. Conclusions

This chapter is lengthy and many of our conclusions have already been given. Conse-
quently, we limit ourselves here to a few remarks.

Given the vastness of the literature on the law and economics of contracts, even a
survey as long as ours must omit certain topics. One topic that has been omitted is the
connection between the literature on contracts and those on torts, takings, and regula-
tion. In particular, much of the economic analysis of regulation takes the view that the
regulator and the regulated entity are entering into what is, effectively, an agency con-
tract between the regulator (the principal) and the regulated entity (the agent). See, for
instance, Laffont and Tirole (1993). But even torts and takings can be related to contracts
if, as some analysis has done, one views the state as seeking to approximate, in some
way via law, the contract that it would have liked to have written with the tortfeasor or
the owner of the property to be taken if their identity were known in advance.114

We have also omitted the entire literature in which the state itself is a party to the
contract. Government contracts raises a number of additional issues, including the need
for public accountability, risks of corruption and political capture, the problem of estab-
lishing credible commitment that will survive changes of governmental regime, and the
special difficulties of enforcing contract rights against a sovereign state. For instance,
the risk of nations repudiating their debt contracts or abrogating licensing agreements is
well documented, especially in the context of developing economies. Creditors or tech-
nology providers who contemplate entering into agreements with such governments,
accordingly, must find ways to mitigate or insure against such risk. At the same time,
citizens and regulators have an interest in preventing state officials from entering into
contracts that are not in the public interest ex ante. To an extent, these issues relate to
our discussion of alternative means of enforcement in §5.4.2 and §5.4.3, but the area is
broader than this.

114 See, e.g., Hermalin (1995) for an application of this approach on the takings issue.
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Any chapter of this sort should close with some suggestions for future research. Some
suggestions have made already: (i) more economic analysis of non-Anglo-American
contract law; (ii) more positive analyses of contract law; (iii) more efforts in modeling
to treat monitoring and measurement as endogenous with respect to what information is
observable or verifiable; (iv) empirical studies of how courts employ certain rules, such
as the parol evidence rule; (v) economic analyses of some of the doctrinal complica-
tions associated with the law of contract formation (e.g., promissory estoppel); and (vi)
more analysis of the interactions between private and state enforcement of contracts.
To this list we would add greater use of new economic paradigms such as behavioral
economics. The behavioral paradigm in particular holds out the promise of increased
understanding of the phenomenon of bounded rationality, and of legal doctrines that
respond to it. Consider, for instance, the literature discussed in §2.3.4 above, as well
as more recent work such as that of DellaVigna and Malmendier on issues of contract
design and self control and their application to questions of how do health clubs design
their contracts (DellaVigna and Malmendier, 2004 and 2006, respectively).
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Abstract

This is a survey of legal liability for accidents. Three general aspects of accident lia-
bility are addressed. The first is the effect of liability on incentives, both whether to
engage in activities (for instance, whether to drive) and how much care to exercise (at
what speed to travel) to reduce risk when so doing. The second general aspect concerns
risk-bearing and insurance, for the liability system acts as an implicit insurer for acci-
dent victims and it imposes risk on potential injurers (because they may have to pay
judgments to victims). In this regard, victims’ accident insurance and injurers’ liabil-
ity insurance are taken into account. The third general aspect of accident liability is
its administrative expense, comprising the cost of legal services, the value of litigants’
time, and the operating cost of the courts. A range of subtopics is considered, including
product liability, causation, punitive damages, the judgment-proof problem, vicarious
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liability, and nonpecuniary harm. Liability is also compared to other methods of con-
trolling harmful activities, notably, to corrective taxation and to regulation.
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1. Introduction

The subject of this chapter is liability for accidents, by which is meant the law deter-
mining when the victim of an accident is entitled to recover losses from the injurer.
This body of law, included in what is known as tort law, governs, for example, when the
victim of an automobile accident can collect from the driver who harmed him, when the
victim of pollution can secure compensation from the polluter, or when the victim of an
adverse reaction to a drug can obtain a judgment from its manufacturer.

Three aspects of accident liability will be addressed. The first is its effect on incen-
tives, both whether to engage in activities (for instance, whether to drive) and how much
care to exercise (at what speed to travel) to reduce risk when so doing. The second aspect
concerns risk-bearing and insurance, for the liability system acts as an implicit insurer
for victims and it imposes risk on potential injurers (because they may have to pay vic-
tims). In this regard, victims’ accident insurance and injurers’ liability insurance will be
taken into account. The third aspect of accident liability is its administrative expense,
comprising the cost of legal services, the value of litigants’ time, and the operating cost
of the courts.1

The chapter will begin in Part A with the central theory of accident liability, where the
main points about incentives, risk-bearing, and administrative costs will be presented.
Then in Part B a variety of subsidiary topics and issues will be discussed, including
liability of firms, the judgment-proof problem (inability to pay fully for harm done),
causation, nonmonetary losses, and vicarious liability. The sections in Part B can be
read more or less independently of one another; they require only an understanding
of Part A. Last, Part C will compare liability to other methods of controlling harmful
activities, such as corrective (Pigouvian) taxes and regulation.

Economic analysis of accident liability began with mainly informal contributions of
a number of legal scholars, notably, Calabresi (1970) and Posner (1972), and has been
developed since then, in large part by economists, using the standard methods of micro-
economics.

Before proceeding, it may be remarked that in view of the importance of liability
in reality (its virtual omnipresence) and its appeal in theory relative to other means of
controlling harmful externalities (addressed in Part C), one has the sense that it deserves
to receive greater attention from economists than it has to this point.

Part A: Central theory of liability

In this part on the principal theory of liability, the two basic rules of liability will be
considered, strict liability and the negligence rule. Under strict liability, an injurer must
always pay for harm due to an accident that he causes. Under the negligence rule, an

1 This chapter is mainly theoretical; for empirical work on liability, see Kessler and Rubinfeld (2007).
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injurer must pay for harm caused only when he is found negligent, that is, only when
his level of care was less than a standard of care chosen by the courts, often referred
to as “due care.” (There are various versions of these rules that depend on whether
victims’ care was insufficient, as will be discussed below.) In fact, the negligence rule
is the dominant form of liability; strict liability is reserved mainly for certain especially
dangerous activities (such as the use of explosives).2 The amount paid by a liable party
under a liability rule is often referred to as “damages,” and unless otherwise noted,
damages will be assumed to equal the harm caused in an accident.

2. Incentives

In order to focus on liability and incentives, it is assumed in this section that victims and
injurers are risk neutral. Further, it is assumed that they are strangers to one another, or
at least are not in a contractual relationship. Additionally, it is assumed for simplicity
that victims and injurers are individuals as opposed to firms (although most of what is
said carries over to the context of firms; see section 5).

To begin with, accidents are assumed to be unilateral in nature: only injurers can in-
fluence risks. Then bilateral accidents are considered; in these accidents victims as well
as injurers affect risks. As noted above, two types of decisions of parties are examined:
concerning their level of care (or precautions) when engaging in an activity; and con-
cerning their level of activity. First, the choice of care alone will be studied; then both
care and activity level will be investigated.

2.1. Unilateral accidents and levels of care

Here the assumption is that injurers alone can reduce risk by choosing a level of care.
Let x be expenditures on care (or the value of effort devoted to it) and p(x) be the
probability of an accident that causes harm h, where p is declining and convex in x.
Assume that the social objective is to minimize total expected costs, x + p(x)h, and let
x∗ denote the optimal x.

Under strict liability, injurers are required to pay damages equal to h whenever an
accident occurs, and they bear the cost of care x. Thus, they minimize x + p(x)h;
accordingly, they choose x∗.

Under the negligence rule, suppose that the due care level, denoted x, is set equal
to x∗. Hence, under the rule an injurer who causes harm will be found negligent and
have to pay h if x < x∗ but will not be found negligent and will not have to pay
anything if x ≥ x∗. It follows that the injurer will choose x∗: Clearly, he will not choose
x greater than x∗, for that will cost him more and he will escape liability for negligence
by choosing merely x∗. Moreover, he will not choose x < x∗, for then he would be

2 Dobbs (2000).
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liable, implying that his expenses would exceed x∗ + p(x∗)h, which is greater than or
equal to x∗.

Thus, under both forms of liability, strict liability and the negligence rule, injurers
are induced to take optimal care. These fundamental results were first shown by Brown
(1973). Several comments may be made about them.

(a) The informational requirements imposed on the courts are different under the two
rules. Under strict liability, the courts need only to observe the harm h. In contrast, under
the negligence rule, the courts need to know more: they must calculate optimal care x∗,
observe actual care x, and also observe harm h. (However, the informational advan-
tage of strict liability is attenuated when strict liability with a defense of contributory
negligence is considered in the bilateral case below.)

(b) The results about optimal care under the two rules (as well as most others in sec-
tion 2) hold more generally than in the simple model considered above. They are valid
if x is multidimensional and if x affects the probability distribution of harm (rather than
just a single level of harm), as the reader can easily verify by essentially the argument
given. Note that if a component of x is not observable by the court, the component can-
not be included in the due care standard, so that the component would not be selected
optimally under the negligence rule but would be under strict liability.

(c) No actual findings of liability occur under the negligence rule when due care is
optimal, x = x∗, since injurers are induced to take due care; but findings of liability do
occur under strict liability (presuming that p(x∗) > 0).

2.2. Bilateral accidents and levels of care

Assume now that victims also choose a level of care y, that the probability of an accident
is p(x, y), which is declining in both variables, that the social goal is to minimize x +
y + p(x, y)h, and that the optimal levels of care x∗ and y∗ are positive and unique.3

Under strict liability, it is evident that injurers’ incentives are optimal conditional on
victims’ level of care, but victims choose y = 0; victims have no incentive to take care
because they are fully compensated for their losses.

However, the natural version of the strict liability rule to consider in bilateral situa-
tions is strict liability with a defense of contributory negligence. Under this rule, a due
care level y is established by courts for victims, and a victim is said to be contribu-
torily negligent if his care level y was less than y. An injurer is held liable for harm
only if the victim was not contributorily negligent, that is, only if the victim’s level
of care was at least his due care level y. If y is set by the courts to equal y∗, then
it is a (Nash) equilibrium for both injurers and victims to act optimally. In particular,

3 In some early, less formal literature on accidents, for example, Calabresi (1970), reference is made to the
notion of the “least-cost avoider,” the party—injurer or victim—who can avoid an accident at the lower cost.
The idea of a least-cost avoider relies on the assumption that either party can undertake a discrete amount of
care that is by itself sufficient to prevent an accident. Under this assumption, it is socially best for only the
least cost-avoider to take care.
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victims will choose y∗ in order to avoid having to bear their losses, assuming that in-
jurers choose x∗: victims obviously would not choose y > y∗. Also, victims would not
choose y < y∗, for if they did so, they would bear their own losses (they would be
contributorily negligent), so would minimize y + p(x∗, y)h; but for any y < y∗, this
must exceed y∗ + p(x∗, y∗)h ≥ y∗. Conversely, injurers will choose x∗, assuming that
victims choose y∗. For then injurers will have to pay for harm, so they will minimize
x + p(x, y∗).4

Under the negligence rule, if due care x is set equal to x∗, then injurers and victims
will also act optimally in equilibrium. Injurers will choose x∗ to avoid being liable,
assuming that victims choose y∗. This is true by essentially the argument showing
that injurers choose x∗ under the negligence rule in the unilateral case. Victims will
choose y∗, assuming the injurers choose x∗. This is so because victims will bear their
losses (since injurers behave nonnegligently), meaning that they will select y to mini-
mize y + p(x∗, y)h, implying that they will choose y∗.

A variant of the negligence rule is negligence with the defense of contributory neg-
ligence, according to which a negligent injurer is held liable only if the victim was not
contributorily negligent. If due care levels are chosen optimally, x = x∗ and y = y∗,
then injurers and victims will act optimally in equilibrium under this rule. The explana-
tion is similar to that just given for the negligence rule.

Another version of the negligence rule is the comparative negligence rule. By defini-
tion of this rule, if both parties are negligent, they each bear a fraction of the harm, the
fraction rising the lower their respective levels of care; if only one party is negligent,
however, that party pays for the entire harm; and if neither is negligent, the victim bears
his losses. Again, if x = x∗ and y = y∗, then injurers and victims act optimally in
equilibrium under this rule. The explanation is identical to that under the negligence
rule with the defense of contributory negligence. That the comparative negligence rule
differs from the negligence rule when both parties are negligent is a moot aspect of
the rule, since in equilibrium, the circumstance in which both parties are negligent is
irrelevant to the calculations of either party.5

In summary, strict liability with the defense of contributory negligence and all of the
versions of the negligence rules support optimal levels of care x∗ and y∗ in equilib-
rium, assuming that due care levels are chosen optimally. These conclusions were also
established by Brown (1973).6

4 It can also be shown that x∗ and y∗ is the unique equilibrium (when y = y∗). Under the other rules to be
discussed in this section, the equilibria are also unique.
5 In versions of the model of accidents in which both injurers and victims might be found negligent in

equilibrium, the comparative negligence rule obviously leads to different results from other versions of the
negligence rule. See Bar-Gill and Ben-Shahar (2003), Edlin (1994), Cooter and Ulen (1986), and Rubinfeld
(1987).
6 Diamond (1974) proved closely related results shortly afterward. See also Green (1976), Emons (1990),

and Emons and Sobel (1991), who focus on the case of heterogeneous injurers and victims.
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It should be noted that courts need to be able to calculate optimal care levels for at
least one party under any of the rules, and in general this requires knowledge of the
function p(x, y).

2.3. Unilateral accidents, levels of care, and levels of activity

Now let us reconsider unilateral accidents, allowing for injurers to choose their level
of activity z, which is interpreted as the (continuously variable) number of times they
engage in their activity. Let b(z) be the injurer’s benefit from the activity, where b is
increasing and concave in z. Assume that x + p(x)h is the cost of care incurred and
the expected harm generated each time that an injurer engages in his activity, so that
z(x + p(x)h) is the total cost of care and expected harm given z.7 Suppose that the
social object is to maximize b(z)−z(x +p(x)h), and let x∗ and z∗ be optimal values of
x and z. Note that x∗ minimizes x + p(x)h, so x∗ is as described above in section 2.1.
Thus, z∗ is determined by b′(z) = x∗ + p(x∗)h, which is to say, the marginal benefit
from the activity equals the marginal social cost, comprising the sum of the cost of
optimal care and expected accident losses (given optimal care).

Under strict liability, an injurer will choose both the optimal level of care x∗ and
the optimal level of activity z∗, as his objective is the same as the social objective, to
maximize b(z) − z(x + p(x)h), because damage payments equal h whenever harm
occurs.

Under the negligence rule, an injurer will choose optimal care x∗ as in section 2.1,
but his level of activity z will be socially excessive. In particular, because an injurer
will be led to escape liability for negligence by taking care of x∗, he will choose z to
maximize b(z)−zx∗, so that z will satisfy b′(z) = x∗. Hence, if p(x∗)h is positive, then
x∗ < x∗ + p(x∗)h, so that concavity of b implies that z > z∗. The explanation for the
excessive level of activity is that the injurer’s cost of raising his level of activity is only
his cost of care x∗, which is less than the social cost, as that also includes p(x∗)h. The
excessive level of activity under the negligence rule will be more important the larger is
expected harm p(x∗)h from the activity.

The distinction between activity level and care level, and the result that under strict
liability, both are chosen optimally, whereas under the negligence rule, the level of ac-
tivity is excessive, is first developed in Shavell (1980b). Several comments about the
conclusions about should be made.

(a) The failure of the negligence rule to control adequately the level of activity arises
because negligence is defined here (and for the most part in reality) in terms of care x

alone. A possible justification for this restriction in the definition of appropriate behavior
is the difficulty courts would face in determining the optimal z∗ and the actual z.

(b) The problem that the activity level is not properly controlled under the negligence
rule has an analogue in respect to any component of behavior that would be difficult

7 If the cost of care and expected harm do not rise linearly with z, the basic nature of the conclusions of this
section would not be altered.
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to incorporate directly into the negligence due care standard (either because it cannot
readibly be observed (consider the frequency with which a driver checks his rear view
mirror) or because it is not easy to calculate what constitutes the optimal setting of the
component). Any such component of behavior will, however, be optimally controlled
under strict liability.

2.4. Bilateral accidents, levels of care, and levels of activity

Suppose now that victims as well as injurers choose levels of care and of activity;
let victims’ level of activity be denoted t (victims’ level of activity might be how
many miles a pedestrian walks and exposes himself to risk) and victims’ utility from
it be v(t), where v is increasing and concave in t . Suppose that social welfare is
b(z) + v(t) − zx − ty − ztp(x, y)h, where, note, the assumption continues to be that
expected accident losses rise linearly with (now victims’ as well as injurers’) level of
activity. In this general situation, none of the liability rules that have been considered
leads to full optimality. As just explained in section 2.3, the negligence rule leads in-
jurers to engage excessively in their activity. Similarly, strict liability with a defense of
contributory negligence leads victims to engage excessively in their activity (the num-
ber of miles pedestrians walk), as they do not bear their losses given that they take due
care. Which form of liability, negligence or strict liability (with the defense of contribu-
tory negligence), is better will implicitly reflect whether it is more important to control
victims’ or injurers’ level of activity; if injurers’ level of activity is more important to
control, strict liability will be superior, otherwise the negligence rule will be preferred.

The reason that full optimality cannot be achieved under either of the major types
of liability rule is in essence that injurers must bear accident losses to induce them to
choose the right level of their activity, but this means that victims will not choose the
optimal level of their activity, and conversely. Indeed, for essentially this reason, it can
be shown that there does not exist any liability rule that induces optimal behavior, x∗,
y∗, s∗, and t∗, assuming that the liability rule is a function only of care levels x and y.8

3. Risk-bearing and insurance

Let us now consider the implications of risk aversion and the role of accident and li-
ability insurance in relation to accident liability. For this purpose, it is convenient to
consider the simple unilateral setting with injurers’ level of care the only aspect of be-
havior at issue; how what is said will carry over to the more general context will be
clear to the reader. Let U and V be the utility functions of injurers and victims respec-
tively, assume that injurers and victims are either risk neutral or risk averse, and let u

8 This result is shown in Shavell (1980b). However, fully optimal behavior can readily be induced with tools
other than liability rules. For example, if injurers have to pay the state for harm caused and victims bear their
own losses, both victims and injurers will choose levels of care and of activity optimally.
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and v be their initial levels of wealth. The development below largely follows Shavell
(1982a, 1987), which first studied liability, risk-bearing, and insurance.

3.1. First-best solution to the accident problem

The socially ideal solution to the accident problem is such that risk-averse parties do
not bear risk and that the level of care is the optimal one, x∗, discussed in section 2.1.

In particular, the socially ideal solution to the accident problem can be identified
with the solution that would be obtained by a dictator who could choose in a Pareto
optimal way the level of care x and also levels of wealth contingent on the occurrence
of accidents, subject to a resource constraint.9 Denoting by vn the wealth of a victim if
he is not involved in an accident, va his wealth if he is, and similarly for un and ua , the
dictator would maximize

EV = (1 − p(x))V (vn) + p(x)V (va)

subject to

EU = (1 − p(x))U(un) + p(x)U(ua) = k,

where k is a constant, and subject also to

((1 − p(x))vn + p(x)va) + ((1 − p(x))un + p(x)ua) + p(x)h + x = u + v.

The second constraint is the resource constraint in expected value terms.10 Is readily
shown that when this problem is solved, (a) risk averse parties—be they injurers or
victims—are left with the same level of wealth, and (b) the level of care is x∗, that
minimizing p(x)h + x.

3.2. The accident problem given liability but in the absence of insurance

The question addressed here is what the Pareto optimal solution to the accident problem
is in the presence of strict liability or the negligence rule. Formally, the problem is to
maximize EV over the parameter(s) of the liability rule subject to the constraint that
injurers choose care x to maximize EU under the liability rule, and subject also to the
constraint that a lump sum ex ante transfer r be such that EU = k.

Under strict liability, the following can be shown. First, if injurers are risk neutral,
the (Pareto) optimal magnitude of liability d is the harm h, and the first-best solution
is achieved. The main reason is that, as injurers are risk-neutral, their bearing of risk

9 In characterizing Pareto optimal solutions to the accident problem, we are of course characterizing so-
cial welfare optima. For were we to maximize any social welfare function depending positively on parties’
expected utilities, the optimum would be Pareto optimal.
10 A justification for writing the resource constraint in terms of expected values is that accident risks among
the population are independent and that the population is large.
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does not reduce their expected utility, and victims are protected against risk because, by
definition of strict liability, they are compensated for harm. But second, if injurers are
risk averse, the optimal magnitude of liability d is less than h and the first-best outcome
is not achieved. The explanation is that, since injurers are risk-averse, it is desirable to
lower liability a positive amount from h, since the first-order benefit in terms of reduce
risk-bearing is positive, whereas the first-order loss from suboptimal incentives is zero
or negative. Note that one interpretation of this result is that when injurers are risk-
averse, it is not desirable to fully “internalize” a stochastic externality.

Under the negligence rule, the following is true. First, if victims are risk-neutral, the
optimal due care standard x equals x∗ and the first-best solution is achieved. This holds
because injurers will be lead to choose x∗ (if d = h) and thus will bear no risk (unlike
under strict liability), and risk-bearing by victims will not reduce their expected utility
as they are risk neutral. Second, if victims are risk-averse, then the optimal x is generally
unequal to x∗ and the first-best solution generally is not achieved. In this case, because
victims are risk-averse, they bear risk when injurers take due care, implying that the
first-best solution is not achieved, and also that it may be desirable for risk to be further
lowered by raising x above x∗.

Note that consideration of risk-bearing alters the comparison of strict liability and
negligence. Strict liability becomes more appealing when injurers are less risk averse
than victims, since strict liability imposes risk on injurers. The negligence rule becomes
more appealing when injurers are more risk-averse than victims, since the negligence
rule imposes risk on victims.

3.3. The accident problem given liability in the presence of insurance

Now assume that victims can purchase insurance against accident losses that they might
bear, and that injurers can purchase liability insurance against liability judgments that
might be imposed on them. Assume also that the insurance policies are optimal for
insureds in the usual sense that the policies are designed to maximize the expected
utility of insureds, given the constraint that the insurance premium is actuarially fair
(equal to expected coverage). Two assumptions about the information of insurers will
be considered: that insurers can observe care x and thus make premiums depend on x;
and that insurers cannot observe care (so that a situation of moral hazard exists).

In this case, then, the formal problem of finding the Pareto optimal liability rule is to
maximize EV over the parameter(s) of the liability rule subject to the two constraints
given in section 3.2 and subject also to the constraints that injurers and victims purchase
insurance policies that maximize their expected utility given that premiums are fair.

Under strict liability, the following can be shown. The magnitude d of liability equals
the harm h, and the first-best solution to the accident problem will be achieved unless
injurers are risk-averse and liability insurers cannot observe care. Whether or not the
first-best solution is achieved, it is not socially desirable for the government to interfere
in the insurance market.



150 S. Shavell

The foregoing is clearly true if injurers are risk-neutral, so let us consider the case
where injurers are risk-averse. Then if liability insurers can observe care, it is straight-
forward that the first-best outcome will be achieved. The reason is that injurers will pur-
chase full liability insurance coverage, will pay a premium of p(x)h, will choose care
x to minimize the cost of care plus the insurance cost, namely, to minimize x + p(x)h,
and hence will choose x∗. Since injurers do not bear risk (because coverage is full), vic-
tims do not bear risk, and care is optimal, the first-best outcome is achieved. The other
case is that in which liability insurers cannot observe care, so that moral hazard exists.
In this case, as a general matter, injurers will find it optimal (due to moral hazard) to
purchase partial liability insurance coverage of c < h, so injurers will bear risk of h−c.
Hence, they will have a positive incentive to take care, even though they own liability
insurance. The first-best outcome will not be achieved because care will generally be
different from x∗ and because risk-averse injurers bear risk (of h−c). However, it can be
shown that the outcome that results when damages d = h and individuals purchase their
privately-optimal liability insurance is second-best (equivalent to what a dictator could
achieve if he was not able to directly control care but could control levels of wealth con-
tingent on the occurrence of accidents). Hence, it can be demonstrated that government
intervention in the liability insurance market is not desirable. This conclusion, about the
undesirability of government intervention, is not transparent.11

Under the negligence rule, if due care x is set equal to x∗, the first-best solution is
achieved. The explanation is, essentially, that injurers will be led to take due care and
will not want to purchase liability insurance because they will not bear the risk of lia-
bility (it can be shown that they would not want to fail to take due care and buy liability
insurance).12 Further, since injurers take due care and are not held liable, victims are
induced to purchase accident insurance so will not bear risk themselves.

Three points may be made in summary of the foregoing discussion. First, the presence
of liability insurance affects incentives of injurers in a manner that depends on whether
insurers can observe their level of care; liability insurance translates and modifies, but
does not eliminate, injurers’ incentives to take care under the threat of liability. Second,
there is no basis for government intervention in liability insurance markets despite the
moral hazard that liability insurance creates when insurers cannot observe care. This
point is not only of intellectual note. Historically, the sale of liability insurance was
viewed with skepticism and delayed in some countries, on the ground that it might in-
terfere with incentives; in the former Soviet Union, liability insurance was proscribed;

11 However, partial intuition for the conclusion may be helpful to provide. Suppose that it is assumed (rather
than proved to be optimal) that the magnitude of liability is h. Then it must be welfare enhancing to allow
injurers to purchase whatever liability insurance policy they please, for doing so must raise their expected
utility, and this cannot affect the expected utility of victims since they are fully compensated for harm, given
that liability is strict and that d = h.
12 The conclusion that injurers do not purchase insurance under the negligence rule does not hold if courts
might err in the negligence determination or if other uncertainties lead to the risk that injurers would be found
liable. For a model of liability and insurance that considers this possibility, see Sarath (1991).
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and today liability insurance is disallowed in this country in some domains.13 Third, the
presence of liability and accident insurance means that the risk-bearing reasons favoring
either strict liability or the negligence rule, given above in section 3.2, are essentially
mooted; if injurers are risk-averse, they can purchase liability insurance coverage un-
der strict liability, and if victims are risk averse, they can purchase accident insurance
coverage under the negligence rule.

4. Administrative costs

The administrative costs of the liability system are the legal expenses and the time and
effort of litigants and of the state that are generated by the bringing and the resolution
of suits. These costs are substantial; a number of estimates suggest that on average, ad-
ministrative costs of a dollar or more are incurred for every dollar that a victim receives
through the liability system.14

The factor of administrative costs raises the issue of whether the use of the liability
system is worthwhile, that is, about the socially desirable volume of suits. The presence
of administrative costs also leads us to reexamine optimal risk-reducing behavior and to
inquire about the comparison between strict liability and negligence. In addressing these
questions, it will be convenient to assume that parties are risk neutral and to consider
the unilateral model of accidents with injurers’ care being the only variable. The social
goal will be taken to be minimization of social costs, comprised of the costs of care,
expected harm, and now also expected litigation costs.

4.1. Volume of suit

In order to relate the private incentive to sue to what is socially desirable—and to show
that they fundamentally diverge—it will be useful to examine in this section a discrete
version of the unilateral model, where there is just a single positive level of care. (This
allows us to isolate the issue of the volume of suit from the issue of the level of care,
since care is not continuously variable.) Let x be the single level of care that injurers
can exercise, p the probability of harm h if care is not taken, and p′ < p the probability
of harm if care is taken. If x < (p − p′)h, let us say that care is “efficient” since it
lowers social costs, other things being equal. Further, let cV be the cost of suit for a
victim, cI the cost of suit for an injurer, cp the cost born by the public, and suppose that
liability is strict.

When is suit socially desirable? In a general sense, the answer is: when the benefit
of suit, in terms of inducing the exercise of care and reducing expected harm, exceeds

13 On the historical resistance to the sale of liability insurance, see Tunc (1974, pp. 50–52). In this country
today, liability insurance coverage is barred against punitive damages in some jurisdictions and also against
certain types of fines; see Jerry (1996, pp. 471–477).
14 See Danzon (1985, p. 187), Kakalik and Pace (1986, p. vii), and Tillinghast-Towers Perrin (2000, p. 12).
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expected litigation costs. To amplify, if suit does not induce care to be taken, then plainly
suit cannot be socially desirable: for if suit is not brought, social costs will be ph,
whereas if suit is brought, social costs will be p(h+ cV + cI + cP ), which is higher due
to litigation costs. Suppose now that suit does induce care to be taken. Then if suit is
brought, social costs will be p′(h+cV +cI +cP )+x. Hence, suit is socially worthwhile
if and only if p′(h+cV +cI +cP )+x < ph, or equivalently, if and only if the following
key social condition holds:

p′(cV + cI + cP ) < (p − p′)h − x.

This is exactly the condition that expected litigation costs are less than the net deterrence
benefits of suit.

It is readily seen that suit may be brought by private parties even though that is so-
cially undesirable. Suit will be brought by a victim of harm whenever cV < h. This
can be true even though suit is not desirable. For example, suit might not affect care at
all—might not induce x—yet still be brought by victims since cV < h; in this case,
suit would be a pure waste, as the expected litigation costs of p(cV + cI + cP ) would
accomplish nothing. Even if suit induces care, the key social condition of the last para-
graph for suit to be desirable might not hold when cV < h. An aspect of this problem,
note, is that in contemplating suit, the victim takes no account of the possibility that suit
may fail to induce care or that the exercise of care may have little social value.

It is also evident that suit may not be brought even though it would be socially de-
sirable that it be brought. This would be so if the bringing of suit would induce care
and thereby produce a valuable deterrent; in other words the key social condition may
hold even though cV > h. An example is this: h is 100, cV is 200, other litigation costs
are 0, x is 1, p is 1, and p′ is .01. Here suit is not brought, since 200 exceeds 100,
so social costs are 100 (for p is 1). But were suit brought care of 1 would be exer-
cised, the probability of harm would drop to .01, so expected social costs would be
.01(100 + 200) + 1 = 4, which is far lower. The problem here is in part that when the
victim considers suit, the fact that his willingness to sue would create very beneficial
deterrence is of no moment to him.

Several remarks about the foregoing are worth making, helping to explain why the
actual incentive to sue may be different from what is socially best. First, from the purely
formal perspective, the private condition determining suit, whether cV < h holds, is
facially quite different from the key social condition, p′(cV +cI +cP ) < (p−p′)h−x.
Second, there are two intuitively understandable social/private divergences at work. One
is that the victim does not take into account the point that bringing suit causes a negative
externality in the form of litigation costs on the injurer and society, namely cI +cP . The
other is that, as mentioned, the victim does not take into account a positive externality
due to suit, the creation of incentives to take care and to lower risks (for the victim
sues only after an accident occurs). These two private/social divergences, working in
opposite directions, make understandable how it is that there can be either too much or
too little suit.
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The private/social divergence may be of substantial importance in fact. For example,
the financial reasons to sue for losses sustained in an automobile accident are often high
and result in a tremendous amount of litigation and attendant expense—about half of all
tort litigation in the United States concerns automobile accidents. Yet the incentive to
drive safely may be relatively little affected by the prospect of suit (because incentives
to drive safely, such as they are, have mainly to do with fear of injury from an accident
or fear of criminal liability). If so, the large volume of automobile-accident litigation
may largely constitute a social waste (my point is not so much that it is a social waste
as it is that it could be; that the litigation is observed does not signal its social utility).15

The private/social divergence could be remedied by, for example, the state barring
suit where it is undesirable but would be brought, or by the state subsidizing suit where
it would be desirable but not be brought. For the state to do this, however, requires that
it determine, among other things, the incentive that suit generates, in other words, that
the key social condition must be ascertained. This imposes a high informational burden
on the state. There is no easy fix, no simple remedy (such as making the victim pay
the full litigation costs of suit) that will result in the socially desirable level of suit or
necessarily to an improvement.

The points made here about the private versus the social incentive to use the legal
system are first made in Shavell (1982b).

4.2. Level of care and volume of suit

Now let us return to the setting with care continuously variable, so that we can consider
not only the issue of the volume of suit but also that of variation in the level of care.
As will be seen, the level of care should be higher than the otherwise socially best level
x∗, due to litigation costs. The reason is essentially that the occurrence of an accident
creates greater social costs than just the harm h itself, as the social costs equal the harm
plus litigation costs.16

To amplify, consider the following second-best problem: a dictator with the goal of
minimizing total social costs can order victims when to sue and how much liable injurers
should pay, but the dictator cannot directly control the level of care x. The solution to
this second-best problem is a natural standard of comparison for the functioning of
the liability system. It can be shown that the second-best solution has the following
character. If suit is brought, injurers pay h + c, where c = cV + cI + cP , so injurers
should bear the harm plus total litigation costs. The explanation for this result is that,
if suit is brought, then the occurrence of harm creates social costs of h + c, so that the
injurer should be given an incentive to take care reflecting this amount. Additionally,
under the second-best solution, suits are brought if and only if the following key social

15 For empirical study of the effect of liability on automobile accidents, see Cummins et al. (2001), Dewees
et al. (1996), E. Landes (1982), and Sloan (1998).
16 This section follows Shavell (1999).
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condition is satisfied:

p(x∗(h + c))c ≤ [p(0) − p(x∗(h + c))]h − x∗(h + c),

where x∗(h + c) is the x that minimizes x + p(x)(h + c), that is, the optimal level of
care when accident losses are h+ c. The left side of this condition is expected litigation
costs and the right side is the reduction in expected harm net of the cost of care induced
by suit.

Under strict liability, with damages d = h, suit is brought when cV < h. For reasons
that are essentially those given in section 4.1, it is possible that suit is brought when the
key social condition does not hold and suit is undesirable; and it is also possible that suit
is not brought when the key social condition does hold and suit is desirable. If suit is
brought, the level of care that will be taken is x∗(h+cI ), since the injurer bears his own
litigation costs; this level of care is less than the second-best optimum level of care of
x∗(h+ c). In summary, suit might be excessive or inadequate; and when suit is brought,
the level of care is too low.

The second-best outcome can be achieved, however, assuming that the state can de-
termine whether the key social condition holds. For suit can be barred if that is optimal
and subsidized if need be. Further, if suit is optimal and is brought, the correct level of
care can be induced by raising damages by making the injurer pay h + cV + cP ; since
he naturally bears his own litigation costs, this level of damages means that the injurer’s
total expenses are h + c so that his level of care will be second-best optimal.

4.3. Comments

(a) The basic points made above about the social versus private incentive to make use of
the liability system, given that it is costly to employ, are robust. Whatever the specific
nature of the model, it will tend to be true that a party contemplating making an expen-
diture will not take into personal account the negative externality that his expenditure
will engender, in the form of expenditures by the other side of litigation and by the state;
also, the party will not take into account the incentive effects of his expenditure on the
behavior of others. As suggested in section 4.1, the possibility of a divergence seems to
be of substantial policy interest because of the magnitude of administrative costs.

(b) Also, the point that the level of care (as distinguished from the volume of suit)
should reflect the fact that when harm occurs and suit is brought, the social conse-
quences are not limited to the harm but include litigation costs is general, and it yields a
relatively easily applied policy prescription, that injurers’ total payments should reflect
total litigation costs. Such payments need not be in the form of damages; they could be
in the form of fines on top of damages.17

(c) The difference between the private and the social motive to litigate is, as noted, ini-
tially developed in Shavell (1982b), and is extended in various ways in Menell (1983),

17 An advantage of having litigation costs paid as fines is that then victims would not have an incentive to
spend too much on litigation.
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Kaplow (1986), Rose-Ackerman and Geistfeld (1987), and Spier (1997). Also, Polinsky
and Rubinfeld (1988) consider the incentive to bring suit and injurers’ level of care,
presuming that the only policy instrument is the magnitude of damages. Under this as-
sumption, the state is not able to induce both the optimal volume of suit and the optimal
level of care, and as a consequence, the optimal level of damages does not equal harm
plus others’ litigation costs and may even be less than harm (if it is desirable to discour-
age suit and suit cannot be barred or taxed, damages need to be lowered). Polinsky and
Che (1991), Hylton (1990), and Shavell (1999), however, allow for the level of suit to
be controlled separately from injurers’ level of care. For further discussion of litigation
and private versus social incentives, see Shavell (1997) and Spier (2007).

4.4. Strict liability and negligence

Administrative costs enter into the comparison of strict liability and negligence as forms
of liability. However, there does not seem to be a clear a priori difference in litigation
costs under the two. Strict liability would be expected to result in a higher volume of
cases than the negligence rule, for cases will be brought under strict liability whenever
cV < h, whereas cases will often not be brought under the negligence rule when cV < h

since the injurer will often be known not to have acted negligently.18 Although this
factor of the volume of cases implies that strict liability is more expensive than the
negligence rule, the litigation cost per case disputed is likely to be higher under the
negligence rule, since negligence has to be determined, and since settlement of cases is
less likely than under strict liability. Hence, either strict liability or the negligence rule
could turn out to be the more costly on grounds of administrative costs, depending on
the relative importance of the volume of cases (making strict liability more expensive)
and the litigation cost per case (making the negligence rule more expensive).

Another issue bearing on strict liability versus the negligence rule concerns private
and social incentives to bring suit. There is some basis for thinking that the problem
of socially excessive suit discussed above is less likely under the negligence rule than
under strict liability. To understand why, observe that if the negligence rule functions
perfectly, it will be socially advantageous for suit to be subsidized so that it would
be free to bring: for injurers will then decide to act nonnegligently, no suits will in
fact be brought, and no litigation costs will be incurred. However, if as is realistic one
assumes that courts may err in the negligence determination and/or that victims may
not be able to tell whether injurers are nonnegligent, suits will sometimes be brought
under the negligence rule. In consequence, the general qualitative results reached under
strict liability will apply under the negligence rule as well, although the likelihood of
excessive litigation would seem to be lower.

18 Farber and White (1991) provide evidence that many medical malpractice cases are dropped when plain-
tiffs learn that the defendant probably was not negligent. Relatedly, Ordover (1978) examines a model in
which victims’ decision whether to sue under the negligence rule depends on their beliefs about the negli-
gence of defendants.
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Part B: Extensions

5. Liability of firms

Let us reconsider the theory of liability under the assumption that injurers are firms.
This will require us to take into account the relationship between liability and market
price, and also the level of production. Two cases will be distinguished: where accident
victims are strangers to firms, such as where a person’s car is damaged by a firm’s truck;
and where accident victims are the consumers of firms and are injured because of their
purchase of a product or service, such as where a person’s water heater ruptures and
damages his property. Where accident victims are consumers, firms may be concerned
about the risks generated by their products because consumers will pay less for risky
products to the degree that they perceive risk; hence the need for liability as an incentive
tends to be reduced.

Firms will be presumed to be identical, to maximize profits, and to operate in a per-
fectly competitive environment, so that product price will equal unit cost of production,
including expected liability costs. Firms and victims will be assumed to be risk neutral,
accidents to be unilateral (only firms’ behavior affects risk), and the liability system to
operate without administrative cost. The measure of social welfare is analogous to that
considered in section 2 with activity levels: the utility consumers derive from products
(such as from water heaters) and, where relevant, the utility that strangers obtain from
their activities (such as from driving), minus expected harm, the costs of care, and direct
costs of production. The development below follows the lines of Shavell (1987).

5.1. Victims are strangers

Let c be the direct production cost per unit of a firm’s product, x the cost of care per unit
of the product, s the quantity of the product produced and consumed, and u(s) the utility
consumers obtain from the product. Then social welfare is u(s)−s[c+x+p(x)h], where
the term in brackets is the production cost, cost of care, and expected harm suffered
by strangers per unit. It is clear that optimal care x∗ is, as earlier, the x minimizing
x + p(x)h. Hence, the optimal quantity of the product s∗ is determined by u′(s) =
c + x∗ + p(x∗)h, which has the familiar interpretation that marginal utility must equal
the production cost of a unit, here including cost of care and expected harm.

Under strict liability the level of care and also the quantity produced will be socially
optimal. Firms will choose x∗, in order to minimize unit production cost. Hence, unit
production cost and price will equal c + x∗ + p(x∗)h, implying that u′(s) = c + x∗ +
p(x∗)h, so that s will equal s∗. The quantity produced will be optimal because the price
will reflect the expected harm caused by the product.

Under the negligence rule, if due care x equals x∗, then by the logic of section 2.1,
firms will choose x∗, so that unit costs and product price will be c + x∗. Hence, the
quantity sold will be determined by u′(s) = c + x∗, implying that the quantity under
the negligence rule is socially excessive, since c + x∗ < c + x∗ + p(x∗)h. The reason
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is that the price does not reflect expected harm under the negligence rule. The problem
with the negligence rule is analogous to that discussed in section 2.3; here the analog to
the activity level is the quantity produced of the good.

Thus, the way that the liability rules function is similar to how they function when
injurers are individuals; the effect of liability on firms’ care is the same as on individual
injurers’ care, and the effect of liability on purchases via prices is analogous to its effect
on individuals’ choice of activity levels. The point that strict liability, but not the negli-
gence rule, results in prices that induce optimal production is made in Polinsky (1980b)
and Shavell (1980b).

5.2. Victims are consumers

Define the full price of the product as the market price plus the perceived expected acci-
dent losses that would be borne by a consumer. Consumers will choose their purchases
s to maximize their utility u(s) given the full price.

Suppose first that consumers can observe the risk p(x) associated with a firm’s prod-
uct. Then the outcome will always be optimal. In the absence of liability, firms that
choose x will charge c+x, and consumers will view the full price as c+x+p(x)h. Since
consumers will buy from firms with the lowest full price, firms will be led to choose x∗
to minimize the full price. Since the full price will be c + x∗ + p(x∗)h, consumers will
choose s to maximize u(s) − s[c + x∗ + p(x∗)h], so they will choose s∗. Under the
negligence rule with due care of x∗, firms will choose x∗ and charge c + x∗, the full
price will again be c + x∗ +p(x∗)h, so consumers will choose s∗. Under strict liability,
firms will choose x∗ to minimize the market price, which will be c + x∗ + p(x∗)h; this
will also be the full price (since consumers do not bear any losses), and consumers will
choose s∗. That the presence of liability does not matter is due to the assumption that
consumer information is perfect, meaning that market incentives result in proper care
and consumer knowledge of the full price leads to correct purchases.

Suppose next that consumers cannot observe p(x) for an individual firm but do know
p(x) on average. In the absence of liability, a firm would not choose positive x, for it
could not charge a higher price for so doing. Hence, x = 0 in equilibrium, and since
consumers know the risk to be p(0) (as they know the average risk), the full price is
c + p(0)h, and s satisfies u′(s) = c + p(0)h. Thus, care is too low and s is unequal
to s∗, but s is optimal given p(0). Under the negligence rule and under strict liability,
firms act as they do in the previous case, so that x∗ and s∗ are chosen. In this case, then,
the presence of liability matters, since care will not be taken without liability. Even the
negligence rule results in the correct level of purchases s∗ since consumers know the
risk p(x∗) in equilibrium.

Suppose now that consumers misperceive average risk, say they believe the risk is
αp(x) where α is unequal to 1. To illustrate the difference this makes from the previ-
ous situation, suppose α < 1, so consumers underestimate the average risk (the case
of α > 1 is analogous). Then in the absence of liability, firms again choose x = 0,
and individuals choose s to minimize the full price of c + αp(0)h, so they choose s
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that is too high given the risk of p(0). Under the negligence rule with due care of x∗,
firms choose x∗ and the full price is c + x∗ + αp(x∗)h, so that s is too high. Under
strict liability, however, since firms choose x∗ and the market price of c + x∗ + p(x∗)h
is the full price, s∗ is chosen. In other words, when consumers misperceive average
risks, liability is needed to induce firms to take optimal care, and strict liability rather
than the negligence rule is needed to induce consumers to purchase the correct quan-
tity.

To summarize, when consumer information about product risk is perfect at the level
of the individual firm, liability is not needed to induce optimal care nor to provide
consumers with the right price on which to base purchases, since they take expected
harm into account in deciding on purchases. When, however, consumer information is
not perfect, liability is generally needed to achieve optimality, and the nature of the
imperfection of information influences how, exactly, and the degree to which, liability
improves outcomes.

Last, let us comment on warranties, which is to say, the effective choice of liabil-
ity rules by consumers. Consumers will choose the form of warranty that results in the
lowest full price. It follows that if consumers correctly perceive average risk, they will
purchase warranties imposing either negligence or strict liability on firms, and the out-
come will be optimal. If consumers misperceive risks, however, warranty choice may
not lead to the optimal outcome. To illustrate, suppose that consumers underestimate
average risk. Then consumers will tend not to want a warranty giving strict liability,
for this would lead to a market price that appears expensive to them (in the extreme
case where consumers believe the risk to be zero, the warranty would raise the price
but appear to have no value to consumers). As a consequence, consumers might elect a
negligence rule form of warranty, or none at all; thus, the outcome, would not be opti-
mal; notably, purchases would be excessive. Therefore, misperception of risk may lead
to problems with choice of warranties.

Literature on firms’ liability to consumers, so-called product liability, includes early
papers by Oi (1973) and Hamada (1976), assuming that consumers have perfect infor-
mation about risk. Articles that study imperfect information about product risk and/or
liability include Goldberg (1974), Schwartz and Wilde (1979), and Shavell (1980b). Key
articles on the theory of warranties are Grossman (1981) and Spence (1977); see also
Priest (1981) for an important informal treatment of warranties emphasizing consumer
behavior.

6. Aspects of the negligence determination

In this section, I extend the simple model of the negligence determination in several
ways. In doing this, I consider the unilateral model of accidents, but what is said about
injurers will carry over to victims in regard to the determination of contributory negli-
gence.
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6.1. Differences among injurers

One issue that bears on the negligence determination concerns differences among in-
jurers that lead to differences in the optimal level of care. In particular, suppose that
injurers vary in their cost of exercising care (were the difference to concern some other
factor, such as the likelihood of causing harm, the conclusions would be similar). Let kx

be the cost of exercising care of x for an injurer of type k, where k is distributed on an
interval [0,K]. The optimal level of care for an injurer of type k is the x that minimizes
kx + p(x)h; denote this by x∗(k), which is increasing in k.

If courts can determine an injurer’s type, they can set the due care standard for each
type optimally and induce all to act optimally; that is if x(k) = x∗(k), then each type
of injurer will take due care and act optimally. However, if courts cannot observe k, and
must set a single due care standard x in [x∗(0), x∗(K)], then it can be shown that the
optimal level of this uniform due care standard is greater than or equal to x∗(E(k)), the
optimal level of care for the person with the mean cost parameter. (The optimal level of
care for this mean person is sometimes referred to as the standard of due care for the
“reasonable” man.)

Now make the additional assumption that injurers have a choice whether or not to
engage in their activity, and if they so do they obtain a benefit of u (there is only one
level of activity, for simplicity). Then it is socially beneficial for an injurer of type k

to engage in the activity if and only if u > kx∗(k) + p(x∗(k))h. However, we know
from above (see section 2.3) that, under the negligence rule, injurers may decide to
engage in the activity even though doing so is socially undesirable; the problem is that
injurers can avoid having to pay for the activity by taking due care. This problem is
most serious in regard to injurers with high k—for whom it is very expensive to take
care or who are awkward or inept; for them kx∗(k) + p(x∗(k))h will be high—perhaps
greatly exceeding u—since x∗(k) will be low. This has an implication for the setting of
due care. Even if the courts can observe injurers’ type k, the optimal level of due care
may not be x∗(k) for all k; rather optimal due care may be x > x∗(k) for all k above
some threshold k′. By setting such a due care standard, engaging in the activity may
become too expensive to be worthwhile for high k types, thus implicitly combating the
problem of excessive engagement in the activity for these most dangerous types. For
similar reasons, in the case where k cannot be observed, the optimal single level of due
care will tend to be higher than in the last paragraph.19

6.2. Imperfect assessment of care by courts

Another issue that bears on the determination of negligence is that courts may make
mistakes in assessing the care exercised by injurers. Let e be the error in the level of

19 On differences among individuals and the negligence determination, see Diamond (1974) and Shavell
(1987, pp. 86–91).
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care, so that x + e is the level of care observed by a court. Thus, if x is the due care
standard, negligence will be found when x + e < x, which is to say, when e < x − x.
Accordingly, even if x = x, negligence might be found in the event of an accident, for
if e < 0 negligence would be found.

An injurer subject to the negligence rule will choose x to minimize x + Prob[x +
e < x]p(x)h, where Prob denotes probability. It can be shown that if the due care level
x would be met in the absence of error, then in the presence of error injurers will choose
x > x, provided that the distribution of e is sufficiently concentrated. In particular, care
will be excessive under this condition if due care x is set at the optimal level x∗. Also,
negligence will sometimes be found in general. The intuition behind this result that care
tends to be excessive due to error in its determination is that the injurer can guard against
being found negligent by taking excessive care; for taking more than due care means
that even if actual care is underestimated, he might still escape liability, and taking more
than due care may well cost less than the reduction in expected liability that it brings
about. The analysis of error in observing care is first examined in Diamond (1974) and
the point about excessive care is emphasized in Craswell and Calfee (1986).20

6.3. Imperfect ability to control care by injurers

An additional issue that affects the finding of negligence is that individuals may not
be able to control perfectly what might be called their momentary level of care, such
as a driver’s behavior at a particular instant. A driver might be unable to control his or
her behavior at a particular instant due to a sneeze (causing the driver to swerve) or to
an inadvertent lapse in attention. In contrast, what an injurer is able to control is his
general habit of attention, his mental attitude (which might be reflected, for instance,
by the frequency with which a driver looks at his rear view mirror, how frequently he
switches lanes, and the like). But a court would usually find it difficult to observe this
mental attitude, as opposed to the momentary level of care. We might formalize these
observations by assuming that an individual chooses x, his general level of attention,
whereas his momentary level of care is x + e where e is a random term, and where it is
x + e that the court observes. Hence, the injurer will be found negligent in the event of
an accident if x + e < x, and the analysis of his behavior will be similar to that in the
last section, with the conclusion being that care will tend to be excessive if x = x∗, and
that negligence will sometimes be found.21

6.4. Errors in the calculation of due care

A further issue concerns whether courts may make mistakes in ascertaining the optimal
due care standard. If courts’ information about the function p(x) or about the cost of
care is imperfect, then their calculation of x∗ will tend to be incorrect.

20 The analysis is further developed in Shavell (1987, pp. 93–99).
21 On the momentary level of care, see Diamond (1974) and Shavell (1987, pp. 96–97). See also Grady
(1983).
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One possibility is that injurers do not know in advance how the courts will err in
determining x∗ and thus in determining due care x. In this case, injurers will tend to take
excessive care in order to escape liability due to mistake, and negligence will sometimes
be found, for reasons closely associated with those discussed in the last two sections.

The other possibility is that injurers anticipate what the (mistaken) due care standard
will be. Under this assumption, if due care is too low, x < x∗, injurers will take care
of x and will not be found negligent. If due care is too high, x > x∗, injurers will take
care of x and will not be found negligent, provided that x does not exceed x∗ by too
much. If x is sufficiently high, however, injurers will decide to be negligent and will
choose x∗.22

7. Causation

A fundamental principle of liability law is that a party cannot be held liable unless he
was the cause of losses. For example, if a surgeon negligently performed a procedure
and his patient died on the operating table, but the patient would have died even if the
surgeon had properly carried out the procedure, the surgeon would not be held liable. Or
if a firm pollutes a stream with a carcinogenic agent and a person living nearby develops
cancer, but the cancer is shown to be due to another carcinogenic factor, the firm will
not be held liable.

The idea of causation of harm can be expressed as follows. Let s denote a state of the
world in the universe of possible states. Let h(s, x) be the harm that occurs in state s if
action x (which could be a level of care) is taken. Then, given a state s, taking action x

may be said to be a cause of losses of h relative to some other reference or comparison
action x0 if h(s, x) − h(s, x0) = h. Often, when it is said that an injurer is a cause of
losses, the comparison action is not mentioned but it will be implicit from the context.

Let us now consider the effect of the causation requirement—that liability is imposed
only if the injurer was the cause of harm—on incentives under liability rules. On this
issue, see originally Calabresi (1975) and Shavell (1980a).23

7.1. Strict liability

Under strict liability, it is readily shown that if injurers are held liable for the harm that
their activity causes, but not for other harm, then their incentives to take care and to
engage in harmful activities will be optimal. Here, by harm that their activity causes
is meant harm that is caused by their engaging in their activity relative to their not
engaging in their activity.

If injurers are held liable for less than the harm they cause, or for more than that harm,
their incentives will generally be suboptimal. Notably, if they were held liable for harm
that they do not cause—if firms are held liable for cancer that their pollution does not

22 See Shavell (1987, pp. 97–98).
23 See also W.M. Landes and Posner (1987, pp. 228–255) and Shavell (1987, pp. 118–123).
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cause—then they might be led to take excessive care24 or be undesirably discouraged
from engaging in their activity.

7.2. Negligence rule

Under the negligence rule, it can be shown that injurers will be led to take due care,
assuming that due care equals optimal care, if they are held liable only if they caused
harm and pay damages equal to harm. Here two possible definitions of harm are natural
to consider. One is harm relative to the harm that would have occurred had the injurer
not engaged in his activity (for example, not driven a car). The other possible definition
is harm relative to the harm that would have occurred had the injurer taken due care; in
other words, harm would be measured by h(s, x) − h(s, x). I have employed the first
definition in the present chapter and will continue to do so below.25

If injurers were held liable more often than when they caused harm, this would not
lead to their taking excessive care; it would only augment their already sufficient in-
centive to take due care. Thus, unlike under strict liability, there is not an affirmative
reason to restrict liability to accidents caused by injurers under the negligence rule in
the simple unilateral model of accidents.

Nevertheless, there exist advantages of restricting liability on the basis of causation
under variations of the basic unilateral model. Specifically, in the presence of un-
certainty about the negligence determination, relaxation of the causation requirement
might exacerbate the tendency to take excessive care (this tendency exists under the as-
sumption that damages are measured according to the first definition of harm). Further,
relaxation of the causation requirement would tend to increase the volume of litigation
and thus administrative costs.

7.3. Uncertainty over causation26

In many situations there is uncertainty about causation. For example, it may not be
known which manufacturer out of many sold the product that resulted in injury, or
whether harm was due to the defendant firm’s pollution or to background factors. The
traditional approach of the law is to employ a 50% probability threshold: to hold a de-
fendant liable if and only if the probability that the defendant was the cause of losses

24 To illustrate why an injurer might take excessive care, imagine that a firm would be made to pay for
cancers that its pollution did not cause if it discharges some pollution, but not otherwise. Then the firm would
have an excessive incentive to reduce pollution to zero (perhaps by installing a socially undesirably expensive
pollution control device).
25 The main reason that I adopt the first definition of harm is that courts frequently have insufficient infor-
mation about h(s, x) to calculate h(s, x) − h(s, x). Were the second definition of harm employed, it can be
shown that injurers would still be induced to take care of x∗ if x = x∗. The main differences that the second
definition of harm would make to the analysis flow from the implication that expected liability would be con-
tinuous in x at x rather than discontinuous. Kahan (1989) and Grady (1983) focus on the implications of the
second definition of harm.
26 On the subject of this section, see Rosenberg (1984) and Shavell (1985), and Shavell (1987, pp. 123–126).
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exceeds 50%. More generally, the courts could employ a probability threshold t differ-
ent from 50%.

The probability threshold approach may lead to suboptimal behavior. On one hand,
if an injurer knows that the probability that he was the cause of losses will be less
than 50% (or whatever is t), he will never be held liable so will have no motive to
reduce risk. On the other hand, if he anticipates that the probability that he was the
cause of losses will exceed 50%, he will always be held liable, and his incentives will
also be suboptimal, at least under strict liability. For under strict liability, his excessive
liability implies that he will have too low an incentive to engage in the activity. Under
the negligence rule, however, his being held liable even when he was not the cause of
losses will only increase his incentive to take due care, so should not result in excessive
care, assuming that the negligence determination occurs without error.

As an alternative to the probability threshold criterion, the legal system has sometimes
adopted the proportional liability approach, that is, of imposing liability in propor-
tion to the likelihood of causation. Under this approach, an injurer whose likelihood
of being the cause of harm was q would pay damages of qh in a case for which the
harm was h. (The proportional approach is often called market-share liability, since
in a context in which different firms cause accidents and it is hard to identify which
firm caused a particular harm, the likelihood of causation may be approximated by a
firm’s market share.) The proportional liability approach may lead to the same incen-
tives to reduce risk that exist in the absence of uncertainty over causation. In particular,
suppose that p(x) is the probability that an injurer would cause an accident, and that
c is the probability of an accident due to other causes (assume these are mutually
exclusive events for simplicity). Then, the probability of harm is c + p(x) and the
probability q that harm was due to the injurer, as calculated by the court, will be
q = p(x)/(c + p(x)). (Note that the court must know p(x) in order to compute q.)
Under strict liability using the proportional approach, the probability of having to pay
damages is c + p(x) and the amount paid would be qh, so that expected liability would
be (c + p(x))qh = (c + p(x))[p(x)/(c + p(x))]h = p(x)h, implying that care, x, will
be chosen optimally and the decision to engage in the activity will also be optimal.27

Likewise, incentives to take due care under the negligence rule will be correct if due
care is set optimally.

7.4. Proximate causation28

Even if a party is a cause of losses, he may still escape liability under the law because he
was not the “proximate cause” of losses. There are two major categories of losses that

27 Incentives will not be optimal if, however, the courts cannot properly calculate q = p(x)/(c + p(x)).
A context in which problems might arise is where many firms market a product that causes harm and market
share is employed to determine q. It might be that a particular firm’s product is safer than another’s (one firm’s
drug might cause fewer side effects than another’s). If so, its p(x) is lower than another’s; but if only market
share, and not p(x), is considered by courts, incentives would not be optimal.
28 For analysis of proximate causation, see Shavell (1980a) and Shavell (1987, pp. 110–115, 121–123).
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are said not to be proximately caused. One is accidents that came about in an atypical,
freak manner, for example, where a dog imbibes nitroglycerin left at a mining site and
then explodes, injuring nearby persons. Allowing parties to escape liability for unusual
accidents is sometimes thought not to undermine incentives, on the ground that no one
could have foreseen such accidents. This argument, however, is subject to the criticism
that courts may find it difficult to discriminate between accidents that can and cannot be
foreseen and that it reduces the incentives of injurers to become informed. Moreover, the
argument leads to the reductio ad absurdum that there should never be liability: after all,
any accident may be viewed as extraordinarily unlikely (of essentially zero probability)
if it is described in sufficient detail.

The other major category of accidents said not to be proximately caused, and for
which parties are not held liable, are those coming about on account of what might be
described as coincidence. For example, in a well known case, a speeding bus happened
to be at just the “right” point on its route to be struck by a falling tree. Here, the bus
company escaped liability for the injuries to passengers even though the injuries would
not have occurred but for the excessive speed of the bus. Allowing parties to escape
liability for such coincidental accidents might not affect incentives to take precautions,
however. If the probability of a bus being struck by a falling tree is independent of its
speed, failing to impose liability when trees fall on buses would not affect incentives to
speed.

8. The magnitude of liability: damages

8.1. Basic theory: strict liability

Under strict liability, if the magnitude of liability, which as noted is called damages
d , equals harm, then incentives to take care will be optimal in the unilateral model of
accidents. For if so, the injurer’s problem will be to minimize x + p(x)h, which is
the social problem, so he will choose x∗; whereas if d < h the level of care will be
inadequate and if d > h the level of care will be excessive. Likewise, for levels of
activity to be optimal, damages must equal harm.29

The point that damages equal to harm is optimal essentially carries over to the situ-
ation, not yet considered, where the magnitude of harm is stochastic. Suppose that, if
an accident occurs, the harm h is governed by a probability distribution with density
f (h; x); thus, note, the level of care may affect the probability distribution of dam-
ages. The social problem in this situation is to minimize x + p(x)

∫
hf (h; x)dh =

x +p(x)E(h; x), where E(h, x) is expected harm conditional on an accident occurring

29 In the bilateral model of accidents, damages equal to harm is optimal under the rule of strict liability with a
defense of contributory negligence, if victims’ activity level is taken to be fixed. If, however, victims’ activity
level is variable, then optimal damages may well be less than harm, for then some part of losses will be borne
by victims and will induce them desirably to moderate their level of activity.
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when care is x. It is clear from the expression of the social objective that if d = h, the
injurer will minimize the social objective so will choose x∗.

Several observations are worth making about this more general situation where the
magnitude of harm is stochastic.

(a) It is not necessary that d = h for incentives to be correct. If damages equal
E(h; x) regardless of the actual h, then incentives will be correct.

(b) Legal doctrines that impose a ceiling on damages (on the ground that no one could
have expected such high damages) or that exclude damages when the probability density
f is sufficiently low (on the ground that no one could have expected such an unlikely
event) lead to inadequate care and excessive activity levels; for such doctrines truncate
expected liability conditional on an accident occurring to a level below E(h; x).

(c) Legal doctrines that impose damages exceeding harm for certain types of outcome
(see section 8.4 below on punitive damages) lead to excessive care and inadequate ac-
tivity levels.

8.2. Basic theory: negligence rule

Under the negligence rule, analysis of the optimal magnitude of damages is different:
on one hand, damages can be somewhat less than harm and optimal care will still be
induced; on the other hand, damages can exceed harm and optimal care will be induced.
To begin with, consider the simple model with one level of harm h, due care x set opti-
mally at x∗, and no errors in the negligence determination. It was shown in section 2.1
that if d = h, the injurer will take due care of x∗. In fact, the incentive to take care of x∗
rather than less care is sharp, in the sense that expected liability rises discontinuously
from 0 to a positive level if x is reduced from x∗, since then expected liability jumps
from 0 to p(x)h. This discontinuity in expected liability can be shown to imply there is
an interval [h, h − k] for some positive k such that if d is in the interval, the injurer will
still be induced to choose x∗. If d > h, then it is obvious that x∗ will be taken and that
greater care will not be taken, since if care is just x∗ then the injurer will be relieved of
liability.

These points require some qualification, however.
(a) If there is uncertainty in the negligence determination, then damages exceeding

harm may exacerbate the problem of excessive care (see section 6.2).30 In this situation,
damages equal to harm will not induce optimal care, but some level of damages (perhaps
less than h) will induce optimal care.

(b) If the magnitude of harm is stochastic, the points made in the preceding paragraph
largely carry through.

30 An additional issue is that erroneous findings of liability tend to remedy the problem of excessive levels of
activity under the negligence rule, raising the possibility that setting damages above h would be desirable.
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8.3. Difficulty in estimating harm

Some components of harm are hard to estimate, for example, the decline in profits
that will be caused by a fire at a store. The courts sometimes exclude such difficult-to-
measure elements of harm from damages (on the ground that they are too speculative).
This legal practice might be justified if the cost of ascertaining a component of harm out-
weighs the value of the improvement in incentives that its inclusion would accomplish.
However, the cost of estimating a component of loss would be low if rough estimates are
used, suggesting that that approach may be superior to omitting speculative components
of harm from damages.

8.4. Punitive damages

When an injurer’s behavior departs substantially from what is appropriate, damages in
excess of harm, so-called punitive damages, may be imposed. If imposition of such
damages causes expected liability to exceed expected harm, injurers will be induced
to take excessive precautions, at least under strict liability, and they will also reduce
their levels of activity undesirably. Under the negligence rule, excessive damages may
also lead to undesirable levels of care when there is uncertainty about the negligence
determination, as discussed in section 6.2. Hence, the use of punitive damages seems
socially detrimental as a general matter.

There is, however, a fairly general circumstance in which damages exceeding liabil-
ity are desirable: when injurers sometimes escape liability. This possibility may arise
because injurers are hard to identify as the sources of harm (the origin of pollution may
be difficult to trace) or because victims do not choose to bring suit (litigation costs may
discourage legal action). If injurers who ought to be found liable for harm h are in fact
only found liable and made to pay damages with probability q, then if damages are
raised to (1/q)h, injurers’ expected liability will be h. Thus, the more likely a party is
to escape liability, the higher should be damages when the party is found liable. Ac-
cordingly, a firm that dumps toxic wastes at night, or an individual who tries to conceal
a bad act, should have to pay punitive damages, but not an injurer who causes harm in a
noticeable way. On these points and others, see, for example, Cooter (1989), Diamond
(2002), and Polinsky and Shavell (1998).31

Another assumption that would justify damages exceeding harm is that injurers obtain
“illicit” utility—utility not credited in social welfare—from certain harmful acts, such
as spitefully destroying a person’s property. Under this assumption, it is readily shown
that damages exceeding harm may be desirable, for they are required to induce injurers
not to commit the harmful acts, in order to offset their illicit utility. The assumption of
illicit utility might be considered problematic, however, as it implies that social welfare

31 See also Daughety and Reinganum (1997). For empirical study of punitive damages, see Eisenberg et al.
(1997), Karpoff and Lott (1999), and Polinsky (1997).
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is not a function of individuals’ utilities (and thus leads to conflicts with the Pareto
principle32).

8.5. Accuracy of damages and legal costs

Much expense is incurred in litigation about the magnitude of a victim’s harm, which
raises the question of what the social value of greater accuracy is and whether the private
value of accuracy is different from the social value. It turns out that the private value
of information about harm tends to exceed the social value. To explain, there is social
value in establishing harm accurately primarily when injurers know, at the time that they
choose their level of care, how much harm they might cause, for then they can take ap-
propriate steps to prevent harm. For example, if an injurer anticipates that the atypically
large harm he might cause will be accurately measured, he will exercise a properly high
degree of care, as is socially desirable. However, injurers often lack considerable infor-
mation about the harm they might cause when they decide on their precautions. Drivers,
for example, know relatively little about how much harm a potential victim would suffer
in an accident (the seriousness of injuries, the magnitude of lost earnings). In such cases,
there is limited social value in assessing damages accurately because injurers behavior
would not be much affected by doing so; drivers’ incentives to avoid accidents would be
largely the same if, instead of striving for fairly precise measurements of harm, courts
employed rough averages (based, perhaps, upon abbreviated litigation over damages or
upon figures from a table).33 Regardless of the possibly attenuated social value of accu-
racy in the measure of damages, victims and injurers have very strong private incentives
to spend to establish damages accurately in court. A victim will always be willing to
spend up to a dollar to prove that harm is a dollar higher, and an injurer will always be
willing to spend up to a dollar to prove that harm is a dollar lower. This suggests why, as
shown in Kaplow and Shavell (1996b) the private value of information about damages
exceeds the social, so that too much is spent by litigants proving damages.

9. Multiple injurers

In some contexts more than one injurer jointly contributes to harmful events, such as
when two drivers race each other and cause another car to drive off the road, or where
two firms operate a refinery which explodes. For simplicity, let us consider the unilateral
model of accidents and that there are just two injurers (the case of n injurers is essen-
tially identical). Let p(x1, x2) be the probability of harm, so that the social problem is

32 See Kaplow and Shavell (2001).
33 A qualification to this point, emphasized by Spier (1994), arises where the probability distribution of
harm is affected by an injurer’s degree of care. If this is so, then accuracy in assessing harm will influence
an injurer’s incentives to reduce risk even when, at the time he chooses his level of care, he does not have
information about the harm that would occur in an accident.
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to minimize x1 + x2 + p(x1, x2)h, and let x∗
i denote the optimal xi , which are assumed

to be positive.

9.1. Strict liability

By strict liability is meant imposition of damages on injurers in amounts that are inde-
pendent of their levels of care and that the sum of damages equals h (the usual rule).

Suppose that the injurers act independently of one another. Then the optimal outcome
is not achievable, since to induce optimal care of x∗

i injurer i must bear damages of h

under strict liability.
If injurers act in concert, then it is obvious that they will behave optimally since their

problem will be the social problem.

9.2. Negligence rule

By the negligence rule is meant the rule under which each injurer escapes liability if his
care is at least his due care level xi ; if he alone is negligent, he bears damages of h, and
if he and the other injurer are both negligent, they will jointly pay h, in amounts that
may depend on their xi .

Suppose that injurers act independently of each other. Then, if due care levels are
optimal, xi = x∗

i , it is clear (from the argument in section 2.1) that each injurer taking
due care is an equilibrium, and it can be shown that it is the unique equilibrium. Thus the
negligence rule is superior to strict liability. The superiority of the negligence rule has to
do with the fact that, by the nature of the negligence rule, each party is threatened with
damages equal to the entire harm h when other parties act optimally; whereas under
strict liability, each party is threatened with a lesser amount.

If injurers act in concert, then they will also act optimally if due care levels are opti-
mal.

These points about behavior of multiple injurers under the negligence rule were first
made by W.M. Landes and Posner (1980).

10. The judgment-proof problem

The possibility that injurers may not be able to pay in full for the harm they cause is
known as the judgment-proof problem and is of substantial importance, for individuals
and firms often pose risks significantly exceeding their assets (a person of modest means
could cause a devastating fire; a small firm’s product could cause many deaths). The
judgment-proof problem reduces the effectiveness of accident liability in combating
risk and also lowers the incentive to purchase liability insurance. On the judgment-proof
problem, see originally Summers (1983) and Shavell (1986).
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10.1. Incentives to engage in harmful activities

When injurers are unable to pay fully for the harm they may cause, their incentives
to engage in risky activities will be greater than otherwise. Under strict liability, their
incentives to engage in an activity are optimal if their assets are enough to cover the
harm they might cause, but their incentives will be inadequate if they are unable to
pay for the harm. Under the negligence rule, the situation is somewhat different. If the
rule functions without error and injurers are induced to take care (as they might despite
being judgment proof—see below), they bear no liability and their incentives to engage
in the activity (which are too great, by the argument of section 2.3) are not altered by
the existence of the judgment-proof problem. If, though, injurers are not induced to take
optimal care, or there are errors in the negligence determination that sometimes result
in findings of negligence, then the existence of the judgment-proof problem does lead
injurers to engage more often in the activity than they otherwise would.

10.2. Incentives to take care

Likewise, when injurers are unable to pay for all the harm they might cause, their in-
centives to take care tend to be diluted. Consider the injurer’s problem of choosing
care x under strict liability, when his assets are y < h. The injurer’s problem is often
formulated as minimizing x + p(x)y; hence, the injurer chooses x(y) determined by
−p′(x)y = 1 instead of −p′(x)h = 1, so that x(y) < x∗ (and the lower is y, the
lower is x(y)). Under this formulation of the injurer’s problem, note that it is implic-
itly assumed that care is nonmonetary, for if care is monetary, the injurer’s wealth after
spending on care would be y − x, and only this amount would be left to be paid in
a judgment. If care is monetary, in other words, the injurer’s problem is to minimize
x + p(x)(y − x). The solution x(y) to this problem is determined by the condition
−p′(x)(y − x) = 1 − p(x). The interpretation is that the marginal benefit of taking
care, saving the person’s remaining wealth of y−x with a higher probability of −p′(x),
equals the marginal cost of the expenditure, which is not 1 but 1−p(x). In effect, spend-
ing on care has a private cost of less than the social cost of 1, since there is a chance
p(x) that an expenditure will not be a private cost as it would be paid in a judgment.
This gives rise to the theoretical possibility that care could be excessive, x(y) > x∗; but
that would not be the case when p is low. For simplicity, I will assume below that care
is nonmonetary.

Under the negligence rule, with due care x set equal to x∗, the injurer might choose
x∗ rather than risk liability with a lower x and incur costs of x + p(x)y; indeed, since
x∗ + p(x∗)h < x∗, there exists an interval [h − k, h] with positive k such that if y is
in this interval, x∗ will be induced. So, unlike with strict liability, the judgment-proof
problem does not lead to inadequate care under the negligence rule unless assets y are
sufficiently less than harm h.
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10.3. Incentives to purchase liability insurance

Risk-averse injurers who may not be able to pay for the entire harm they cause will tend
not to purchase full liability insurance or any at all. This is because purchase of full
coverage would require them to pay premiums for damage payments that they would
not make in the absence of coverage: if a person with assets of $10,000 buys coverage
against liability of $100,000, he is purchasing coverage against $90,000 of losses that
he would not suffer if he did not have coverage.34 The nature and consequences of this
effect of the judgment-proof problem depend, among other things, on whether liability
insurers have information about risk and thus link premiums to it. If liability insurers
have information about risk and base premiums on it, then reduction in the purchase
of liability insurance tends to reduce incentives to take care (as in the last section). If
liability insurers do not have information about risk, then reduced purchase of liability
insurance tends to increase incentives to take care (even though the incentives generally
remain suboptimal). In both cases, reduction in the purchase of liability insurance tends
to undesirably increase incentives to engage in the harmful activity.

10.4. Policies to ameliorate the judgment-proof problem

Several types of policy responses to the dilution of incentives caused by the judgment-
proof problem are of interest. If there is a second party who has some control over the
behavior of the party whose assets are limited and who directly affects risk, then the
second party can be held vicariously liable for the losses caused by the first, inducing
the vicariously liable party to cause risks to be lowered. Thus, holding a large contractor
liable for the accidents caused by a small subcontractor or an employer for accidents
caused by its employees will lead the former to control the risks posed by the latter. See
section 11.

Additionally, parties with assets less than a specified amount could in some contexts
be prevented from engaging in an activity. However, such minimum asset requirements
may undesirably prevent some individuals who ought to engage in the activity from
doing so; although their assets are low and their care would be inadequate, their benefits
might still exceed the expected harm that they create. Minimum asset requirements are a
somewhat blunt instrument for alleviating the incentive problems under consideration.35

A third response to inadequate incentives caused by the judgment-proof problem is
regulation of liability insurance. One form of insurance regulation would mandate pur-
chase of (perhaps full) liability insurance coverage. This approach would be especially
appealing when insurers can observe the precautions taken by injurers and link pre-
miums to it. In that case, if injurers purchase full liability insurance coverage, their
incentives to reduce risk would be optimal (see section 3.3). However, if insurers cannot

34 See Huberman et al. (1983), Keeton and Kwerel (1984), and Shavell (1986).
35 On minimum asset requirements, see Shavell (2005).
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observe risk and moral hazard exists, then requiring the purchase of liability insurance
further reduces the incentive to take care. Therefore, mandating the purchase of liability
coverage may not be desirable. This point suggests that an opposite form of insurance
regulation may be advantageous: barring purchase of liability insurance (a policy that
is sometimes employed, as noted in section 3.3). Forbidding purchase of liability insur-
ance can improve incentives to take care if, without a prohibition, injurers would have
purchased positive coverage and insurers cannot observe injurers’ level of care.36

Fourth, the use of corrective taxes equal to expected harm may help to alleviate the
judgment-proof problem. When harm is caused with a low probability, the expected
harm is much less than the actual harm. Hence, parties with limited assets may be able
to pay the appropriate tax on risk-creating behavior even though they could not pay for
the harm itself. Suppose that the release of pollution will cause harm of $1 million with
a 1% probability. Thus, a firm with $100,000 of assets would be able to pay $10,000 for
the expected harm it would cause were it to cause the pollution, even though it would
only be able to pay one tenth of the actual $1 million harm it might generate, and so its
incentives to reduce risk would be much too low under the liability system.

A fifth way of correcting for dilution of incentives is for the state to regulate parties’
behavior directly, such as with traffic laws or safety requirements. Regulation, however,
may involve inefficiency because of regulators’ limited knowledge of risk and of the
cost and ability to reduce it.

Another way of mitigating dilution of incentives is resort to criminal liability. A party
who would not take care if only his assets were at stake might be induced to do so for
fear of imprisonment.

11. Vicarious liability

Vicarious liability, as mentioned in the last section, is the imposition of liability on a
party related to the actual author of harm, where the vicariously liable party usually has
some control over the party who directly causes the harm. The forms of vicarious lia-
bility vary widely and include holding parents liable for harms caused by their children,
contractors for harms caused by subcontractors, firms for the harms caused by employ-
ees (a particularly important example), and even, occasionally, lenders for the harms
caused by borrowers.

There are two major reasons that vicarious liability may be socially desirable. One
is that the injurer may not have proper information about reduction of harm, whereas
the vicariously liable party may have good, or at least superior, information and be able
to influence the risk-reducing behavior of the injurer. This feature of vicarious liability
might apply, for example, in regard to a parent in relation to a child (suppose a teenage
child does not realize how dangerous using a motorboat might be to swimmers and

36 On regulation of liability insurance, see Jost (1996), Polborn (1998), and Shavell (1987, 2000, 2005).



172 S. Shavell

that the parent can monitor the child’s use of the boat), or in regard to a firm and its
employees (suppose a worker does not understand how dangerous a toxic waste product
is, but the firm does and thus controls how it is transported by the worker to a dump
site).

The other basic reason that vicarious liability may be desirable is that it helps to
ameliorate the judgment-proof problem as it applies to the injurer, as noted in the pre-
vious section.37 Under vicarious liability, the vicariously liable party’s assets are at risk
as well as the injurer’s, giving the vicariously liable party a motive to reduce risk or
to moderate the injurer’s level of activity. There are various ways in which the vicar-
iously liable party can affect risk or the level of activity. (a) Vicariously liable parties
may be able to affect the behavior of injurers in some direct manner, such as where a
parent prevents a child from using a speedboat, where an employer does not allow an
employee to transport hazardous wastes until the employee has been through a training
course in handling the wastes, or where a contractor requires a subcontractor to use a
particular safety device. Here, note, the control by the vicariously liable party may be
over the level of care (as in the case of the employee who must take a training course)
or over the level of activity (as in the case of the child who is prevented from using
the speedboat). (b) Another possibility is that vicariously liable parties can themselves
take precautions that alter the risk that injurers present. For example, the employer can
purchase a tanker truck to transport hazardous wastes that is safer than some other kind
of tanker truck (perhaps it has a double-walled container). (c) Sometimes vicariously
liable parties may control participation in activities because they act as “gatekeepers”;
they are able to prevent injurers from engaging in their activity by withholding financ-
ing or a required service. Thus, a vicariously liable lender or parent corporation may
withhold funding to an injurer; or a vicariously liable architect may not agree to sign a
statement that a hotel is safe from collapse in an earthquake and thus effectively deny
the hotel from doing business if such a statement is legally required.

The main disadvantage of vicarious liability is that it increases litigation costs, since
it means that vicariously liable parties can be sued as well as the injurer. The increase
in litigation cost must be weighed against the improvement in incentives. Hence, im-
posing vicarious liability on a homeowner for an accident caused by a delivery truck
that is bringing something to his home would probably not be worthwhile, since the
extra incentive gained would be modest. Another disadvantage is that it leads potential
contracting parties, who might become vicariously liable were they to make a contract,
to expend effort determining the degree of their liability exposure.38

37 Both reasons often apply jointly; for instance, children and employees are often judgment proof as well
as in possession of less information than vicariously liable parties. Other reasons for vicarious liability are
sometimes emphasized. For example, where a firm is held vicariously liable for its employees, a victim need
not have to prove which employee actually caused the harm suffered.
38 Another disadvantage, of a subtle nature, is that a vicariously liable contracting party will charge a party
with low assets an amount reflecting the vicariously liable party’s liability exposure; this charge will itself
reduce the assets of the low asset party, exacerbating the judgment proof problem in regard to him; see
Pitchford (1995).
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Literature on vicarious liability originates with Kornhauser (1982) and Sykes (1981,
1984).39

12. Nonpecuniary harm

It is often the case that the victim of an accident suffers a nonpecuniary harm, such as
when an irreplaceable photo album is destroyed in a fire, a person suffers a disabling
injury, or a scenic beach is ruined by an oil spill. In these cases, the harm is called
nonpecuniary because the loss is not replaceable with a good or service that can be
purchased on a market. Let us sketch the implications of such nonpecuniary harms for
the analysis of the liability system.

12.1. Incentives in the risk-neutral case

Suppose initially that individuals are risk neutral. In this case, it is natural to assume
that the victim’s loss is the sum of a pecuniary component h and a nonpecuniary compo-
nent t . Thus, the optimal level of care x∗ is the x minimizing x+p(x)(h+t); the optimal
level z∗ at which to engage in the activity is the z maximizing b(z)−z[x∗+p(x∗)(h+t)];
and so forth. Hence, it is evident that the nonpecuniary harm should influence damages
and the due care standard: the optimal level of damages is d = h + t ; and due care
should be x∗ and not the lower level of care minimizing only x + p(x)h.

However, courts often face an informational problem in determining nonpecuniary
harm t , and one that is more difficult than that experienced in determining pecuniary
harm. Pecuniary harm is measurable since, by definition, it is equal to the cost of
purchasing a replacement good. If a car is damaged beyond repair, the same car (or
essentially the same one) can generally be purchased on the market, so the court needs
only to estimate the cost of buying the replacement vehicle. In contrast, nonpecuniary
harm is not usually associated with a market observable and, moreover, varies, perhaps
greatly, across individuals. The disutility of losing an irreplaceable family photo album
might be very different from one person to the next. Thus, courts are likely to err in
computing damages for nonpecuniary harm (and in ascertaining the proper due care
level when such harm is involved).

12.2. Incentives and insurance in the risk-averse case; fines as a supplement to
liability

Now suppose that victims are risk averse and for simplicity that a victim’s utility is of
the form u(y) plus a nonpecuniary utility component, where u(y) is utility from wealth

39 See also Boyd and Ingberman (1997), Boyer and Laffont (1997), Feess (1999), Hansmann and Kraakman
(1991), Kraakman (1986, 1998), Pitchford (1995), and Shavell (1987, pp. 170–177, 182–185).
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y and u is concave. If there is an accident causing a pecuniary harm of h and a utility loss
of t , the victim’s utility would be u(y −h)− t ; whereas if there is no accident, his utility
is u(y). Before considering liability and incentives, observe that the optimal insurance
policy for a victim facing a loss of h and t is a policy that covers only the pecuniary loss
h. For, as is well known, optimal insurance coverage is such that the marginal utility
of wealth is the same if an accident occurs as if it does not; and since the utility loss t

does not affect the utility of wealth, purchasing insurance against it would only lower
expected utility.40 Another way to put this point is that although nonpecuniary losses
may involve substantial disutility (consider the death of a child or a parent), they may
not create a need for money (do not raise the marginal utility of money), so it makes no
sense to insure against them.

This point about the optimal insurance purchases against nonpecuniary losses sug-
gests that the first-best solution to the accident problem when losses involve nonpe-
cuniary components and victims are risk averse has the following character. Victims
receive an amount equal to their pecuniary losses alone; but injurer risk-reducing be-
havior reflects nonpecuniary as well as pecuniary harm.

The first-best solution cannot be achieved under strict liability for the simple reason
that if victims receive optimal insurance coverage equal to pecuniary harm, incentives
of injurers will be too low; and if injurers pay damages sufficient to give them proper
incentives, victims’ insurance coverage will be excessive. The second-best level of dam-
ages strikes an implicit compromise between the goal of providing proper incentives to
injurers and optimal insurance for victims.

However, the first-best solution can be achieved under strict liability if damages are
supplemented by fines collected by the state. For then damages can be set equal to the
pecuniary harm h, optimally insuring victims, and the fine can be set high enough so as
to provide, together with damages, optimal incentives to reduce risk for injurers. (One
way to appreciate the superiority of the system of fines is that it can be shown to be
Pareto superior to any liability system. In a fully-specified model, the fine revenue can
benefit individuals, such as by reducing their taxes or by allowing a lump sum payment
to be made to individuals ex ante.)

Under the negligence rule, if it is perfectly functioning, the first-best solution can be
achieved without the use of fines. For if damages are set high enough to induce due care
of x∗, victims will bear their losses and will purchase accident insurance covering only
their pecuniary harm h. However, if there are errors in the negligence determination,
then, as under strict liability, a system with fines as a supplement to liability will tend to
be superior to the pure liability system.

The use of supplemental fines would tend to resolve certain tensions arising from
application of standard principles of tort law in calculating damages. It is frequently
observed, for example, that because damages for death tend to be based on the present
value of foregone earnings, payments for the death of children (whose earnings are

40 See Arrow (1974) and Cook and Graham (1977).
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many years in the future) or for the elderly are low. Such damages lead to inadequate
deterrence (and also may seem jarring to the public), even though the damages are not
inappropriate from the standpoint of insurance (the death of a child or of an elderly
person usually does not create the need for money). The use of fines could help to
increase deterrence without altering what victims receive.41

Part C: Methods of controlling risk

13. Liability versus other methods of controlling risk

13.1. Methods of control

Liability for accidents is one among a number of methods that society may employ to
control potentially harmful behavior. Another is direct regulation, under which the state
restricts permissible behavior, for example, by requiring that factories install smoke
arrestors. Closely related to state regulation is the legal injunction, whereby a potential
victim can enlist the power of the state to force a potential injurer to take steps to prevent
harm or to cease his activity; the injunction is effectively privately-initiated regulation.
Society can also make use of the corrective tax, under which a party pays the state an
amount equal to the expected harm he causes, a standard example being the expected
harm due to the discharge of a pollutant into a lake.42 In fact, liability and regulation
are the preeminent tools that society utilizes to control risky activities; use of corrective
taxes is unusual in a relative sense.

13.2. Comparison

I will now sketch several factors bearing on the relative desirability of these methods of
controlling externalities. The review of factors will show that any of the methods (or a
combination) could be the best, depending on the context.43

One factor of relevance is the quality of the state’s information. If the state has com-
plete information, that is, knows injurers’ benefits from acts, costs of precautions and
their effectiveness, and the harm that injurers would cause, then all of the methods of

41 The subject of liability, risk-bearing, and non-pecuniary harms was first studied in Spence (1977), who
pointed out the advantage of fines as a supplement to liability. See also Calfee and Rubin (1992), Shavell
(1987, pp. 231–235, 247–254), and Viscusi and Evans (1990).
42 Other tools include subsidies for taking precautions and fines for causing harm, but for simplicity only the
four methods mentioned in the text are considered here.
43 This section follows Shavell (1993). There are a number of articles that focus on comparisons between
pairs of methods of controlling externalities. See Calabresi and Melamed (1972), Ellickson (1973), Kaplow
and Shavell (1996a, 2002), Kolstad et al. (1990), Polinsky (1980a), Shavell (1984a, 1984b), Weitzman (1974),
and Wittman (1977).
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control allow achievement of optimality. If the state’s information is imperfect, the state
will not be able to calculate which actions (such as installing a smoke arrestor) are de-
sirable and thus sometimes will err. Hence, methods of control that require the state
to determine optimal actions—namely, regulation, the injunction, and liability based on
the negligence rule—will not perform well. In contrast, as long as the state can ascertain
expected harm, we know that it can induce injurers to act optimally under the correc-
tive tax; and as long as the state can determine the actual harm, we know that it an
induce optimal behavior under strict liability; for under either the corrective tax or strict
liability, injurers will balance their costs of precautions and benefits from engaging in
activities against the reduction in expected harm that would be brought about by taking
precautions and modifying their levels of activity.

This basic informational argument favoring corrective taxes or strict liability over
regulation, the injunction, and the negligence rule applies despite possible uncertainty
about the magnitude of harm. The reason, essentially, is that under corrective taxes, the
state only needs to estimate expected harm and set the tax equal to it, and under strict li-
ability, the state only needs to allow harm to occur and set damages equal to actual harm,
whereas under the other methods the state must also estimate precaution costs and/or
injurers’ benefits from engaging in their activities. The present point about the superior-
ity of corrective taxes (and of strict liability) holds notwithstanding Weitzman (1974),
which suggests that regulation may be superior to corrective taxation.44 The state’s in-
formation also bears on the relative appeal of the corrective taxes versus strict liability.
Under the corrective tax, the expected harm must be known, such as the expected harm
that would be caused by pollution or by leaving ice on sidewalks. Under strict liabil-
ity, only the actual harm need be known. When, as is often the case, actual harm is
more readily measured than expected harm (arguably the case for icy sidewalks), strict
liability enjoys an informational advantage over the corrective tax. In some situations,
though, expected harm may be easier to determine than actual harm (especially when
harm is difficult to trace to its origin).

A second factor of relevance to the comparison of methods of control is the informa-
tion available to victims. For many externalities, victims have better information than
the state about who is causing harm or about its extent—because they are the parties who
actually suffer the harm. Hence, one would suppose that victims are the most appropri-
ate enforcement agents, suggesting the desirability of the liability tool or the injunction.
For some externalities, however, victims may have poor information about harm, worse
than the state’s. Consider, for instance, that victims may be unaware that harm is even
occurring when they are exposed to odorless and invisible carcinogenic agents. In such
circumstances, the state would often be a better enforcer than individuals, and use of
regulation or corrective taxes might be advantageous.

44 Weitzman’s (1974) conclusion that regulation could be superior to taxation rests on the assumption that
the tax rate does not depend on the quantity of pollution. If, as would usually be easy to implement, the tax
rate can vary with the quantity of pollution, taxes are superior to regulation; see Roberts and Spence (1976)
and Kaplow and Shavell (2002).
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A third factor concerns the level of activity of an injurer (how much a firm produces,
how many miles a person drives), as opposed to the precautions an injurer takes given
the level of activity (whether a firm uses a smoke scrubber while producing, whether
a person exercises care when driving). Regulation and the negligence rule are most
often concerned with precautions taken but not with the level of activity (a firm may be
required by regulation to install smoke scrubbers or to take certain safety precautions but
not to reduce its output). Thus injurers may not have incentives to moderate their level
of activity although that would be desirable (their activity may result in harm despite
the exercise of optimal precautions—even with smoke scrubbers, some pollution will
result). In contrast, under the corrective tax and strict liability, injurers pay for harm
done, so that they will optimally moderate their level of activity (as well as efficiently
choose their level of precautions).

A fourth pertinent factor, noted above, is the ameliorative behavior of victims. Under
regulation, the injunction, and corrective taxation, victims are not compensated for their
harm, so that victims have a natural incentive to take optimal precautions or to alter their
activity. Similarly, under the negligence rule, victims have an incentive to take precau-
tions, since injurers will tend to be led to behave nonnegligently so will not compensate
victims. Under strict liability, victims incentives are not as good; although the defense
of contributory negligence gives victims an incentive to take precautions, they are not
led to moderate their level of activity (or any aspect of behavior not included in the
contributory negligence determination).

Still another factor is administrative costs, the costs borne by the state in applying
a legal rule and the legal and related costs borne by the affected parties. Liability
rules possess a general administrative cost advantage over regulation in that under li-
ability rules, administrative costs are incurred only if harm is done. This advantage
may be significant when the likelihood of harm is small. Nevertheless, administrative
costs will sometimes be lower under other approaches. For example, compliance with
a regulation may readily be detected in some circumstances (determining whether fac-
tory smokestacks are sufficiently high would be easy) and also may be accomplished
through random monitoring, saving enforcement resources. Also, imposing corrective
taxes might be inexpensive. Notably, suppose that they are levied at the time of the
purchase of a product. In contrast, liability rules might be expensive to employ. For
example, demonstrating the source of a particular harm and its extent may be difficult.
Also, when industrial pollution affects millions of individuals on an ongoing basis, the
cost of a continuous flow of individual suits (or even class actions) that measure dam-
ages victim-by-victim is likely to be in excess of the cost of alternatives.

Last, the ability of injurers to pay for harm is of relevance. For liability rules to induce
potential injurers to behave appropriately, injurers must have assets sufficient to make
the required payments; otherwise they will have inadequate incentives to reduce harm,
as discussed in section 10. Where inability to pay is a problem, bonding requirements
may be helpful, and regulation may become more appealing (although it may need to be
enforced through the threat of nonmonetary, criminal sanctions). In addition, corrective
taxes have an advantage over liability rules when harm is probabilistic because, under



178 S. Shavell

the corrective tax, an injurer would pay only the expected harm (with certainty) rather
than the higher actual harm (with a probability); see section 10.4.

13.3. Resolution of externalities through bargaining by affected parties

Parties affected by unregulated externalities will sometimes have the opportunity to
make mutually beneficial agreements with those who generate the externalities. In the
classic example, if a firm’s pollution causes harm of $1,000 that can be prevented by
installing a smoke scrubber that costs $100, then, in the absence of any legal obligation
on the firm, one might expect a potential victim of pollution to pay the firm an amount
between $100 and $1,000 to install the scrubber.45

If it is posited that there are no obstacles to reaching a mutually beneficial agreement
concerning externalities, then that will occur. This tautology is one version of the Coase
Theorem; Coase (1960) stressed the point that externality problems could be remedied
through private bargains. A closely related version of the Coase Theorem asserts that
the outcome regarding the externality—whether a smoke scrubber is installed or instead
pollution is generated—does not depend on the legal rule that applies. For example, if
the scrubber costs $100 and there is no law that controls pollution, a bargain as we have
described it will come about and the scrubber will be installed; and likewise if there
is a law that leads to installation of the scrubber, the same will happen. The outcome,
however, might be affected by the legal rule because of the level of wealth of parties.
Most obviously, the potential victims might not have assets sufficient to pay for the
scrubber, in which case the scrubber would not be installed unless a legal rule leads to
this; moreover, legal rules may affect the distribution of wealth and thus the demand for
goods, including that of being free from pollution.46

In any case, there are many obstacles to bargaining. Bargaining may fail to occur
when victims are numerous and face collective action problems in coming together.
This is often the situation with respect to victims of industrial pollution, for example.
Similarly, in important contexts, bargaining will be impractical because victims will
not know in advance who will injure them; this is the case for automobile accidents
and most other accidents between strangers. Another reason that bargaining may not
occur is that victims might not know that they are exposed to a risk. Also, the cost of
bargaining between just one potential victim and one potential injurer who know of
each other can discourage them from engaging in the process. If these reasons do not
apply and victims and injurers do engage in bargaining, asymmetry of information may
lead to bargaining impasses. Altogether, these problems that reduce the likelihood of
bargaining occurring, and also its success if it does take place, make the importance of
legal rules to remedy externalities substantial.

45 For experimental studies on bargaining and entitlements, see, for example, Hoffman and Spitzer (1982)
and Croson and Johnston (2000).
46 The outcome following from a legal rule might also be affected by an “endowment effect,” under which
individuals’ valuations depend on whether or not they originally enjoy legal protection. See, for example,
Kahneman et al. (1990).
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14. Conclusion

The subject of liability for accidents as a device for controlling participation in risky ac-
tivities and for inducing the taking of precautions when parties engage in them has been
reviewed here. Economic analysis of this subject has been undertaken for only a rela-
tively short time, and many avenues for theoretical research are apparent, concerning,
for example, the relationship between liability insurance and the liability system, the
ramifications of the judgment-proof problem, and the effect of liability on investigation
of risks. More generally, as the discussion in section 13 should have indicated, analysis
of the comparative strengths of (and of complementarities between) liability and other
devices for controlling accidents seems to be of particular importance.
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Abstract

This chapter examines the economics of property rights and property law. It shows how
the economics of property rights can be used to understand fundamental features of
property law and related extra-legal institutions. The chapter examines both the rationale
for legal doctrine, and the effects of legal doctrine regarding the exercise, enforcement,
and transfer of rights. It also examines various property rights regimes including open
access, private ownership, common property, and state property. The guiding questions
are: How are property rights established? What explains the variation in the types of
property rights? What governs the use and transfer of rights? And, how are property
rights enforced? In answering these questions we argue that property rights and property
law can be best understood as a system of societal rules designed to maximize social
wealth. They do this by creating incentives for people to maintain and invest in assets,
which leads to specialization and trade.
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1. Introduction

This chapter examines the economics of property rights and property law. The purpose
is to show how the economics of property rights can be used to understand fundamental
features of property law and related extra-legal institutions. The chapter will examine
both the rationale for, and the effects of, legal doctrine. The guiding questions are: How
are property rights established? What explains the variation in the types of property
rights? What governs the use and transfer of rights? How are property rights enforced?
In answering these questions we argue that property rights and property law can be best
understood as a system of societal rules designed to maximize social wealth. They do
this by creating incentives for people to maintain and invest in assets, which leads to
specialization and trade.

1.1. Property rights and property law

Property rights have been a subject of discussion among philosophers as well as political
and legal scholars long before economists began to examine their origins and conse-
quences. Property rights were discussed and implicitly understood by ancient Greek
and Roman writers, but it is perhaps Hobbes (1651) who first discusses property in a
manner recognizable to modern economists. Indeed Hobbes’ ‘state of nature’ can be
viewed as open access dissipation. A wide range of Enlightenment thinkers such as
Blackstone (1766), Hume (1739–1740), Locke (1690), and Smith (1776) also discussed
property rights. Though they varied in their treatments all considered property rights as
fundamental social institutions for creating wealth and preventing strife.

We define property rights as the ability (or expected ability) of an economic agent
to use an asset (Allen, 1999; Barzel, 1997; Shavell, 2004). As Demsetz (1967) notes
in one of the classic early economic analyses, property rights represent a social in-
stitution that creates incentives to efficiently use assets, and to maintain and invest in
assets. They may or may not be enforced by courts and because the actions of courts
are costly, legal rights are but a subset of economic property rights. In addition to law
(and statutorily-based regulations enforced by administrative agencies), property rights
may be enforced by custom and norms (e.g., Ellickson, 1991), and by markets through
repeated transactions.1

Property law is the body of court enforced rules governing the establishment, use,
and transfer of rights to land and those assets attached to it such as air, minerals, wa-
ter, and wildlife.2 Intellectual property law similarly details the conditions under which

1 Enforcement may also be by violence as with the Mafia (Gambetta, 1993).
2 Merrill and Smith (2001) and Arruñada (2003), however, argue that the in rem nature of property (‘real

rights’ versus in personam ‘use rights’ typical in contracts) is an important distinction that property rights
economists have overlooked since Coase (1960). Merrill and Smith (2001, p. 375) argue that ‘[t]he simplifying
assumptions [of economists] introduce blind spots that can limit the ability of law and economics scholars
to explain the institution of property.’ They cite doctrines like the numerus clausus principle, and Arruñada
notes the important of title systems as in rem enforcement institutions.
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the courts enforce rights to intellectual assets. In this framework, virtually all, if not
all, branches of law are ‘property rights law.’ Labor law defines the court’s role in en-
forcing rights to one’s labor, contract law defines the rights of contracting parties, and
so on. Because the economics of property rights originated with a focus on rights to
land and associated natural resources (e.g. fisheries, pastures, water) the link between
‘property law’ and ‘property rights’ is firmly established. This chapter will develop this
link by examining property rights generally and property law in particular. Yet, much
of the analysis in this chapter is applicable to topics elsewhere in the handbook, though
in many cases (e.g., contracts, torts) the literature has become so specialized that the
connection to the economics of property rights might seem faint.

The economic analysis of property law is substantially less well developed than the
economic analysis of contract law or tort law (for example, there is no generally ap-
plicable model), and this chapter reflects this state of the discipline. The economics of
property rights, however, is well developed but mostly without a focus on property law.3

The disconnection between the economics of property rights and the economics of prop-
erty law is longstanding. For example, Demsetz’s (1998) recent entry ‘Property Rights’
in the The New Palgrave Dictionary of Economics and the Law makes absolutely no
mention of property law, and much of the economics of property rights literature re-
mains ignorant of property law.4 Similarly, property law scholarship often is ignorant
of economics. This is not to say there has not been important work in property law with
strong economic underpinnings (e.g., Ellickson, 1993; Epstein, 1985a; Heller, 1998;
Merrill, 1986; Rose, 1990), but it is clear that economics has not yet penetrated prop-
erty law as it has penetrated contract and tort law. While it is common for courses in
contract law and tort law to be taught using economics as the guiding framework, an
economics-based course in property law is almost unheard of. 5 In part, this chapter
seeks to break down this division by bringing the two literatures together.

1.2. Property rights, transaction costs, and the Coase Theorem

The economics of property law begins with Coase (1960), who provides a property
rights perspective on the problem of externalities, or ‘social cost.’6 Prior to Coase,
economists viewed externalities as a source of market failure requiring government in-
tervention to force the responsible party to curtail the harmful activity. Consider Coase’s
famous example of the rancher and farmer with adjacent plots of land. The rancher’s
cattle stray onto the farmer’s land causing crop damage. If the rancher’s profit, π(h),
and the amount of crop damage, d(h), are functions of the rancher’s herd size, h,
then the first-best optimal herd size, h∗, maximizes π(h) − d(h). That is, h∗ solves

3 The main exception to this is a deep theoretical literature on takings which is examined in section 8.
4 Merrill and Smith (2001) note this also.
5 An exception is Dwyer and Menell (1998).
6 Another important, though little known early property rights contribution is that of Alchian (1965).
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π ′(h) = d ′(h).7 This is also the choice that would be made by a single party acting
as both the farmer and rancher, Coase’s ‘sole owner’ solution. First-best then is syn-
onymous with the zero transaction cost outcome. With separate parties, however, and
the absence of a contract between the farmer and the rancher or some type of govern-
ment intervention (a tax, fine, or regulation), the rancher would choose the herd size
to maximize π(h). This results in too many cattle because the rancher adds cattle until
π ′(h) = 0, which implies hr > h∗. Thus, the rancher must pay a tax (or face liabil-
ity) for the damage from straying cattle, or he will expand his herd beyond the efficient
(first-best) size.

Note that this solution to the externality problem embodies a particular assignment
of property rights—namely, that the farmer has the right to be free from crop damage.
Another way to say this is that the farmer is labeled as the ‘cause’ of the harm and
therefore must face liability. And if the property right (or the legal liability rule) is
structured properly, the rancher will purchase the right to impose crop damage up to
the point where the marginal profit from the last steer just equals the marginal damage,
yielding an efficient herd size.

Coase’s critique of this conventional, or ‘Pigovian,’ perspective on externalities is not
that it is wrong per se, but that it is incomplete.8 To illustrate, suppose that the rancher
initially has the economic (and legal) right to impose crop damage without penalty. Ac-
cording to the Pigovian view, this would result in an excessive herd size because the
rancher would expand the herd to hr . But note that the farmer would be willing to pay
up to d ′(h), his marginal damage, for each steer that the farmer removes from the herd
in order to avoid crop damage, while the rancher would accept any amount greater than
his marginal profit, π ′(h). Thus, if transaction costs are zero, the parties will contract
to reduce the herd to the efficient size. In other words, the farmer will purchase the
rights to the straying cattle, the reverse of what happened under the Pigovian solution.
The outcome in both cases is therefore first-best. This conclusion has become known as
the Coase Theorem9, which can be stated in general terms as follows: When transac-
tion costs are zero, the allocation of resources will be efficient regardless of the initial
assignment of property rights.10

Coase challenged two assumptions implicit in the Pigovian view: first, that there is a
unique cause of the harm, and second, that government intervention is necessary to in-
ternalize the externality. Coase noted that in general, and in the specific farmer-rancher

7 We assume that π ′′ < 0 and d ′′ > 0, ensuring a unique optimum.
8 This tradition is attributed to A.C. Pigou’s The Economics of Welfare (1932).
9 Stigler (1987) takes credit for calling this proposition the ‘Coase Theorem.’ Stigler also recounts a famous

dinner at the home of Aaron Director where Coase convinced a formidable group of scholars (including
Milton Friedman and Stigler) that his analysis was indeed correct.
10 Typically economists have argued that the Coase Theorem is conditioned on the size of wealth effects.
Barzel (1997), however, argues that wealth effects are likely to be trivial and not a condition of the Coase
Theorem. He notes that the standard example of rights shifting without compensation itself violates the as-
sumption of zero transaction costs. This is because zero transaction costs means that a rights shift would have
to be accompanied by a payment to the original rights holder.
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example, the cause of harm is ‘reciprocal’ in the sense that if either party is removed,
the harm disappears.11 Second, by noting that well defined ownership can lead to trans-
actions, the range of ‘solutions’ extends to private contracting as well as government
regulation and taxation.12

1.3. The impact of transaction costs: when does law matter?

Although there has been debate among economists and legal scholars on the signifi-
cance of the Coase Theorem and its implications, Coase (1960, 1988) has been clear
on this issue. Economic and legal institutions are important and have impacts because
transaction costs are not zero and thus property rights are not perfectly defined (Allen,
1999; Barzel, 1997).13 The Coase Theorem thus stresses the role of transaction costs
in shaping the institutions, including law, that determine the allocation of resources.
Seen as the costs of defining and enforcing property rights, transaction costs include
enforcement costs, measurement costs, and moral hazard costs (Allen, 1998).

But Coase’s insight goes further. Not only does the law matter for efficiency, as
Demsetz (1972) explicitly points out, but the law itself is an economic choice, also
expected to be driven by economic forces.14 Indeed, Coase’s (1960) discussion of nui-
sance law suggests an economic logic to the law in its assignment of property rights
among various parties to these disputes, but its relevance extends beyond the study of
externalities. It is concerned with the larger question of how property rights are estab-
lished, the types of property rights regimes that are allowed, and the rules that govern
the use and transfer of property rights. In this sense, property law is a complement to
markets. This is the real contribution of Coase, and it will emerge as a theme throughout
this chapter in a wide range of property law settings.

1.4. Outline of chapter

The remainder of the chapter is organized as follows. Section 2 develops the basic eco-
nomic models of property rights that guide the analysis throughout the chapter. Section 3
examines the origin of rights. Section 4 follows with an analysis of the changes in
property rights, or what has become known as the evolution of rights. Section 5 then ex-
amines various forms of voluntary exchange, including markets, leases, and inheritance.

11 In technical terms Coase points out that most interesting actions (Y ) depend on the inputs of both parties
(a, b); that is, Y = f (a, b). This ‘bilateral’ externality is discussed in section 7.1.
12 This ‘contractual’ approach is discussed in section 4.4.
13 Many scholars have called a case of zero transaction costs a ‘Coasian world’ but Coase (1988, p. 174)
claims ‘The world of zero transaction costs has often been described as a Coasian world. Nothing could
be further from the truth. It is the world of modern economic theory, one which I was hoping to persuade
economists to leave.’
14 In another path breaking article, Coase (1937) uses a similar transaction cost argument to explain the
boundary between markets and firms. Barzel and Kochin (1992) note the link between Coase’s property
rights and transaction costs theories.
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Section 6 examines involuntary transfers of title by adverse possession and theft. Sec-
tion 7 examines various means of internalizing externalities. Section 8 considers issues
related to state (collective) ownership, as opposed to private ownership, of property,
including the optimal scale of ownership and takings. Section 9 considers restrictions
on the alienability of property. Finally section 10 concludes. Each section is a mix of
formal and informal theory and application to law and related institutions. Throughout
we try to make clear that the goal of the chapter is to use economics to illuminate the
rationale for and effects of property law doctrine. Where possible we summarize the
empirical literature or explain empirical applications. The sections are not symmetric,
simply because the literature is not symmetric.15

2. Basic property rights models

Before examining property law doctrine it is appropriate to first examine the predom-
inant types of property rights regimes and their economic structure. In this section
we both describe the various types of property and examine the implications of these
regimes for the use of and investment in assets. The models used in this section are
fundamental to the later sections of the chapter that examine specific issues and legal
doctrine.

As we noted above, there first systematic analysis of property rights began with the
Enlightenment writers (e.g., Blackstone, Hume, Locke, Smith), but the formal model-
ing of the economics of property rights began with Frank Knight’s (1924) analysis of
public and private roads. Knight showed that a public road with no charge for access
would be overused compared to the private road because users would not face the full
cost of their actions. Gordon (1954) further developed Knight’s preliminary model—
establishing the now famous ‘average product rule’ for input use—in the context of an
open ocean fishery where no one could be excluded.16 Gordon’s model was completed
with Cheung’s (1970) paper, which fully characterized the Nash equilibrium for an open
access resource.

Our analysis of various property rights regimes will use a common set of notation in
which a fixed asset (e.g., plot of land) is used in conjunction with a variable input (x) in
order to produce a market output (Y = f (x)). If the input is available at a market wage
of w, then the first-best use of the input (x∗(w)) must maximize R = f (x) − wx and
satisfy the first-order necessary condition f ′(x) = w. The first-best value of the land
is thus V ∗ = ∫ ∞

0 R∗(x∗, t)e−rt dt , where r is the discount rate.17 We start with open
access, or a complete lack of property rights, and then, in turn, examine private property
rights, common property, and mixed property rights regimes.18

15 Because of its focus on specific assets, we make little use of the ‘property rights theory of the firm’ (e.g.,
Hart and Moore, 1990) which has become important in the economics of organization.
16 Scott (1955) similarly shows the dissipation under open access and the private property solution.
17 Each period’s rent can be viewed as a steady state outcome.
18 In law, since Roman times, open access resources have been called res nullius, or things unowned.
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2.1. Open access

Assume there are n individuals who have unrestricted access to a resource such as a
piece of land, and that output from the land (e.g., beef from grazing animals) is given
by Y = f (

∑n
i=1 xi) where xi is the effort of the ith individual, f ′(·) > 0 and f ′′(·) < 0,

and the opportunity cost of effort is the market wage, wi .19 Each person’s objective is to
maximize his own rent subject to the constraint of open access, which means that each
user can only capture (and own) the output in proportion to his share of effort.20 This
means each person must solve the following constrained maximization problem:

(2.1)
max

xi

Ri = f i(xi) − wixi

subject to f i =
[
xi

/ n∑
i=1

xi

]
f

( n∑
i=1

xi

)
.

Assuming that all users are homogeneous21 (wi = wj , for all i �= j ), the Nash open
access equilibrium is x = xoa(n,w1, . . . , wn), which must satisfy the first-order neces-
sary condition

(2.2)

(
n − 1/n

)(
f

( n∑
i=1

xi

)/ n∑
i=1

xi

)
= (

1/n
)
f ′

( n∑
i=1

xi

)
= wi, i = 1, . . . , n.

Equation (2.2), as Cheung shows, is indeed identical to Gordon’s asserted average
product equilibrium, but only in the limiting case of an infinite number of users with
unrestricted access.22 Thus, in the limit as n → ∞, (2.2) becomes

(2.3)

(
f

( n∑
i=1

xi

)/ n∑
i=1

xi

)
= w,

which states that the open access equilibrium level of effort occurs where the average
product equals the wage. More importantly, this limiting case also implies that rents are
completely dissipated; or that,

∑n
i=1 Ri = ∑n

i=1[f i(xoa) − wxoa] = 0. Similarly, the
present value of the asset is also zero; that is, V oa = ∫ ∞

0 R(xoa, t)e−rt dt = 0.
In this framework, the absence of property rights leads to overuse of the asset and

complete dissipation of its value.23 Complete dissipation is a limiting result, however,

19 This production function captures the effect of competing users of the open access asset and is standard
in the literature. Also, note that while ownership of the land is absent each person is assumed to have perfect
ownership of themselves, their labor, and the product derived from the open access asset.
20 This is a standard assumption but might be modified to explicitly distinguish use effort from violence
effort.
21 This has been the starting point with Knight, Gordon and Cheung.
22 Equation (2.2) is actually a weighted average of average and marginal products. Brooks et al. (1999) show
that Cheung’s (1970) equilibrium holds in a dynamic setting.
23 Hardin’s (1968) famously named “tragedy of the commons” is a popularized version of this literature.
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of the assumption of homogeneous users. If users are heterogeneous, dissipation un-
der open access will be incomplete, and infra-marginal (low cost) users will earn rents
(Libecap, 1989). The presence of rent under open access may be an important factor in
preventing the establishment of rights to the open access resource because those earning
rents will have incentives to maintain the open access regime.

2.2. Private property rights

Private ownership, as Knight first noted, is the straightforward solution to the open
access problem.24 Under the conditions of the Coase Theorem, the owner faces the full
value and opportunity cost of asset use, he chooses the first-best level of use (x∗ < xoa),
and generates V ∗ > V oa = 0. The Coase Theorem also implies that, as long as property
rights are well defined the organization of the asset’s use will not matter: the owner may
use the land himself, he may hire inputs owned by others, input owners may hire (or
rent) the asset, or there may be a sharing arrangement between the asset owner and the
input owners. In fact, under the conditions of zero transaction costs, any property regime
(e.g., common property, state ownership) would generate the first-best use of the asset.

Not only does private ownership create incentives for optimal resource use, it also
creates incentives for optimal asset maintenance and investment. With open access, no
user has any incentive to use inputs that have a future payoff.25 To see the effect on
investment, consider a slightly modified version of the model above.26 Let future output
be Yt+1 = f (xt ), where xt is current investment, available at a market wage of w, and
the interest rate is r . The first-best use of the input (x∗

t ) must maximize R = f (xt )/(1+
r) − wtxt and satisfy the first-order necessary condition f ′(xt )/(1 + r) = wt . This
outcome is generated under perfect private ownership. Now let π be the probability of
expropriation (because of imperfect property rights) of the future output, so that (1−π)
is the probability the investor’s output remains intact. The solution to the investment
problem (xπ

t ) is now to maximize R = f (xt )[(1 − π)/(1 + r)] − wtxt which must
satisfy f ′(xt )[(1 − π)/(1 + r)] = wt . This clearly implies less investment (xπ

t < x∗
t ).

Pure open access means that no investor could claim future output (π = 1), so xoa
t = 0,

and the rent from investment also equals zero.
In a recent article, Heller (1998) identifies a situation in which a large number of

uncoordinated individuals have the right to exclude users, thus creating a regime in
which assets are under-used because each rights holder can exercise a ‘veto’ over use.

24 This was well understood by Hobbs, Bentham, Locke and Blackstone long ago.
25 Writing before Adam Smith, Wm. Blackstone (Book II, Chapter 1, 1765) recognized this and wrote: ‘And
the art of agriculture, by a regular connexion and consequence, introduced and established the idea of a more
permanent property in the soil, than had hitherto been received and adopted. It was clear that the earth would
not produce her ‘fruits in sufficient quantities, without the assistance of tillage: but who would be at the pains
of tilling it, if another might watch an opportunity to seize upon and enjoy the product of his industry, art, and
labor?’
26 This is based on the detailed analysis of Bohn and Deacon (2000).
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Because of the incentive to under use rather than over use the asset, Heller labeled
this the ‘anti-commons’ and argues that many of the development problems in post-
communist Europe are plagued with this problem of ‘too many owners.’ Buchanan and
Yoon (2000) formalize Heller’s idea and give it additional application in cases where
competing bureaucracies can stifle development by exercising veto rights.27 De Soto’s
(2000) documentation of the difficulties of operating in an economy heavily laden with
overlapping bureaucracies is a similar application (as discussed in section 5.1.2). In yet
another application, Anderson and Lueck (1992) study ‘fractionated’ ownership of land
on American Indian reservations. They found that divided ownership of agricultural
land (among large numbers of heirs to the original owner) led to dramatic reductions in
the value of agricultural output.

It is not clear that the anti-commons phenomenon can usefully be regarded as a dis-
tinct property regime. The lack of investment incentives does not stem from ‘too much
ownership’, but simply from severely divided interests in which unanimous agreement
is required for decision.28 In this sense, the anti-commons is like open access: too many
people have access and thus no one can gain from optimal use. The difference seems to
be that the decisions considered are investment decisions, so the anti-commons can be
viewed as open access investment problem. The same land or apartments governed by
‘too many’ will be overused while investment will be suboptimal.

The empirical literature on private property rights is of two types.29 First, there is
a literature that attempts to measure the dissipation from open access and to compare
resource use to that under private property. This rather small literature is dominated
by studies on natural resources and especially of fisheries where open access regimes
have been common (e.g., Agnello and Donnelley, 1975; Bottomley, 1963). These stud-
ies have estimated the deadweight losses from open access use and compared levels of
asset use in open access regimes with those of private property and other limited ac-
cess regimes. Second, there is a recent and growing literature on the effects of property
rights security on resource use and investment. Much of this literature has focused on
the investment effects of differences in legal title to land. In his survey article Besley
(1998) notes that the econometric evidence for positive investment effects of more se-
cure rights in developing countries is quite limited. These studies suffer, however, from
data limitations (on both measures of investment and measures of property rights se-
curity) and from potential property rights endogeneity.30 We expect more investment
with better defined rights, but as we discuss in section 4, the choice of property rights
regime can itself be influenced by investment levels or other correlated variables. Thus

27 Parisi, Schulz, and Depoorter (2006) apply the idea of the anticommons to explain how the law limits
fragmentation of rights.
28 Heller and Eisenberg (1998) also call open access a problem of ‘too many owners,’ whereas the economic
models examined above characterize this as a lack of ownership.
29 There is also a property rights literature that focuses on differences between private and regulated firms
(e.g., public utilities) that we do not discuss here.
30 We return to this issue in the context of the choice of title system in section 5.1.1.
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the econometric issue is how to find an instrument for property rights variables to iso-
late the effect of rights on investment. Still there is some compelling evidence for the
importance of property rights in the cases of natural resource use (Bohn and Deacon,
2000), American Indian reservation agriculture (Anderson and Lueck, 1992), and urban
residential land (Miceli et al., 2002).

2.3. Common property rights

In modern social science the term ‘commons’ or ‘common property’ originated in the
analysis of what is now called open access. Yet, in law and custom common property has
long meant, in stark contrast to open access, exclusive ownership by a group.31 Common
property regimes have been well documented, especially for natural resource stocks in
less developed economies (Bailey, 1992; McKay and Acheson, 1987; Ostrom, 1990),
and their details have been studied in many settings (e.g., Acheson, 1988; Dahlman,
1980, Eggertsson, 1992; Stevenson, 1991). Many writers on common property have
noted the gains from group enforcement of rights to the resource (Ellickson, 1993;
McKay and Acheson, 1987; Ostrom, 1990, and Stevenson, 1991), and we examine com-
mon ownership to take this empirical feature into account.32

Common property is best viewed as an intermediate case between open access and
private ownership. Common property may arise out of explicit private contracting (e.g.,
unitized oil reservoirs, groundwater districts) or out of custom (e.g., common pastures
and forests); it may have legal (e.g., riparian water rights) or regulatory (e.g., hunting
and fishing regulations) bases that have implicit contractual origins. Contracting to form
common property effectively creates a group that has exclusive rights to the resource
(Eggertsson, 1992; Lueck, 1994). Acting together individuals can realize economies of
enforcing exclusive rights to the asset. Equation (2.2) implies that waste can be reduced
simply by restricting access to the asset.

A contracting model can illustrate how common property can limit waste from the
rule of capture.33 Contracting to form common property effectively creates a group that
has exclusive rights to the resource. We assume that (contractual) agreement among
group members pertains only to the group’s size and the joint effort to exclude outsiders.
In this setting, individuals acting together can realize economies of enforcing exclusive
rights to the asset, so we also assume the costs of excluding (or policing) non-members
can be represented as p(n), where p′(n) < 0 and p′′(n) > 0.

31 Indeed Hardin’s (1968) famous paper incorrectly characterizes the common pastures of English villages
as open access resources when the historical record shows clearly that they were common property (e.g.,
Dahlman, 1980; Smith, 2000).
32 Further evidence that common property regimes are productive is seen from the disasters that have occurred
when they have been dismantled by the state (effectively creating open access) as in the forests of Nepal and
Thailand (Ostrom, 1990).
33 The model is based on Lueck (1994). Also see Caputo and Lueck (1994) and Wagner (1995). Others use
evolutionary game theory models (e.g. Sethi and Somanathan, 1996).
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A simple and customary method of allocating use of common property is a rule that
grants equal access to all members of the group (Ostrom, 1990). Equal sharing of the
asset avoids the explicit costs of measuring and enforcing individual effort (or use) but
still creates an incentive for over use.34 Effort is not explicitly part of the common
property ‘contract’ so each member chooses his own effort (xi) as he captures his share
of the asset’s output (Y = f (

∑
xi) again) in competition with other group members.

The size of the group is chosen to maximize the wealth of the group subject to the
constraint of aggregate effort (Xc) by members operating in a common property regime,
and in recognition of the costs of excluding outsiders. Optimal group size is a tradeoff
between increased resource use with a larger group and increased enforcement costs
associated with a smaller group. Formally the problem is

(2.4)max
n
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)
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where xc
i is the individual’s solution to the problem in equation (2.1). The optimal group

size, nc determines total effort35 and must satisfy the first-order necessary condition
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Equation (2.5) states that the gain from an additional member in terms of a marginal
reduction in policing costs must equal the marginal reduction in aggregate rent from
overuse of the resource. The net present value of the common property resource is thus
V c = ∫ ∞

0 R(xc, t)e−rt dt > 0, where V ∗ > V c > V oa = 0. While the value of an
asset governed by common property is less than its first-best value, it could have greater
value than private property depending on the magnitude of the policing cost and overuse
effects.

Dissipation from internal capture can be limited by maintaining a homogeneous
membership. With equal sharing rules, a homogeneous membership maximizes the
present value of a common property resource (Lueck, 1994, 1995b). Once a group
chooses an equal sharing rule there is an incentive to maintain homogeneity. With het-
erogeneous members and equal shares, highly productive individuals will supply too
little effort and the less productive will supply too much compared to a homogeneous
equilibrium, so dissipation will increase. In effect, equal-sharing rules increase group
wealth with homogeneity among group members. This provides an economic rationale
for preserving homogeneity by screening potential members, by indoctrination, or by
restricting the transfer of memberships.

34 Common property might also be viewed as an output sharing contract with moral hazard. In this framework
group members shirk as in a principal-agent model (see Lueck, 1994). Evidence of both types of common
property—asset sharing (e.g., share access to a pasture) and output sharing (e.g. share the cheese produced
from cattle on the common pasture)—are found in the empirical literature.
35 Total effort is given by Xc = ∑nc

i=1 xc
i

.
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There are other potential limits on the capture behavior of individual common prop-
erty owners that are not considered by the above model. For example, if group members
expect to interact over long periods the incentive to overuse the resource may be lim-
ited by the desire to maintain a productive relationship. Accordingly, customary rules
can evolve that restrict members, for instance, by limiting the size of private herds on a
common pasture (Rose, 1986; Smith, 2000). For common resources that are attached to
land such as oil, game, and water, ownership of the land can limit access to the resource.
In effect, the group is the set of private landowners who have access to the common
resource. In this case, private contracting to consolidate land holdings is a possible so-
lution to the ownership problem for the attached resource (Libecap and Wiggins, 1984;
Lueck, 1989).36

Another benefit of group ownership, besides internalizing externalities, is risk shar-
ing.37 Group ownership of land spreads the risk of uncertain events like crop failure,
thereby providing a form of insurance (Ellickson, 1993). Group ownership also pro-
motes egalitarianism, or equal sharing of output, which historically has been the mo-
tivation for various communal societies (Cosgel, Miceli, and Murray, 1997). But, as
discussed above, these benefits must be weighed against the cost of group ownership in
the form of diluted incentives for effort.

It is difficult to know how important common property regimes are in modern
economies. Certainly families and other ‘close knit’ groups routinely use common prop-
erty rights to govern resources. The ‘lobster gangs’ of Maine are perhaps the most fa-
mous case. A growing sector of the housing market is comprised of so-called ‘common
interest communities,’ like condominiums, cooperatives, and homeowner’s associations,
in which residents use a quasi-governmental structure for maintaining common areas
(e.g., fitness rooms, pools, trails, open space) and providing certain local public goods
(Dwyer and Menell, 1998: 807–887). (See the further discussion in section 7.5.) Com-
mon property seems to be less typical in business, perhaps because group ownership
leads to costly transfers of rights that must ultimately be governed by political deci-
sion making. It may also be true that large-scale enforcement by the state (i.e., courts,
police) has usurped the major advantage of common property. In water law, however,
riparian water rights and the public trust doctrine (as we show in section 8.2.1 below)
still contain important elements of a common property regime.

2.4. State property rights

A third, and increasingly important, category of property rights are those held by the
state. Vast amounts of land, buildings, and capital equipment are owned by govern-

36 On the other hand, there are problems when resource rights are tied to land ownership. For example, further
parcelization of land can exacerbate the rule of capture as it has done with oil discovered in urban areas. In
addition, linking rights can create incentives for further parcelization. For instance, riparian doctrine linking
water to land sometimes yields long, narrow “bowling alley” parcels designed to extend water rights to many
users (Dukeminier and Krier, 2002).
37 Smith (2000) finds little support for the risk sharing thesis in the context of the medieval open fields system.
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ments (local, state and federal). Local governments own schools, road ways, and fleets
of police cars. States own universities, administrative buildings, and vast tracts of land,
especially in the West, where statehood grants established state trust lands to be man-
aged to finance schools. The federal government owns about one-third of the total land
area in the United States, again with a much larger presence in the western states.38 It
owns the Outer Continental Shelf from the shore to the 200-mile international border
and thus owns billions of dollars worth of oil–gas and other resources.39 The federal
government also has vast holdings of urban real estate (e.g., The White House, federal
buildings throughout the country) and billions of dollars of capital equipment ranging
from fighter jets and aircraft carriers to personal computers and desks.

The specific set of property rights that govern these state assets varies widely and has
not been systematically analyzed by economists.40 All are under the control of some
administrative agency, be it the US Army, the state highway department, or the Bu-
reau of Land Management. The statutes and regulations and political forces that govern
these agencies vary widely and thus lead to a range of outcomes. Many federal lands
are managed passively and are thus open access for many uses, especially for outdoor
recreation such as cycling, fishing, hiking, hunting, and rafting. This is true for the bulk
of land administered by the Bureau of Land Management, the Forest Service, and the
Fish and Wildlife Service.41 Other lands and uses are governed by a combination of
price and non-price (lottery, waiting lists) mechanisms, but open to virtually all citizens
in principle. Commercially valuable natural resources, such as coal, oil-gas, and timber,
are routinely leased to private firms, who essentially have private rights over certain at-
tributes of the land (Nelson, 1995). For example, ski resorts have long term leases to
operate on federal lands, and commercial businesses such as hotels similarly tend to
have long term agreements to operate in national parks. Moveable property like desks,
planes and rifles are governed differently as well. In some cases state assets are assigned
to individual users and thus become an almost exclusive usufruct right. It is well known
that a soldier’s rifle is ‘his rifle’ and no one else’s. As a whole, the range of property
rights regimes incorporate aspects of the three major types: private property, common
property, and open access. Even so, what seems to be common to all of these regimes
is a severe limit on transferability of rights, perhaps to limit the moral hazard incentives
of agency bureaucrats.

Given the great variation in property rights, the analysis of state property not only
requires a detailed knowledge of the asset and the relevant administrative agency but

38 The total area of the 50 states is 2.27 billion acres and about 654 million acres (nearly 29%) is owned or
administered by federal agencies. See Table 1-3, Public Land Statistics 1999 (Bureau of Land Management,
1999).
39 States tend to own the subsurface estate between the coast and the federal lands which begin from 3–5
miles out.
40 The main exception to this is the large literature on marine fisheries where a myriad of administrative
regimes define the rights to fish stocks (Munro and Scott, 1985).
41 For these assets the typical rhetoric is that open access is good since ‘they belong to all of us,’ yet no one
would make the same claim for an F-18 fighter jet.
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also a workable theory of bureaucracy. The limited applicable literature is found in the
analysis on natural resource agencies, especially those governing federal lands and ma-
rine fisheries. For instance, an early study by Stroup and Baden (1973) examines the
behavior of the Forest Service and its management of national forests. They point out
the different incentives faced by Forest Service managers compared to those of private
forest owners and how interest groups influence agency behavior. Since that time there
has developed a literature that has examined the economic efficiency of public land
management. A common conclusion is that federal lands are not particularly well man-
aged, and that these inefficiencies often are coupled with lower environmental quality
(e.g., Hyde, 1981). More recently, Nelson (1995) notes the underlying and variable sys-
tem of property rights in federal lands. Studies of the broadcast spectrum are also an
example of economic analysis of property rights governed by administrative agencies
(e.g., Hazlett, 1990, 1998; Hazlett and Munoz, 2004). Property rights to spectrum are,
in fact, highly restrictive and generally non-transferable licenses to broadcast using cer-
tain technologies. These rights are similar to the rights to many public lands in their
restrictions on use and transfer (e.g., federal grazing rights).

The relevant law for state property has origins in common law (e.g., mining on federal
land in a first possession rule) but is primarily governed by statutes and regulations, all
shaped by bureaucrats, interest groups, and politicians. These legal constraints shape
the objective of agencies. For example, managers of state school trust lands in the West
are typically mandated to maximize financial returns, and thus the land is managed
intensively under a system of leases to private parties for uses ranging from farming to
hunting to logging. National forests, however, are governed by federal ‘multiple use’
statutes which very often limit the ability of managers to generate revenue from forest
use. These statutory constraints, in turn, shape the property rights that develop.

2.5. Mixed property rights and complex assets

Real property regimes are more complex than the open access, private property, com-
mon property, and state property discussions suggest. Real property rights regimes, in
fact, are mixtures of these basic types. A rancher’s land may seem to be private but this
is only a partial description. The right to the grass for grazing is private but the streams
running through the property may be open access for fishing or recreation; or the grass
may be a lease from a federal agency with mineral rights held by yet another private
party. The underlying oil reservoir may be governed by a unitization contract (subject
to oversight by a state oil conservation agency) among many neighboring ranchers, es-
sentially mimicking common property. Predator control for coyotes that roam across
many ranches may likewise be governed by a common property regime. Similar sce-
narios are found in residential and commercial real estate, and Bailey (1992) found
a mixture of ownership regimes among aboriginal peoples. The evidence, though far
from systematic, suggests a mixture of rights. Because assets are a complex collection
of valuable attributes, ownership is also a complex collection of rights (Barzel, 1982,
1997; Eggertsson, 1990; Ellickson, 1993; Kaplow and Shavell, 2002; Merrill and Smith,
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2000; Rose, 1998; Stake, 1999), comprised of the four fundamental types.42 One of the
more distinctive complexities of rights—and one long recognized in law—is the dis-
tinction between use rights and transfer rights. The standard fee simple bundle included
both the right to possess (use) and the right to transfer but many rights are only for
exclusive use (e.g., riparian water rights, many servitudes).

Little work has been done to understand the forces that determine the optimal com-
plexity of property rights.43 This thus remains an important area for future work.
Smith’s (2000) study of the common field system of medieval Europe is one of the few
to examine the economic logic of a mixed property regime. Smith notes that for crops
the land in the typical village was private, but that for grazing the land was common
property.44 He notes how private property for crops provides incentives for investment
and husbandry and how a larger scale of land ownership is optimal for grazing (of pri-
vate herds). Lueck’s (1989) study of wildlife law recognizes that wildlife is but one of
many valuable attributes of the land for which the dominant property regime is most of-
ten governed by agricultural use. Ellickson (1993) similarly notes a wide range of mixed
regimes, including legal and customary rights. These studies are important in furthering
our understanding of the complexity of rights but are lacking a cohesive (and ultimately
formalized) framework. The modern principal-agent literature on contracts, especially
that on moral hazard, may be a starting point as our discussion of land leases in section 5
suggests. The major question is to what extent each individual attribute of an asset can
be treated as an independent asset whose ownership is independently determined.

The common law of property can be said to begin with the ad coelum doctrine’s
mandate that ownership of land includes all attributes in an infinite projection above
and below the earth’s surface.45 In this system the only ownership question is the size
of the surface boundaries. The ad coelum framework ultimately breaks down because
various attributes (as the rancher example shows) have different surface projections.
Thus the optimal tract size of land for a home may be one acre, but for an oil reservoir
it may be ten thousand acres and for an airshed it may be much larger still. The law has
long recognized the limits of the ad coelum doctrine and has developed to accommodate
the demand of different attributes of land. The law of servitudes and the law of sepa-
rate estates in water and minerals are clear examples. Modern public administration of
environmental resources is a recent application (e.g. Rose, 1998). The law of nuisance
and trespass, the focus of Coase’s analysis, has to do with conflicts that ultimately arise
between the owners of adjacent parcels, which derive from complex assets with various
dimensions of use. The doctrine of private necessity, for example, is an exception to the

42 Rose (1998, p. 96) calls un-enforced attributes of land by the term ‘unpropertized common resources’.
43 Karpoff’s (1987) study of fisheries regulations, which we note later, implicitly recognizes complex assets.
44 Smith labels this regime a ‘semi-commons,’ though like the term anti-commons it is not clear that this
identifies a distinct and fundamental economic regime.
45 The complete Latin phrase is cujus est solum ejus est usque ad coelum, which translates ‘to whomsoever
the soil belongs, he owns also to the sky and to the depths’ (Dukeminier and Krier, 2002, p. 141).
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law of trespass, which actually allows one to use another’s property in an emergency.46

Thus emerges the traditional legal concept of property rights as a ‘bundle of sticks;’ an
idea that accurately meshes with the complexity and mixed ownership of real assets. As
Ellickson (1993) notes, the common law allows a wide variety of subdivision of rights
in time, use, and space.47

3. The origin of property rights

This section examines the origin of property rights. In both custom and law first pos-
session has been the dominant method of establishing rights, and the rationale for and
the effects of this mechanism will be examined closely. It will be clear that the manner
by which possession is defined and enforced will be crucial in the type of rights that are
created. Alternatives to first possession are also examined including auctions, lotteries,
and administrative assignments.

3.1. First possession

First possession rules can operate on different margins. For instance, the rule can grant
ownership of a single bison to the first person that kills it under the so-called rule of cap-
ture, or it can grant ownership of the entire herd to the first person that claims ownership
of the entire living herd. The behavior of the possessor and the use of the bison resource
will obviously differ in the two cases. In the initial case, first possession applies to the
flow of output from the stock of living bison, while in the second case the rule applies to
the stock itself. In the bison example, the rule of capture is expected to emerge—and in
fact did—because the cost of enforcing possession to the live herd is prohibitive (Lueck,
2002).

Figure 3.1 illustrates the effects of a first possession rule, beginning with an unowned
asset. As the left branch of the figure shows, if applied to a stock, private property rights
are established directly through possession. On the right branch, if only a flow (or a
portion of the stock) can be possessed, the rule of capture ensues. Thus both paths have
the potential for dissipation, either from a race to claim the stock or from open access
exploitation. In a race, dissipation takes the form of excessive investment prior to own-
ership, but the resource is unaltered. In contrast, under the rule of capture, dissipation
manifests as overuse of the resource (and possibly damage).

46 Ploof v. Putnam 81 Vt. 471, 71 A 188 (Supreme Court of Vermont, 1908). Here a person was allowed to
tie-down a boat at a private dock during a severe storm without permission. The court ordered the user to pay
for the use of the asset.
47 Some recent studies have noted that property law tends to allow only a certain number of standard bundles
of rights (Ellickson, 1993; Merrill and Smith, 2000; Hansmann and Kraakman, 2002). The explanations for
this numerus clauues doctrine focus on measurement and information costs.
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Figure 3.1. Property rights under the rule of first possession.

The stock-flow distinction also illuminates the temporal dimensions of ownership.
For example, possession could grant ownership of a pasture in perpetuity or it could
simply grant ownership of the grass currently being grazed by one’s livestock. Perpet-
ual ownership means ownership of the stock, while a shorter term of ownership means
ownership of some flows. Granting rights to stocks also confers ownership to the fu-
ture stream of flows, so the formal economic model is inter-temporal. Granting rights
to flows, on the other hand, means ownership is a one-time event, so the formal eco-
nomic model examines just one period. Of course, there can be ownership rights of
intermediate term (e.g., patents, copyrights) but this simple dichotomy covers most of
the important cases and serves to clarify the model.

Consider an asset (e.g., a plot of land) that yields an instantaneous (net) flow of ben-
efits R(x(t)), where x(t) is the amount of a variable input supplied by private owners at
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time t .48 Let r be the interest rate, and assume the flow value, R(t), grows over time at
the continuous rate g < r , so that the value of the asset grows over time. Also assume
that each period’s return is independent of past returns.49 The term g can be thought to
measure increases in the demand for the asset, perhaps because of population growth.
This formulation also recognizes the usual case that during early periods assets are not
sufficiently valuable to cover the costs of establishing ownership. The first-best, full-
information outcome is

(3.1)V FB =
∫ ∞

t=0
R(x∗(t))e−(r−g)t dt,

where x∗(t) is the optimal input level in period t and the first-best time to begin use
of the asset is t = 0. In general, V FB is not attainable because of the costs of both
establishing and enforcing rights that efficiently allocate use of the resource.

3.2. Claiming the asset

The left-hand side of Figure 3.1 shows the case when ownership of the asset is granted to
the first person to obtain possession of the entire stock. To simplify, we assume that the
method of possession does not damage other resources; this is equivalent to assuming
that the asset is a simple, single attribute good. The first claimant thus obtains exclusive
rights, into the indefinite future, to the flow of rents,

∫ ∞
0 R∗(t)dt , generated by the asset.

Since establishing a bona fide claim will be costly and because g < r , rights may not be
worth enforcing. Under these conditions, property rights to the asset will emerge, after
an initial period without ownership, as the value of the asset increases (Demsetz, 1967).
Maximizing resource value is, in effect, a problem of optimally timing the establishment
of rights under first possession.

Now assume there are one-time costs, C, of establishing enforceable rights, or
demonstrating possession which grant the owner the exclusive right to the stream of
production for all time. If there is a single potential claimant, the flow from the asset
(and the rents) is available after rights to the stock are established. The decision to claim
the stock is the result of private maximization which, in this case, means the net present
value of the asset is

(3.2)V S =
∫ ∞

t s
[R(x∗(t))e−(r−g)t dt] − Ce−rtS ,

where tS is the time at which ownership of the stock (and the flow of output) is es-
tablished under first possession. The optimal time to establish ownership is when the
marginal return from waiting, given by the present value of the asset’s flow at tS , equals

48 The model here is derived from Lueck (1995b, 1998).
49 One can think of R(t) as the steady-state flow of benefits. Note that if g > r , the present value of the asset
would be infinite.
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the marginal cost of waiting, given by the present value of the opportunity cost of es-
tablishing rights at tS , or R∗e−(r−g)tS = rCe−rtS . Inspection of (3.1) and (3.2) shows
that the value of the asset clearly falls short of first-best, or V ∗ < V FB . This is because
the net value of the asset must now account for the costs of establishing ownership, and
the fact that these costs delay ownership and production to tS from t = 0.

A first possession rule can dissipate value when there is unconstrained competi-
tion among potential claimants.50 In the simplest case with homogeneous competitors,
potential claimants gain ownership by establishing possession just before their com-
petitors. A claim is worth staking as long as the net value of the asset is positive, so a
competitive rush to claim rights causes ownership to be established at exactly the time,
tR , when the present value of the rental flow at tR equals the present value of the entire
costs of establishing ownership at tR , or when R∗e−(r−g)tR/(r − g) = Ce−rtR . In such
a race, rights are established prematurely at tR , where tR < tS .51 More important, the
race equilibrium implies that the rental stream is fully dissipated; that is,

(3.3)V R =
∫ ∞

tR
[R(x∗(t))e−(r−g)t dt] − Ce−rtR = 0.

Heterogeneity among potential claimants can reduce, or even eliminate, the dissipa-
tion of wealth (Barzel, 1994; Lueck, 1995b).52 Assume there are just two competitors
(i and j ) for ownership of the asset with possession costs Ci < Cj . Also assume that
neither party knows each other’s costs. In a race, person i gains ownership just before
the closest competitor makes a claim, at time, t i = tR − ε, and earns rent equal to the
present discounted value of his cost advantage, V Ri . The key implication is that as the
heterogeneity of claimants (Cj − Ci) increases, the level of dissipation will decrease.
The analysis remains the same with rental value differentials such as Ri �= Rj or dif-
ferent expectations about the rate of growth of the flow value, gi �= gj . In the extreme
case, where just one person has costs less than the net present value of the asset’s flows,
the first-best outcome is achieved. Since only one person enters the race, there is no
dissipation.

Altering the assumption about information can alter the racing equilibrium. Fueden-
berg et al. (1983) and Harris and Vickers (1985) show that if competitors have complete
information about each other’s talents a race will not ensue because only the low-cost in-
dividual will have a positive expected payoff of entering the race; that is, V S is achieved
if Ci < Cj , i �= j = 1, . . . n.

Even though claimant heterogeneity can limit or eliminate racing dissipation, there
arises the possibility that a claimant can gain a cost advantage by expending resources,

50 This phenomenon was first studied by Barzel (1968) in the context of research and technological develop-
ment. Also see Mortensen (1982).
51 The single claimant solution yields tS = (ln r + ln C − ln R)/g while the race model gives tR = (ln(r −
g) + ln C − ln R)/g. Inspection reveals tR < tS .
52 Suen (1989) also notes the importance of heterogeneity in reducing dissipation in the context of rationing
by waiting.
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thereby altering the margins of dissipation (McFetridge and Smith, 1980). For example,
if competing claimants can acquire the technology to achieve the minimum costs (Ci),
then homogeneity and the full dissipation equilibrium is re-established. This extreme
result, however, relies on the assumption that homogeneity can be attained easily by
investing in the low cost claimant’s technology. The more likely reality is that claiming
costs depend not only on endogenous investment decisions but also on exogenous forces
that generate and preserve heterogeneity. Consider two possibilities. First, if the distrib-
ution of talent across individuals is not equal, some people will have innate advantages
that will be difficult or impossible to overcome with investment. Second, if there is ran-
dom variability in opportunities, then some individuals will be in the position of being
the low cost claimant; again, investment is unlikely to destroy the random advantage.

Because first possession is a rule that restricts competition to a time dimension, there
is another reason why investment cannot routinely eliminate heterogeneity. Cost ad-
vantages, no matter how they were gained initially, are expected to diminish over time
because potential investors ultimately will gain information that allows them to mimic
the behavior of the low cost person (Kitch, 1977; Suen, 1989). As long as costs depend
on exogenous factors, dissipation will be incomplete. In the worst-case race equilibrium,
the first claimant will own just the value of his exogenous advantage; in the best-case,
extreme heterogeneity or the full information game theory equilibrium, the first claimant
will own the full potential value, V S , of the asset.

3.3. The rule of capture for asset flows

When the costs of enforcing a claim to the asset are prohibitive, ownership can be es-
tablished only by capturing or ‘reducing to possession’ a flow from the asset. (See the
right side of Fig. 3.1.) The rule of capture—simply a derivation of the rule of first
possession—will occur when enforcing possession of the flow is cheaper than enforc-
ing possession of the stock. Wildlife and crude oil are the classic examples: ownership
is established only when a hunter bags a pheasant or when a barrel of oil is brought
to the surface. The stock itself, be it the pheasant population or the entire underground
reservoir of oil, remains unowned. As a result, the new ‘race’ is to claim the present
flow R(t) by capturing the product (e.g., the dead pheasant) first.

As a rule of capture, first possession can lead to classic open access dissipation
(Epstein, 1986; Lueck, 1995a, 1995b). Under the rule of capture no one owns the asset’s
entire stream of flows,

∫ ∞
0 R(t)dt . Now the formal economic analysis of dissipation is

just one-period, rather than inter-temporal as in the race, and in fact is identical to the
open access model developed in section 2.1, with an equilibrium level of effort deter-
mined by equation (2.2).

3.4. First possession in law

The law of first possession seems to be consistent with the model that includes two
potential paths of dissipation (racing and over-exploitation). When first possession has
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Table 3.1
First possession rules

Asset Possession rule Stock-flow & duration of rights

Chattels (abandoned, lost, unclaimed) recover or show intent to recover stock—permanent
Intellectual property invent, write stock—varies (17–100 years)
Land occupation & cultivation of land stock—permanent
Minerals (hard rock) locate mineral deposit stock—permanent
Ocean fisheries land fish flow—current catch
Petroleum bring oil to surface flow—current production
Water—appropriation doctrine develop a diversion plan stock—permanent
Water—riparian doctrine pump or divert water flow—current use
Wild game kill or capture animal flow—current kill

the potential for a race, the law tends to mitigate dissipation by assigning possession
when claimant heterogeneity is greatest. On the other hand, when first possession breeds
a rule of capture, the law tends to limit access and restrict the transfer of access rights to
limit open access exploitation. It should be noted that judicial opinions and statutes may
use such terms as ‘first in time, first in right,’ ‘priority in time,’ or the ‘rule of capture.’
Regardless of the precise legal terminology, all of the subjects examined below are
governed by rules in which legitimate ownership is created by establishing possession
before anyone else. Table 3.1 summarizes some important first possession rules.53

In those cases where first possession rules establish ownership in a resource stock,
a number of common principles are evident. First, possession tends to be defined so
that valid claims are made at low cost and before dissipating races begin, thus exploit-
ing claimant heterogeneity.54 Second, once rights are established, the transfer of rights
to the resource is allowed routinely. Third, the use of auctions or other administrative
allocation mechanisms are high cost alternatives.

In certain cases, establishing possession of an entire stock is especially costly and
leads to the rule of capture, as in the case of so-called ‘fugitive’ resources (Rose,
1986) such as oil and wildlife. In these cases a number of common principles can be
found. First, the rule of capture may not produce severe dissipation when there are but
a few users or when there are what Rose (1986) calls ‘plenteous’ goods. Thus open ac-
cess may persist optimally as in the case of nineteenth-century whaling. Second, when

53 The analysis here suggests broad confirmation of the economics models, but the literature shows consider-
able disagreement among law and economics scholars on the merits of first possession rules (Merrill, 1986).
For instance, in studies of homesteading (Anderson and Hill, 1990) and water (Williams, 1983) first posses-
sion has been criticized as causing wasteful races. In contrast, studies of the broadcast spectrum (Hazlett,
1990), homesteading (Allen, 1991), and patents and mining (Kitch, 1977) argue that racing dissipation is
minimal.
54 In a rare empirical study on this issue, Lerner (1997) finds evidence consistent with racing in the U.S. disk
drive industry.
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dissipation becomes severe, access to the resource tends to be limited through legal,
contractual, or regulatory methods. Third, transfer of rights to capturable flows tends
to be restricted. Contemporary fishing regulations are perhaps the best example of such
regimes, though the complexity of assets makes it difficult to eliminate the margins for
dissipation (Karpoff, 1987).

Even possession under the rule of capture can vary, as illustrated in the famous case
of Pierson v. Post where the court was divided over whether possession of a wild fox
was determined by “hot pursuit” or physical capture.55 A similar distinction was present
in nineteenth century Atlantic whaling (Holmes, 1881; Ellickson, 1989). Here, the rule
of capture typically required that a harpoon be fixed to the mammal before a legitimate
ownership interest was established, the ‘fast-fish, loose-fish’ rule. In the case of the
aggressive sperm whale, however, the ‘iron holds the whale’ rule granted ownership to
a whaler whose harpoon first was affixed to the whale so long as the whaler remained
in fresh pursuit. The law seems to recognize how the precise way in which possession
is defined will influence the outcome and tends to define possession so that waste (e.g.,
fruitless or dangerous whaling effort) will be minimized.

What must be done to maintain a legitimate claim? Ownership, says Blackstone, re-
mains with the original taker, ‘till such time as he does some other act which shows an
intention to abandon it.’56 In general the law tends not to require a claimant to continu-
ally exert the effort required for an initial claim, but he cannot remain an owner without
incurring some continued possession costs (Holmes, 1881).57 An owner must actively
and continuously enforce his ownership claim, regardless of whether he obtained own-
ership by first possession or by subsequent method such as purchase, inheritance, or
bankruptcy. The law has two responses to a party lax in exerting effort at continued
possession. If an owner intentionally ignores the property it can become abandoned and
subject to being reclaimed under first possession. In certain cases, (e.g., minerals, trade-
marks, water) specific rules, often lumped together as ‘use-it-or-lose-it,’ have developed
to determine precisely when the right has been abandoned. If an owner is simply inat-
tentive enough to allow another party to establish continued use of the property, then
adverse users can ultimately gain ownership under the doctrine of adverse possession

55 Pierson v. Post, 1805, 3 Cal. R. 175, 2 Am. Dec. 264 (Sup. Ct. of N.Y. 1805). Dharmapala and Pitchford
(2002) develop a formal model of the differential incentives under the two rules.
56 Book II, Chapter 1. Of course, property rights can also be relinquished by gift or sale to another.
57 This principle is clearly articulated in the famous ‘dung case,’ Haslem v. Lockwood, 37 Conn. 500 (1871).
In Haslem the plaintiff was a farmer who gathered manure from the ditch along a public highway into ‘heaps,’
leaving them overnight while he returned to his farm to get a cart for transport of the heaps. Before he returned
the defendant had begun to load the heaps and take them away. The court, in deciding for the plaintiff, ruled
that the manure was abandoned property in the public ditch, that the plaintiff established ownership via first
possession by piling the dung into heaps, and finally, that the plaintiff having established ownership did not
have to exert the same effort to maintain possession and was therefore justified in returning home to fetch
his cart. Implicit in this case and elsewhere is the fact that collective institutions (e.g., courts, custom, police)
actively enforce property rights once they are established, thus minimizing the resources devoted to continued
possession.



Ch. 3: Property Law 207

(see section 6.1). Thus the law requires that an owner continue to exert effort to maintain
possession but certainly not to the degree initially required to establish possession. In
Holmes’s words (1881, p. 236): ‘Everyone agrees that it is not necessary to have always
present power over the thing, otherwise one could only possess what was under his
hand.’ The general rule of not requiring the same effort for continuing possession as for
establishing possession recognizes economies of enforcement by collective institutions
and a protection of specific investments by the original claimant.58

A first possession rule that leads to an optimal system of ownership for one attribute
can leave rights unspecified to another attribute.59 Establishing rights to land for farm-
ing, for instance, might create a system of rights inconsistent with the optimal use of
wildlife or groundwater. The process of establishing possession might cause damage to
adjacent environmental assets, as when the diversion of water under prior appropriation
damages in-stream resources (Leshy, 1987; Sprankling, 1996). Indeed, the application
of first possession to environmental goods (e.g., scenic view) is not well developed in
the law. Private contracting to consolidate land holdings is a possible solution to the
ownership problem for the attached resource, but this is an imperfect solution when
contracting costs are positive (Libecap and Wiggins, 1984; Libecap, 1989). For exam-
ple, detailed property rights to small, urban parcels of land can lead to severe open
access dissipation for subsurface oil and gas production. Recent work by Hansen and
Libecap (2004) shows that soil erosion during the ‘Dust Bowl’ can be similarly viewed
as a failure of private contracting among many small farmers.

Possession rules can also swing dramatically from a rule of capture to a perpetual
right to a stock. Water law illustrates the issue clearly. Under absolute ownership a
landowner can claim groundwater under the rule of capture by pumping water to the
surface; under prior appropriation, however, a successful first claimant earns a perma-
nent withdrawal right to a measured quantity extracted each year. Indeed, such a switch
in regimes begs the question of what is the actual stock that is valuable to potential
users. Is the bison herd the valuable stock, or is a single bison (which can yield meat
and hides) a valuable stock in its own right? Ultimately the answer depends on the uses
of the resource as well as on the relative costs (e.g., claiming possession, enforcing
common property).

First possession rules are still relevant and likely to be important in the future. Berger
(1985) notes many cases not examined here where first possession is the primary rule.
For example, while the common law has tended to move away from the ‘coming to the
nuisance’ doctrine (Wittman, 1980; Pitchford and Snyder, 2003), nearly all states have
enacted ‘right to farm’ statutes which effectively codify this first possession principle;
namely, that no one can make a legitimate nuisance claim for activities in place prior to

58 Continued possession or maintenance costs can be added to the first possession model, noting that net rents
are R(t) − c(t) where c(t) is the current cost of maintaining possession. This addition will increase t∗ in the
claim model.
59 Nuisance law, as discussed in section 7.4, addresses these problems.
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a location decision by the affected party (Berger, 1985). The recent environmental poli-
cies that use transferable use or access permits require an initial allocation of property
rights. For both fisheries regulations that use individual transferable quotas (ITQs) and
pollution emission systems with transferable permits, rights tend to be established by
being grandfathered in to the permit system. For fisheries, allocations have been based
on historical catch; for pollution, allocation has been based on historical emissions (e.g.,
the sulfur dioxide trading program under the Clean Air Act amendments of 1990). Some
economists have considered this a ‘free distribution’ (e.g., Stavins, 1995) or ‘give away,’
but it is alternatively viewed as an allocation based on first possession. In these cases,
first possession may protect the specific investments made by the original users of the
assets and avoid the administrative and rent-seeking costs of auctions. Though it might
seem reasonable to think that the era of discovering new resources has long passed,
space and the deep sea may have surprises to offer. In space, geosynchronous satellite
orbits have been claimed by first possessors, but the deep sea has been treated differ-
ently. For example, Epstein (1979) noted that the Law of the Sea conference rejected
first possession rules for allocating claims to deep sea minerals, while recent legisla-
tion awards ownership of abandoned shipwrecks found in U.S. waters to the federal
government rather than to the finder (Hallwood and Miceli, 2006).

3.5. Alternatives: auctions, bureaucracy, politics, and violence

Law and economics scholars studying first possession have often recommended auc-
tions as the efficient method of establishing rights without closely examining the costs
of auctions (e.g., Barzel, 1968; Coase, 1959; Haddock, 1986; Posner, 2003; Williams,
1983). Assuming the same costs of establishing the rights (C), the winner of the ‘ideal’
auction pays V S and begins production at tS , thus maximizing the value of the asset.
Yet, in practice, auctions will entail real and often large costs (Epstein, 1979; McMillan,
1994). Under first possession, private claimants must bear the cost, Ce−rt , of enforc-
ing a claim to the resource. Similarly, before the auction can take place, the state must
establish rights to the asset at a cost, CSe−rt , and also incur costs, CAe−rt , of adminis-
tering the auction. In addition, the state must survey and police the resource, determine
what size parcels of the asset to sell, the method of auction to use, and so on (McMillan,
1994). If the state cannot protect property rights adequately after the auction, potential
buyers will bid less than V ∗.60

Epstein (1979) also notes that interest groups will attempt to alter the auction rules
to suit their own advantage, leading to further dissipation of rent. Indeed, he notes that
administrative alternatives simply were not available (i.e., too costly) during much of the
development of the common law. As a result, only if the state’s costs (CS + CA)e−rt

60 Allen (1991) argues that this is the reason homesteading was often chosen over auctions for assigning
rights to frontier land in many countries.
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are less than Ce−rt will V ∗ result from an auction.61 The choice between auctions
(or other administrative policies) and first possession is ultimately a trade-off between
costly auctions and potential dissipation from races. In some cases—future patentable
innovations, sunken treasure, and the unused electromagnetic spectrum—the resource
cannot be auctioned simply because it has yet to be identified. First possession rules, as
Epstein (1979) notes, generate incentives for private parties to discover new resources
and new dimensions of known resources.

4. The evolution of property rights

To this point several different property rights regimes have been studied in isolation, and
the establishment of rights has been considered under the rule of first possession. This
section examines the determinants of changes in property rights and how these changes
take place. Though changes or differences in property rights can be examined with cross
section or time series data, the earliest studies focused on temporal changes, and thus
the term “evolution of property rights” has come to define the literature.62

4.1. The Demsetz thesis

The evolution of property rights is one of the oldest topics in the economics of prop-
erty rights, beginning with Demsetz’s (1967) pioneering paper.63 Demsetz argues that
property rights emerge to internalize the externalities present in open access.64 Further,
in what has become the classic argument on the topic, he posits that an increase in the
value of an asset will increase the gains from ownership and thus lead to the creation of
property rights. In support of this thesis, Demsetz recounts the anthropological evidence
of alterations in property rights among the Montagne Indians of Quebec during the 18th
century. Prior to the emergence of the beaver trade with Europeans, rights to beaver
could be characterized as open access. However, once the trade increased their value,
property rights to beaver populations emerged and were held by family units. The story
of the emergence of rights to beaver among the Montagne has become the most famous
story in the economics of property rights.65

61 Hazlett and Munoz (2004) argue that the time at which a resource is used can be substantially delayed
under an auction system (the choice of t in the model) because of lobbying during the design period. They
further estimate that these delay costs were around $9 billion in the case of recent spectrum auctions in the
United Kingdom.
62 Anderson and Hill (1975) appear to be the originators of this phrase. Recently the Journal of Legal Studies
(Vol. 31, No. 2 (part 2) (June 2002)) published a special issue titled ‘The Evolution of Property Rights.’
63 Although Demzetz’s paper might seem to fit in the ‘origins’ topic in the previous section, it is more
appropriately viewed as a study of the choice among various property regimes, so we place it here.
64 Demsetz actually uses the term ‘common property’ to describe what is now called open access.
65 But see McManus’s (1975) account of property rights to beaver which indicates a more complex system
of rights than the all-or-none choice Demsetz describes.
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4.2. Empirical studies

The Demsetz thesis was not again explored until Anderson and Hill’s (1975) study of
the emergence of property rights to rangeland, livestock, and water in the American
West. Anderson and Hill argue that the history of the West is largely consistent with
Demsetz’s thesis; as the frontier was settled assets became more valuable, and property
rights emerged out of what we would now call open access. In a remarkably convincing
historical analysis they show how the range was privatized after the introduction of
barbed wire dramatically reduced the cost of enforcing rights to grasslands. This history
shows how, holding resource values constant, changes in property rights enforcement
costs can have dramatic affects on the choice of property rights regimes.66

Umbeck (1977) and Libecap (1978) study the establishment of rights to gold and
silver fields in California and Nevada, respectively, and find a history that again corre-
sponds to Demsetz’s beaver. In fact, the California gold rush is an even better application
than the beaver because the discovery of gold signified a sharp increase in the asset’s
value and the property system that developed was much more detailed than that devel-
oped by the Montagne. Furthermore, for the gold case, there was no preexisting society
as in the Montagne case; open access truly was the prior regime. In his sweeping study
of economic history, North (1981) suggests that the general rise of agricultural societies,
with private property rights in land, is consistent with this view of emerging rights. In-
deed, one might argue that the settlement of North America is broadly consistent as
well.67 Over time rights to land, water, minerals, and even air in recent times, have been
established as asset values have increased.

Econometric evidence confronting the Demsetz thesis has been scarce because of the
severe data requirements. Such a test requires data on property rights regimes and the
relevant economic parameters. Quantification of property regimes is particularly diffi-
cult and over a time series even harder. Libecap (1978), however, couples his historical
account of changes in mining law with some econometric evidence, showing in a short
time series that mining law became more precise as the value of mineral deposits in-
creased. More recently Geddes and Lueck (2002) use panel data on state laws defining
the rights of married women to hold property and contract, and find that states with a
greater potential value of human capital (as approximated by levels of wealth, educa-
tion, and the size of the market) tended to be the first states to expand rights for women.
Geddes and Lueck’s study is consistent with Demsetz and also with Schultz (1968) who
noted that individual freedoms (or rights to one’s own human capital) have tended to
increase with increases in the value of human capital.

Despite numerous studies in support of the Demsetz thesis, there are many instances
where property rights did not emerge even as asset values increased considerably. The

66 What is not discussed in Anderson and Hill is the destruction of Native American property regimes as
these asset values increased.
67 Eggertsson (1990) summarizes this literature; see also the Journal of Legal Studies (2002).
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case of oil and gas is perhaps the most dramatic, where rights to underground reser-
voirs remained subject to a rule of capture (see section 3.1) even as the value of these
resources rose dramatically (Libecap, 1989; Libecap and Smith, 2002). Rights to the
oil and gas stocks themselves took nearly a century to develop and never emerged in
common law doctrine. In another example, property rights never emerged for the wild
bison herds despite the rather dramatic increase in the market value of the bison with the
advent of the bison hide market (Lueck, 2002). In fact, it is precisely during the period
of the most intense market activity that the bison’s demise was swiftest. Property rights
to marine fisheries often have also remained open access for extended periods, despite
significant increases in the asset’s value.68

4.3. The theory of rights evolution and variation

Demsetz’s original theory was informal and simple: increases in the net benefits of
enforcing rights would increase the level of rights enforcement. His main theoretical
contribution was simply and importantly to note that property rights themselves are
economic goods amenable to the tools of economic theory and potentially subject to
empirical analysis. While it seems trivial now, as do many breakthroughs, the insight
has been critical to the economics of property rights and institutions. Yet, Demsetz did
not develop a formal model, and his paper said little about the costs of a property regime,
the mechanism of choosing rights, and the form of property rights.

Umbeck (1977) was the first to formalize Demsetz in his study of the California gold
rush. Umbeck assumes that the net value of rights (V ) was simply the benefits of rights
(B) less the cost of enforcing rights (C). He assumes further that B was exactly the
market value R of the asset (e.g., the price of a beaver pelt, or the rental value of a plot of
land), and that enforcement costs positively depended on the asset value C = c0 + c(R)

where c′(R) > 0. The first-best, or zero transaction cost value of the asset is V ∗ = R,
but the second-best value of the asset is V = R − C(R). Property rights emerge only
when R > C(R), so that for low asset values the asset remains unowned. This is exactly
the Demsetz thesis.69

Implicit in the Demsetz model was the assumption that the there will exist an asset
value for which R = C, so that there are values for which property rights will be
enforced and values for which they will not. Umbeck, however, notes that this outcome
depends on the structure of the enforcement cost function C.70 It is possible that as asset
values increase there may be an even greater incentive to steal the asset thus raising
enforcement costs. Simply, if enforcement costs rise faster than asset values, then the

68 This should not be taken as evidence against Demsetz’s general thesis, which is simply that property rights
respond to economic costs and benefits.
69 The first possession model from section 3.1 also implies that rights will emerge over time as asset values
increase, given some costs of claiming and a first possession rule.
70 Field (1989) also notes that enforcement costs depend on asset values. His model focuses on the number
of owners of a tract of land, or what he calls the ‘optimal number of commons.’
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implication is that no property rights will be established at all, regardless of how high the
asset value becomes. This means that if c′(R) > 1,71 then no rights will be established
because C(R) > R for all values of R. This means the only clear prediction from the
model is that parametric decreases in enforcement costs will increase the probability that
property rights will emerge.72 Thus changes in asset values do not give unambiguous
predictions. Allen (2002) notes the possibility that enforcement costs are increasing and
convex in asset values (i.e., c′(R) > 0, c′′(R) > 0). This extension implies that at lower
asset values, an increase would lead to the establishment of property rights, but that at
higher asset values, a further increase could actually lead to a reversal or abandonment
of property rights.73 A consideration of complex assets can also alter the model (Lueck,
2002). If, for instance, land is valuable for the production of both bison and wheat,
then an increase in the value of bison might not lead to an increase in rights to bison if
this increase is correlated with an increase in the value of wheat, which requires land
ownership on a smaller scale than is optimal for bison.

The choice of property rights can be put in a framework in which the maximization
problem is max{V1, . . . , Vn} where Vi is the net value of the asset generated under the
ith property rights regime (e.g., common property, state property, private property).74

Each regime’s value depends on market parameters and transaction cost parameters.
With multiple viable choices an analytical solution may be not be available, but in many
empirical settings the choices may be rather limited. In the case of just two alternative
property regimes, comparative statics predictions can be generated from ∂(V i/V j )/∂χ ,
where V i and V j are value functions for property regimes i and j and χ is a parameter.
If this derivative can be signed, then there is a prediction for the choice of property
regime.

4.4. The mechanism of rights changes

The analysis of the mechanism by which property rights are established can be divided
into several categories. First, there is what might be called an ‘institutional invisible
hand,’ which can be attributed to Demsetz and even to Coase (1960). This is often
linked to the common law (Posner, 2003). The evidence on whether the law has evolved
in a manner consistent with efficient property rights is mixed.75 The development of the
prior appropriation water doctrine in the western states seems to be an affirmative case.
In one of the defining cases, Coffin et al., v. Left Hand Ditch Co.,76 a Colorado court

71 Since B = R, B ′ = 1.
72 The case of the barbed wire fence fits this prediction (Anderson and Hill, 1975).
73 Such reversals have been noted by Anderson and Hill (1975) and Smith (2002).
74 Under the conditions of the Coase Theorem, of course, each regime would generate identical asset use and
value.
75 There is limited common law doctrine that compels adjoining landowners to share costs of common assets
(e.g., walls as in Day v. Caton, 119 Mass. 513 (1876) and groundwater drainage as in Ulmer v. Farnsworth,
15 A. 65 Maine (1888)). See Ellickson and Been (2000).
76 6 Colo. 443 (1882).
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noted that the riparian system used in eastern states was not useful for western water,
which needed to be diverted for use. Yet, in recent years courts in western states have
been reluctant to allow water rights to be defined for increasingly valuable ‘instream
uses’ such as those for recreation and wildlife.77

Second, game theory suggests that in the presence of repeated interaction, agents in
open access can generate conventions or norms in which the parties agree to create a
system of rights.78 For instance, Sugden (1986) suggests an evolutionary explanation
for such property conventions as ‘first possession’ and respect for property rights. Ex-
perimental work by Walker, Gardner and Ostrom (1990) shows how property regimes
can emerge out of open access with repeated interaction, even with anonymous players.

A third line of analysis, closely related to the second, is contracting for rights
(Libecap, 1989). That is, when the gains from another ownership regime exist, there
is the potential for existing users or those who have access to form a deal to establish a
new regime. Such an outcome is explicit in the formation of a unitization agreement to
establish rights to an underground oil reservoir among parties who previously operated
under a rule of capture. For such a contract to be an economic equilibrium there has
to be rent from the new property regime, and each party to the contract must expect to
increase their own rents. In the language of modern contract theory, a successful con-
tract must satisfy the incentive compatibility and individual rationality constraints of all
parties. Libecap (1989) finds that in many cases there is sufficient heterogeneity and
information asymmetry among contracting parties that it is prohibitively costly to find a
contract that meets the individual rationality constraints of all. Thus open access under
a rule of capture can persist even when the potential rents are huge.

A fourth mechanism by which rights can be established is through politics and statu-
tory rule-making.79 Since rights are often initiated via political institutions, there must
be rents for the political actors (e.g., politicians, interest groups, and bureaucrats) to
implement the changes. Thus, there is yet another set of incentive compatibility and
individual rationality constraints to add to the purely private contracting model. Rose
(1998) recognizes these forces and, without developing a model, suggests that the mod-
ern evolution of rights to environmental goods has been more or less consistent with
the Demsetz thesis. Riker and Sened (1991) explicitly show how transferable rights to
airport landing slots—established in the 1980s—did not emerge until the Secretary of
Transportation and the Office of Management and Budget signed on. More generally,
Levmore (2002) examines some interest group explanations for property rights changes
and formation.

77 Only recent statutory changes have allowed the definition of these rights, suggesting that there is a tradeoff
between common law and statutory rule-making. Similar outcomes can be found in the law of oil and gas,
wildlife, and groundwater.
78 Greif (2006) makes a similar argument for other self-enforcing institutions (or social rules generally).
79 Eggertsson (1990) calls the other models ‘naïve.’
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5. Voluntary transfers of property

This section examines voluntary transfers of property, including market transfers (sales)
and leases (temporary transfers). It also examines laws governing inheritance, or the
transfer of property from one generation to the next. For the most part, the focus is on
transfers of land, though the principles are more general.

5.1. Protection of ownership and market exchange

In addition to the use and investment incentives inherent in private ownership, there are
the allocation incentives inherent in the market transfer of private property rights. As the
Coase Theorem implies, because transaction costs are positive and property rights are
imperfect, actual market transfers must contend with various problems of enforcement.
One particularly important problem in the transfer of property rights is the possibility
of a claim by a previously defrauded owner. An important function of property law
is to minimize this source of uncertainty over ownership, thereby facilitating market
exchange (Baird and Jackson, 1984).

Information about potential prior claims on property is costly, however, so an efficient
system for enforcing or maintaining ownership will balance the cost of greater certainty
against the benefit. For example, consider a piece of property worth V if ownership is
certain, but subject to a risk p(x) that a past owner will assert a claim based on error
or fraud, where x is the effort (in dollar terms) devoted to ensuring title. This might
represent the cost of searching a public record of past transactions (if one exists) or
of establishing verifiable proof of ownership. Assume that p′ < 0 and p′′ > 0. The
owner’s problem is to choose x to maximize (1 − p(x))V − x, which must satisfy
−p′(x)V = 1, or, the marginal cost of title assurance effort must equal the increase in
the expected value of the property. It follows that it is not generally optimal to eliminate
all risk of loss (p(x∗) > 0), though owners of more valuable property will invest more
to secure ownership.80

In terms of the law, there are two basic rules for establishing ownership of property
that is sold by someone who turns out not to be the owner.81 Under the bona fide pur-
chaser rule, the buyer retains ownership of stolen property if he bought it believing the
seller was the true owner, whereas under the original owner rule, the true owner can re-
claim property by presenting adequate proof that it was wrongfully taken from him. The
choice between these rules involves a trade-off. Whereas the bona fide purchaser rule
inadequately deters theft, the original owner rule increases the buyers’ cost of verifying
that sellers have good title prior to purchase. For most property, however, the choice
is not important because the likelihood that goods are stolen is small. But as property
becomes more valuable, the problem of uncertain ownership becomes more important.

80 This comes from the comparative statics derivative ∂x∗/∂V = −p′/p′′V > 0.
81 This discussion is based on Shavell (2004, pp. 52–55). Also see Medina (2003).
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This is especially true of land, for which an extensive public registry of ownership is
maintained.82

5.1.1. Title systems for land

Land title in the U.S. is primarily protected by a public recording system that allows
potential buyers to verify title by searching the record of past transfers, theoretically
back to the root of ownership.83 Title search is a costly process, however, especially as
one goes back in time and the quality of records deteriorates. Most states therefore have
enacted statutes of limitation (so-called Marketable Title Acts), or less formal guide-
lines (established by local bars or title insurers), aimed at limiting title searches to a
reasonable length. Baker et al. (2002) develop a sequential search model (essentially a
dynamic version of the model in the previous section) to characterize how far back in
time buyers should search a title. They show that it is not generally optimal to search
the entire record, implying that optimal search involves some residual uncertainty. A
test of the model using cross-state data shows that title search guidelines vary according
to the predictions of the theory. Specifically, prescribed search lengths are increasing in
the cost of a title defect (as measured by title insurance premiums), the likelihood of
errors in the record (proxied by the percent of developed land and the frequency of land
transfer), and decreasing in title search costs.

Although the recording system is the predominant land title system in the U.S., other
common law countries (and some states) have also used a system of land registration,
called the Torrens system.84 Under land registration, the government certifies ownership
at the time of a transfer, thereby protecting the owner against nearly all claims; claimants
can at most seek monetary compensation from a public fund (financed by registration
fees). This is in contrast to the recording system, which awards successful claimants
an interest in the land itself. Thus under recording landowners ordinarily purchase title
insurance to provide them with financial compensation in the event of a loss.85 More
recently, Arruñada (2003) develops a model of in rem property rights to explain the pre-
dominance and structure of title institutions across many developed countries. Focusing
on the costs and benefits of in rem property rights (versus contract rights), Arruñada
finds that countries with recording systems tend to have a larger number of allowable
property regimes compared to countries with registration systems.

Note that the two title systems provide opposing answers to the fundamental question
of whom a title system should protect, the current possessor or the last rightful owner

82 Public registries of other valuable property, like boats, automobiles, and aircraft, are also maintained.
83 According to Black’s Law Dictionary ‘title is the means whereby the owner of land has the just possession
of his property.’ A ‘deed’ is a legal document which constitutes evidence of title.
84 This system was originally instituted in Australia in 1858; see, for example, Bostick (1987) and Shick and
Plotkin (1978).
85 Miceli et al. (2002) report that in 1989 insurance claims amounted to roughly 0.05% of the total value of
residential real estate transactions.
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(Baird and Jackson, 1984). (In this sense, they reflect the difference between the bona
fide purchaser and original owner rules.) The question is whether one is preferred on
efficiency grounds. If transaction costs are zero, the Coase Theorem implies that land
will be used efficiently under both systems (Miceli and Sirmans, 1995a). But since the
actual transaction costs of land transfer are significant, the preferred system is the one
that minimizes these costs, thereby facilitating exchange and investment.

Proponents of land registration claim that it lowers transaction costs relative to the
recording system because it dispenses with the need to search anew the entire his-
tory of a parcel with each transfer (Bostick, 1987).86 Actual attempts to compare the
costs of registration and recording in those jurisdictions in the U.S. where they co-exist,
however, have yielded mixed results, primarily owing to the high administrative costs
of registration (Janczyk, 1977; Shick and Plotkin, 1978). Such comparisons, however,
may miss the chief advantage of registration—namely, that it clears title to land in cases
where land records are poor or have been destroyed. For example, land registration
was instituted in Cook County, Illinois following the Great Chicago Fire, which de-
stroyed nearly all land records. A recent study of land transactions in that county used
the co-existence of both systems throughout most of the twentieth century as a natural
experiment to compare land values under each system (Miceli et al., 2002). Because
theory predicts that owners of higher risk properties should prefer the Torrens system,
however, the empirical analysis had to control for sample selection bias in the data.
Once this was done, the study found that land values in the sample were indeed higher
under the registration system as compared to the recording system. Part of this increase
in land value can be attributed to the protection of a current owner’s subjective valua-
tion, which can be linked to time and specific investments (Miceli, 1997, pp. 128–129).
Holmes eloquently makes this point: ‘[M]an, like a tree in the cleft of a rock, gradually
shapes roots to its surroundings, and when the roots have grown to a certain size, can’t
be displaced without cutting at his life (cited in Merrill, 1985b, p. 1131).’

A related issue that has been ignored in both the economics and legal literature is the
method by which land is measured and transacted. In the United States there are two
distinct regimes—the metes and bounds systems and the rectangular survey.87 Under
metes and bounds, property boundaries follow the natural contours of the lands and are
described in terms of local, idiosyncratic features (e.g., trees, streams, rocks). Metes
and bounds has been used throughout the world and remains the dominant method of
defining property rights to land. The metes and bounds system has been called ‘un-
systematic’ or ‘indiscriminant’ because the land is not surveyed before settlement and
because the surveys are not governed by a standardized method of measurement or
shape. In the United States, metes and bounds is primarily used in those states where
land was granted by states rather than by the federal government (i.e., the thirteen origi-
nal states as well as parts of several other states). The rectangular survey was introduced

86 Following Barzel (1982) the recording system can be said to reduce the costs of excess measurement.
87 See Libecap and Lueck (2006) for a history of these systems and their economic implications.
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into the U.S. with the Land Ordinance of 1785, beginning in Ohio and proceeding west.
The rectangular survey system uses a surveyed grid to describe land. The survey begins
with the establishment of an initial point denoted by a specific latitude and longitude.
From this point the land is divided into square (six miles by six miles) units called town-
ships. Each township is divided into 36 sections; each section is one mile square and
contains 640 acres. The resulting property grid is apparent in flying across the western
two-thirds of the United States. Although no studies of these two methods have been
completed some implications emerge. The rectangular survey is likely to lead to more
market transactions, fewer border disputes and greater investment in land because the
system is more well defined (e.g., the borders to not change as rivers move and trees die,
there are no unclaimed parcels) and because it is a standardized rather than local sys-
tem of land demarcation. Preliminary evidence from Libecap and Lueck (2006) support
these implications but the topic is open for further study.

5.1.2. Title systems and development

Economists have recently begun to examine the role of land title systems in promoting
economic development. For example, De Soto (2000) argues that the absence of a well-
functioning system for protecting land ownership (i.e., legal title) is the single largest
impediment to economic growth in most developing countries. Lack of secure title in-
hibits land sales, discourages investment, and prevents owners from converting land
assets (which are abundant) into financial capital. De Soto’s evidence is largely anecdo-
tal, but several empirical studies have established a link between formal land title and
economic investment in various developing countries (Besley, 1995; Alston, Libecap,
and Schneider, 1996; Miceli, Sirmans, and Kieyah, 2001). (Also see the discussion in
section 2.2.) De Soto makes the argument that legally enforced property rights are supe-
rior to those enforced by extra-legal means, thus emphasizing the economic importance
of law.

5.2. Leases

A lease is a voluntary transfer of possessory rights in property (the right of use) for a
limited period of time. Such an arrangement can enhance efficiency by allowing gains
from specialization. The division of ownership and use, however, creates potential in-
centive problems for both landlords and tenants regarding the optimal maintenance and
use of the property. The problem is one of moral hazard, but it is also referred to as the
‘rental externality’ (Henderson and Ioannides, 1983).

To illustrate, suppose that the value of a piece of property, V (x, y), is an increasing
function of inputs by both the tenant (x) and the landlord (y).88 Further, suppose that V

88 Thus, both inputs can be interpreted as maintenance. The analysis would not change if the tenant input is
interpreted as the rate of utilization, which would have a negative impact on V .



218 D. Lueck and T.J. Miceli

is the sum of the value of the property to the tenant during the term of the lease, T(x,y),
and the landlord’s residual value (the value of the reversion), R(x, y). The first-best
choices of x and y maximize the joint value of the property, V (x, y) − x − y, but both
the landlord and tenant will make their choices to maximize their individual returns.
Specifically, the tenant will choose x to maximize T (x, y) − x − r , where r is the rent,
while the landlord will choose y to maximize R(x, y) − y + r . Given a fixed rent, both
parties will therefore under invest in maintenance. This is because the standard fixed
rent contract does not specify and enforce the first-best investment levels.89 We will see
that several aspects of lease law can be interpreted as responses to this problem.

5.2.1. The lease: a contract or a conveyance

Historically, all leases fell under the law of property, which viewed the lease as a con-
veyance of an interest in land to the tenant (Dukeminier and Krier, 2002). This gave the
tenant the right to exclude the landlord from entry during the term of the lease in return
for a promise to pay rent. Yet even if the tenant defaulted on the rent, the landlord could
not evict the tenant; he could only sue for recovery of the rent. At the same time, the
landlord had no duty to maintain the premises during the lease period. The lease thus
provided strong protection of the tenant’s possessory interest in the property.

In contrast, modern leases for housing are generally viewed by courts as contracts
rather than conveyances.90 This change has altered the obligations of the parties in im-
portant ways. First, landlords have a duty to maintain the property in a habitable state
according to an ‘implied warranty of habitability,’91 which tenants can enforce by with-
holding rent. Symmetrically, however, landlords who meet their duty of maintenance
can evict tenants who fail to pay rent. The obligations of the landlord and tenant, like
those of the parties to a contract, are therefore mutual.

This change in the law has an economic rationale (Miceli, Sirmans, and Turnbull,
2001). Historical leases were primarily for agricultural land, and landlord inputs were
relatively less important. (In terms of the above model, y did not substantially affect T .)
In this context, legal protection of a strong possessory interest promoted efficient tenant
investment during the term of the lease. For example, the law prohibited landlords from
re-taking possession of the land after the crops were planted but before harvest. Further,
tenant use ordinarily did not have a detrimental effect on the value of the reversion (i.e.,
x did not have a large effect on R).

The situation is different in modern real estate leases, which are primarily for hous-
ing. Here, landlord maintenance during the term of the lease is crucial, so the law has

89 Essentially, each party to the contract faces only a portion of the marginal product of investment (Tx/Vx

for the tenant and Ry/Vy for the landlord). As noted in section 5.2.3, however, a zero transaction cost contract
(Cheung, 1969) would specify and enforce optimal investment levels for both parties.
90 That is, the contract and property doctrines are merging. As Dukeminier and Krier (2002, p. 457) state:
‘Is a lease a conveyance or a contract? Actually, of course, it is both.’ That such a merger has occurred for
commercial leases, however, is less clear.
91 The key case is Javins v. First National Realty Corp., 428 F.2d 1071 (1970). Also see Rabin (1984).
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provided tenants with an enforcement mechanism by transforming the lease into a con-
tract with an implied warranty of habitability.92 In addition, tenant inputs are much
more likely to have an effect on the value of the landlord’s reversion (though in modern
agriculture with sophisticated technology that can impact land this might be less true).
For example, overutilization of rental housing will accelerate the rate of depreciation.
The law addresses this problem with the doctrine of waste (Posner, 2003, p. 73), under
which a tenant has a duty to invest in reasonable maintenance of the property. In terms
of the above model, this forces the tenant to internalize the effect of his actions on the
value of the reversion. The doctrine of waste and the warranty of habitability thus work
in combination to create efficient bilateral incentives for maintenance in the presence of
the rental externality.93

5.2.2. The duty to mitigate damages

Another effect of the transformation of the lease from a conveyance to a contract con-
cerns the duty to mitigate damages. Under the law of property, landlords had no duty to
mitigate damages. If the tenant abandoned the property, the landlord had no obligation
to attempt to re-let it; he could just sit tight and sue the tenant for the entire rent. The
transformation of the lease to a form of contract, however, imposed on landlords the
contractual duty to mitigate damages by taking all reasonable steps to re-let the prop-
erty.94 The law enforces this duty by limiting the damages from tenant breach to the
difference between the contract rent and the best rent the landlord could have obtained
by reasonable efforts.

Mitigation of damages provides a clear economic benefit by preventing the prop-
erty from being left idle. However, this raises the question of why the traditional law
of leases did not impose such a duty. Economic theory suggests three possible rea-
sons. First, agricultural tenants may have been in a better position than landlords to find
substitute tenants, whereas the situation is reversed for modern residential leases. The
change in the law thus simply reflects an application of the least-cost-avoider principle.
Second, a duty to mitigate damages may result in inefficient re-letting of the property by
landlords who mistakenly interpret tenant absence as a sign of breach. The no-mitigate
rule therefore protects the tenant’s possessory rights in settings where absentee use may
be valuable—a situation that is more reflective of agricultural as compared to residential
leases. A third possibility is that in agricultural settings the law is often less important

92 See Hirsch (1999, Ch. 3) for an empirical analysis of the impact of habitability laws. Agricultural land
leases also have implied covenants of ‘good husbandry’ which require the renter to maintain the quality of
the land (Allen and Lueck, 2003).
93 In this sense, the two doctrines resemble the tort rule of negligence with a contributory negligence defense,
which establishes efficient bilateral incentives in accident settings. See Shavell (2004, Chapter 8) and Landes
and Posner (1987).
94 See generally Goetz and Scott (1983).
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than market enforcement via repeated interaction (Allen and Lueck, 2003). For agricul-
ture the law simply may not have developed to address this issue.95

5.2.3. Cropshare versus cash rent leases in agriculture

The choice between a cash rent lease and a cropshare lease has been an important topic
since the beginning of economics.96 Adam Smith argued that the cropshare acted as
an inefficient tax on effort. Writing roughly a century later than Smith, John Stuart
Mill noted that cropshare leases had an ancient origin and that the level of cultivation
was not suffering. Thus, he was reluctant to claim widespread inefficiency. Smith’s tax
analogy, however, influenced Alfred Marshall and other neoclassical economists who
later analyzed the problem. Not until Cheung (1969) extended the Coase Theorem into
share cropping did the modern analysis begin. Cheung demonstrates that if transaction
costs are zero, then all land leases must be equivalent, and that, therefore, the (lease)
contract choice must depend on transaction costs.97

We present a model from Allen and Lueck (2003) that recognizes the complexity
of assets and property rights to those assets as discussed in section 2.4. In both a cash
rent and cropshare lease, property rights to the land are imperfect. Typically a lease
agreement can only specify and enforce such basic parameters as acreage of the plot
and type of crop. Such important features as soil moisture and soil nutrients cannot be
economically enforced in the lease, so these attributes are essentially open access goods.
In a cash rent lease the farmer pays a fixed annual amount per acre of land and owns the
entire crop. As a result he supplies the optimal amount of his own inputs but overuses
any inputs provided by the landowner, including the un-priced attributes of the land. In
a cropshare lease, in contrast, the farmer does not pay any fee for use of the land but
simply pays a predetermined share of the crop to the landowner at the time of harvest.
In this arrangement the farmer and the landowner have shared ownership of the crop, so
the farmer has an incentive, as Adam Smith noted, to under-provide these inputs. The
farmer will also have less incentive to use inputs provided by the landowner, compared
to a cash rent lease.

Consider a tract of farmland that can be used to produce crops according to Q =
h(e, l) + θ where Q is the harvested crop, e is the farmer’s composite input called
effort, l is a composite input of land quality attributes, and θ ∼ (0, σ 2) is a randomly
distributed composite input that includes weather and pests. We assume that he > 0,
hl > 0, hee < 0, hll < 0, and hel = 0, where the subscripts denote partial derivatives.
The opportunity cost of the farmer’s input is the competitive wage rate w per unit of
farmer’s effort, and the opportunity cost of the unpriced land input l is r per unit.

95 Again, the duty to mitigate has not been universally applied to commercial leases. The reason may be that
commercial leases are more like agricultural leases in terms of the factors noted in the text.
96 Allen and Lueck (2003, chapter 4) give a detailed history of this literature.
97 Cheung also postulated a risk-sharing effect that is discussed below.
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With risk-neutral landowners and farmers, the expected profit from the farming op-
eration is maximized, resulting in the employment of e∗ and l∗ units of farmer and
landowner inputs. These first-best input levels are identical for the cropshare and cash
rent leases and satisfy the standard conditions that marginal products equal marginal
costs for both inputs. When transaction costs are positive and lease enforcement is
costly, however, the input choices will be second-best. In either lease, farmers have
an incentive to exploit the land’s un-priced attribute because they do not face the full
costs. In addition, farmers have an incentive to under-report the output in the cropshare
lease.

For the cash rent lease, the farmer owns the entire crop and chooses his inputs to
maximize expected profit. Because the farmer does not have indefinite tenure of the
land, he does not face the true opportunity cost of using the attributes of the land. If we
denote the reduced costs he faces as r ′ < r , the farmer’s objective is:

(5.1)max
e,l

�r = h(e, l) − we − r ′l.

The second-best solutions er and lr satisfy he(e) = w and hl(l) = r ′. Since hel = 0, we
note that the farmer’s input level is identical to the first-best optimum; that is, er = e∗.
However, since r ′ < r , the land is over-worked (lr > l∗) because the farmer does not
face the full cost of using the land’s attributes (i.e., he ignores the value of the reversion).

In a cropshare lease, the farmer receive sQ and the landowner receives (1 − s)Q,
where 0 < s < 1. The farmer’s objective is:

(5.2)max
e,l

�s = s[h(e, l)] − we − r ′l.

Now the second-best solutions es and ls satisfy she(e) = w and shl(l) = r ′. These
solutions indicate that the farmer supplies too few of his inputs because he must share
the output with the landowner; that is es < e∗. As with cash rent, the farmer over uses
the land attributes, or ls > l∗; however, since lr > ls > l∗, the use of the land is less
excessive than it is with cash rent. This means that although a share lease still provides
the farmer with an incentive to over use the land, this incentive is not as powerful as it
is with the cash rent lease.

Farmers and landowners choose the lease that maximizes the joint expected return
to the tract of land. This requires comparing the expected net return to the land in both
leases, where the net return is given by the appropriate indirect objective function. For
the cash rent lease,

(5.3)V r(w, r, r ′) = h(er , lr ) − wer − rlr .

With the cropshare lease there are additional costs of measuring and dividing the har-
vested crop (Barzel, 1982; Homstrom and Milgrom, 1991). These costs are given by μ

so that the net value function is,

(5.4)V s(w, r, r ′, μ) = h(es, ls) − wes − rls − μ.
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The joint maximization problem is max{V r, V s}. The tradeoff between the two leases
is straightforward.98 The benefit of cash rent is the avoidance of the costs of dividing
the harvested output. The benefit of cropshare is the reduction in the total distortion of
input levels. Thus cropsharing should be observed when output measurement costs are
low, and when soil attributes are easy to exploit. Cash rent leases should be observed
under the opposite conditions. The effect of parameter changes on the net value of each
contract can illuminate this tradeoff and lead to hypotheses about lease choice.

Consider first how changes in μ affect V r and V s . The net value of the cash rent lease
V r does not depend on output division costs. The net value of the crop share lease V s

however, declines as these costs increase. By the Envelope Theorem ∂V s/∂μ < 0. This
implies that as the costs of output division increase it is less likely that the cropshare
contract will be chosen. The comparative statics for r are similar. By the Envelope
Theorem ∂V s/∂r = −ls and ∂V s/∂r = −lr . Because neither ls nor lr depend on r ,
the second derivatives of V s and V r with respect to r are zero. Therefore, V s and V r

are linear functions of r . Thus, an increase in the cost of land attributes will lower the
value of either lease (holding r ′ constant), but it will lower the value of the cash rent
lease more because land inputs are used more intensively in a cash rent lease than in a
cropshare lease (lr > ls). This implies that a cropshare lease is more likely to be chosen
both as the unpriced attributes of the land become more easily damaged, and as land
value increases.

Allen and Lueck (2003) find support for these predictions using data from North
America and evidence from around the world. They show that cropshare leases are more
likely when crop division costs are low and where the ability of farmers to adversely
affect the soil is high. Further, cash rent leases often contain clauses that discourage
exploitation of the soil. For example, hay crops are more susceptible to under-reporting
since they are used on the premises, and thus are more often cash-rented. Land used for
row crops is more susceptible to overuse than is land used for grains, and the data show
that row crops are more likely to be cropshared.

The property rights–transaction cost approach to leases assumes that everyone is
risk neutral, and relies on a trade-off between different incentive margins to explain
lease terms. This approach contrasts with the more common approach—the traditional
Principal-Agent (P-A) model—which assumes leases (or contracts in general) are de-
signed to balance risk sharing against moral hazard. Despite the prominence of the
risk-sharing paradigm (e.g., Newberry and Stiglitz, 1979; Hayami and Otsuka, 1993),
the empirical evidence to support its implications is scarce, especially for agriculture. In
one of the early studies to confront risk-sharing and contract choice, Rao (1971) found
that crops with high yield and profit variability were less likely to be sharecropped than
crops with low yield and profit variability—a refutation of the P-A model. Using data
from several thousand farmland leases, Allen and Lueck (1999, 2003) present a series of
empirical tests that find virtually no support for the risk-sharing approach. In a variety

98 The formal comparative statics predictions are derived in Allen and Lueck (2003, chapter 4).
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of empirical tests, Allen and Lueck find no support for the general hypothesis that share
leases are more likely to be chosen over cash rent leases when crop riskiness increases.
In fact, there is evidence that the relationship is the opposite; that is, as crop riskiness
(in terms of yield variability) increases, cash rent leases are often more likely (Allen
and Lueck, 1995, 2003, and Prendergast 2000, 2002). This result holds across all crops
and regions examined in Allen and Lueck (2003).99

Compared to the basic P-A model, the transaction cost approach does not explicitly
distinguish between principals and agents, nor does it make differential assumptions
about the risk preferences of the contracting parties. In modern farming it is especially
difficult to establish such a dichotomy because farmers and landowners have nearly
identical demographic characteristics. Both farmers and landowners make decisions,
so formal models more in line with double moral hazard are more appropriate (e.g.,
Eswaran and Kotwol, 1985; Prendergast, 2002). More importantly, by diverting atten-
tion away from risk-sharing—which is hard to test and has thus far generated little
empirical support—the approach opens the door to a wider array of pure incentive ef-
fects that shape organization.

5.3. Inheritance of land

Inheritance rules govern the intergenerational transfer of land and other property. They
thus represent an important means of voluntary transfer of property. As such, one func-
tion of these rules is to ensure that the wishes of testators (i.e., current owners) regarding
the disposal of their property are fulfilled. An offsetting concern is to limit the extent
to which the ‘dead hand’ can constrain the uses of property into the uncertain future
(Stake, 1990, 1998a). In attempting to balance these goals, Anglo-American law gives
testators considerable freedom in the disposal of their property, but imposes some con-
straints, including primogeniture and the Rule Against Perpetuities, which we discuss
here.

The rule of primogeniture, under which all property passes to a decedent’s eldest
son, was the predominant rule in early English common law and has also been used in
cultures throughout the world.100 The most common economic explanation for the rule
is that it prevents inefficient fragmentation of land (Posner, 2003, p. 517). There are,
however, two objections to this rationale. First, a well-functioning land market should
allow entrepreneurs to counteract the effects of fragmentation. Thus, we would expect
the rule to be most prevalent in societies where land markets are primitive or do not ex-
ist. (Baker and Miceli (2005) provide evidence for this prediction.) Second, even if scale

99 Outside the area of agriculture a series of papers have found similar results (see the summary in
Prendergast, 2002). Ackerberg and Botticini (2002), however, show that risk sharing might still be important
in contract choice if one takes into account the endogenous matching of farmer with different risk preferences
and land suitable to crops of varying risk. Nearly all of this literature can be criticized though for data that
does not reliably measure exogenous risk.
100 Alston and Schapiro (1984) study the demise of primogeniture in the United States.
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economies are important, why constrain a testator’s choice of the most suitable inheri-
tor? In particular, why not adopt a ‘best-qualified’ rule that maintains scale economies
while expanding the testator’s options? One possible explanation is that such a rule
might promote wasteful rent seeking by competing heirs (Buchanan, 1983).

Another constraint on a testator’s discretion is the Rule Against Perpetuities, which
limits restrictions that can be imposed in a will to a set period of time, equal to the life-
time of anyone alive when the will was created plus twenty-one years.101 This time limit
reflects offsetting economic factors (Shavell, 2004, pp. 67–72).102 On one hand, testa-
tors (current owners who die with a will) should have broad control over the disposition
of their property after their death, both to maximize their utility and to give them an
incentive to acquire and create wealth during their lifetimes. Such control is especially
beneficial if immediate heirs are known to be spendthrifts. On the other hand, testators
may not be able to foresee the best uses of their property in the uncertain future, or may
specify uses that future generations will deem harmful (e.g., imposing conditions for
use based on race or religion), or create constraints that are extremely costly to undo.103

A final reason to limit testators’ discretion is simply to preserve some amount of inter-
generational equity in the distribution of wealth, given that the current generation, by
definition, controls all wealth.

6. Involuntary transfers of property

This section examines involuntary transfers of property from one private party to an-
other. (We examine involuntary transfers from private parties to the state (takings) in
section 8.) Initially, we discuss transfers that occur as a result of uncertainty about
ownership or boundary location, and hence, for the most part, are unintentional. We
conclude by discussing intentional involuntary transfers, or theft.

6.1. Adverse possession

Adverse possession is a curious doctrine that appears to legitimize the theft of land
by squatters. The doctrine establishes title in property to the current user or possessor
without the consent of, or compensation to, the original legal owner. It therefore has
little rationale in the absence of transaction costs and is viewed typically as a method
of clarifying title that has become clouded over time (Dukeminier and Krier, 2002). In
order to gain title the adverse possessor must ‘openly and notoriously’ maintain exclu-
sive possession for a statutorily specified term that ranges from one to thirty years in

101 Black’s defines the rule as the ‘[p]rinciple that no interest in property is good unless it must vest, if at all,
not later than 21 years, plus a period of gestation, after some life or lives in being at the time of the creation.’
102 Also see Ellickson (1986), Epstein (1986), and Dukeminier and Krier (2002).
103 The doctrine of cy pres allows courts to substitute related, but less harmful, uses of bequeathed property
in situations where prescribed uses are offensive to the current generation.
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the United States. The precept of adverse possession is embedded in the common law
and can be traced to an English statute enacted in 1275. Contemporary American law is
a mixture of statutory and case law in which statutes define required time periods and
other specific conditions, while court decisions define ‘notorious’ possession and other
less specific requirements.

As discussed above, adverse possession is recognizable as a first possession doctrine.
The adverse possessor has ‘relative title,’ by virtue of prior possession, or has ‘rights
against the rest of the world from the moment that he claims possession’ (Epstein, 1986,
p. 675.) Moreover, in a successful adverse possession action the original owner’s title is
deemed to be invalid. Consequently, first possession becomes an accurate description of
the process by which ownership is established. The law essentially treats the property
as abandoned by the original owner. Historical adverse possession cases have dealt with
such issues as abandoned farmland, cabins in the woods, and old mining sites. Typical
cases today deal with title to real estate in situations where property boundaries are
either unknown or misunderstood. For example, a homeowner builds an addition that,
it turns out, is actually on the neighbor’s legal property. Under adverse possession the
homeowner gains title to the property in question by virtue of his possession, through the
addition, for the duration of the statutory period. In the historical cases, heterogeneity
probably served to mitigate dissipation from first possession, and there is little evidence
of racing among potential adverse possessors. In the modern real estate boundary cases,
heterogeneity is at its extreme. There is only one potential claimant; hence, there is no
dissipation.

Several theories have arisen to explain the details of adverse possession doctrine,
treating it as a time-limited property right.104 The most common are that it lowers the
transaction costs of clearing title to land, and that it prevents valuable land from being
left idle. These arguments are not entirely convincing, however, given the quality of
land records in most jurisdictions and the option value of leaving land undeveloped.

A more convincing argument is based on the presence of offsetting risks to ownership
of land. The first risk arises from the possibility, discussed in section 5, of past claims
by previous owners who were deprived of their title through fraud or error. A time limit
on such claims limits this risk to current owners. Specifically, let p(t) be the risk of
such a claim, where t is the duration of the prior owner’s property right as specified by
the adverse possession statute. We assume that p′(t) > 0, reflecting a higher risk to
the current owner for longer-lasting property rights, and p(0) = 0.105 The other risk is
that the current owner may himself be displaced by a squatter. This possibility can be
reduced, however, by periodic monitoring of the property to eject squatters or correct
boundary errors (Ellickson, 1986). A longer time limit on the current owner’s property
right lowers this cost by reducing the required frequency of monitoring. Formally, let

104 See, for example, Ellickson (1986), Merrill (1985b), Miceli and Sirmans (1995b), and Stake (2001).
105 Note that land registration under the Torrens system effectively sets t = 0 by extinguishing most past
claims.
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m(t) be the cost of monitoring that the current owner must spend to retain title with
certainty, where m′ < 0 and m(∞) = 0.

Now suppose the current owner contemplates investing in the land. Let V (x) be
the market value of an investment of x dollars, where V ′ > 0 and V ′′ < 0. Given
uncertainty, the owner will choose x to maximize the expected value of the property,
(1 − p(t))[V (x) − m(t)] − x, taking t as given. This yields the first-order condition

(6.1)(1 − p(t))V ′(x) − 1 = 0.

Condition (6.1) defines the optimal investment, x∗(t), as a function of the time limit,
where ∂x∗/∂t = p′V ′/(1 − p)V ′′ < 0. Thus, increasing the duration of property rights
actually reduces investment incentives by increasing the risk of a past claim.

Given this characterization of the landowner’s problem, we can derive the optimal
duration of property rights as the value of t that maximizes the total value of the land
net of monitoring costs:106

(6.2)V (x∗(t)) − x∗(t) − m(t).

Differentiating (6.2) and substituting from (6.1) yields

(6.3)p(t)V ′(x)(∂x∗/∂t) = m′(t).

Thus, the optimal time limit balances the detrimental effect of longer t on investment
incentives (the left-hand side) against the savings in monitoring costs (the right-hand
side).

Although all fifty states have adverse possession statutes, as noted, the length of the
statutory period varies, ranging from one to thirty years with mean length of 13.63
years.107 Two empirical studies of adverse possession statutes show that this cross-state
variation is broadly explained by the economic model (Netter, Hersch, and Manson,
1986; Baker et al., 2001). In particular, states with slower urban growth rates and lower
per acre farm values (reflecting a lower value of development) have longer statute
lengths, while states with more efficient legal systems (suggesting lower monitoring
costs) have shorter statute lengths.

6.2. The mistaken improver problem

The analysis to this point has treated the probability of a competing ownership claim
as a function only of the statutory period, but owners can actively lower the risk of
a claim by surveying the property prior to development to detect boundary errors and
eject squatters, or by searching the land records (as discussed in section 5) to uncover
title errors. Suppose that a survey reveals ownership with certainty. If the developer

106 We assume that whoever ends up as owner will spend m(t).
107 The data are from Leiter (1999). In some states, the length is conditional on whether the squatter has
“color of title” (i.e., evidence that appears to, but does not legally, convey title).
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is the owner, he can proceed with development as if there is no risk of a loss,108

whereas if the survey reveals someone else to be the owner, the developer can pur-
chase the land if it is more valuable in a developed state. In this way, the value of
the land is maximized. Determining ownership is costly, however, which may make it
more profitable for the developer to proceed without a survey. This raises the possibil-
ity of mistaken improvement of another’s property—the so-called mistaken improver
problem.

To examine this problem formally, let V be the market value of a parcel of land if it
were to be improved, and let p be the probability that the land is owned by someone else
who values it in its currently unimproved state at R. Further, suppose R is unobservable
to the developer but is known to vary according to the distribution function F(R). If
the developer surveys at cost s prior to developing (in which case he learns R and only
develops if V > R), the expected value of the land is (1 − p)V + pEmax[V,R] − s, or

(6.4)(1 − p)V + p

[
F(V )V +

∫ ∞

V

RdF(R)

]
− s.

Expression (6.4) has three parts: the value if the developer is the true owner, the value if
someone else is the owner, and survey costs. If, however, the developer proceeds without
a survey, the value of the land is fixed at V , regardless of who turns out to be the owner
(given the irreversibility of development). A survey is therefore optimal if (6.4) exceeds
V , or if

(6.5)p

∫ ∞

V

(R − V )dF(R) > s.

The left-hand side of this condition is the expected benefit of avoiding irreversible im-
provement of the land when it is owned by someone else who values it more highly in
its unimproved state.

Developers will not necessarily make the first-best survey decision on their own,
however, because they will ignore the opportunity cost of development when someone
else is the owner. The law, however, provides victims of mistaken improvement reme-
dies that potentially create the right incentives. The law of mistaken improvement dates
back at least to Roman times, where the law of accession stated that materials affixed to
land became the property of the owner. The mistaken improver could at most seek com-
pensation for the value of the improvements. The modern law in most states is dictated
by so-called betterment acts, which typically allow landowners the option of either pay-
ing for the improvements (according to the old rule), or forcing the improver to buy the
land at its unimproved value (Dickinson, 1985).109 It turns out that this ‘option’ remedy
induces would-be improvers to internalize the opportunity cost of the improvements in

108 In that case, he will invest an amount x∗ > x∗(t) for any t > 0.
109 Dukeminier and Krier (2002, pp. 152–53) also note that common law was originally ‘harsh’ in that the
improver always lost the land and the improvement, but modern cases grant relief to the ‘innocent improver.’
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the face of ownership uncertainty and hence gives them exactly the right incentives to
conduct a survey (Miceli and Sirmans, 1999).

6.3. Partition of real estate

Another form of involuntary transfer, this time involving joint owners of property, is
the right to partition real estate. Under the common law, each co-owner of a parcel
of land has the right to force a physical partition of the property (partition in kind)
into separately owned parcels. While this solution overcomes transaction costs among
co-owners (due, for example, to the anti-commons problem discussed in section 2.2),
it may result in excessive fragmentation if there are scale economies associated with
the best use of the land. State partition statutes have sought to address this problem
by providing courts with an alternative to in-kind partition–namely, forced sale of the
undivided parcel with division of the proceeds to the co-owners in proportion to their
ownership shares.

The problem with forced sales, however, is that non-consenting owners only receive
the market value of their shares, thus depriving them of any subjective value that they
may attach to the land.110 In terms of efficiency, forced sale will only be preferred
to partition in kind if the preserved scale economies exceed the foregone subjective
value of all non-consenting owners (Miceli and Sirmans, 2000). Courts seem sensitive
to this trade-off. In particular, they tend to favor partition in kind, unless the resulting
fragmentation would materially reduce the aggregate value of the land.111 This standard
offers courts a margin for protecting subjective value of non-consenting owners against
expropriation.

6.4. Theft

The most obvious form of involuntary transfer of property is theft, which is classified as
a crime. The economic theory of criminal enforcement is well developed (see Shavell,
2004, Chapters 20–24). Here we comment on the intersection of criminal law and prop-
erty law. In economic terms, the transfer of property by theft presents the following
paradox—if a thief values the stolen property more than the owner does, then the trans-
fer is efficient (though coercive). Thus, why not simply force the thief to pay a fine equal
to the value of the stolen property, in effect, treating the theft as a tort in which the state
is not involved in enforcement and policing? One objection is that the thief will some-
times avoid detection, thus lowering his expected cost and allowing some inefficient
transfers, but this problem could be addressed by simply inflating the fine in proportion
to the inverse of the probability of detection.112

110 In effect, forced sales substitute liability rule protection of owners’ shares for property rule protection,
thus creating the possibility of an inefficient sale (Calabresi and Melamed, 1972).
111 See, e.g., Trowbridge v. Donner, 40 N.W.2d 655 (1950).
112 The economic theory of punitive damages has a similar rationale.
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A more fundamental objection to the ‘efficient theft’ argument is that it permits in-
dividuals to substitute coercive transfers for market transfers (Calabresi and Melamed,
1972; Klevorick, 1985; Coleman, 1988). Market transfers are generally more efficient
than coercive transfers because courts may err in setting the right amount of compen-
sation (the standard problem with liability rules), and because owners, fearing such a
transfer, will devote excessive resources to the protection of their property (a form of
rent seeking).

If the preceding argument makes sense for tangible property, it is all the more persua-
sive when the violation concerns one’s bodily integrity or civil rights. The law therefore
seeks to deter such violations by setting the penalty above compensatory damages (and
possibly including the risk of imprisonment) while labeling them as crimes (illegitimate
transfers). (See the discussion of inalienability in section 9.)

For real property, theft is a somewhat different phenomenon, because the asset (land)
cannot be moved from its current location. This means that for real property, ‘theft’ is
really damage to the asset—which is often handled by nuisance law (as discussed in
section 7.4), or removal of some part of the asset (e.g. fence, game, timber)—which is
a more typical criminal act.

7. Land use conflicts: externalities and property

Externalities arise when one party uses his property in a way that imposes a cost (or
confers a benefit) on another party without first obtaining that party’s consent. (In this
sense, externalities are a form of involuntary transfer.) When assets are complex and
transaction costs are positive, externalities are ubiquitous. As we noted above, external-
ities might be viewed as ‘theft’ for the case of an immoveable asset. This is because
property rights to at least some of the attributes of an asset will be imperfect and thus
contain problems of open access or moral hazard. In the case of land, externalities are
important since any parcel (except an island or continent) will have neighboring owners,
but they also arise in the context of air quality, noise, and water, where property rights
are especially hard to define and enforce.

In this section, we analyze various remedies for externalities (primarily harmful
externalities), focusing specifically on a comparison of the standard tax-subsidy ap-
proach most commonly associated with Pigou, with the property rights, or Coasian,
approach.113 We also discuss the common law remedies of trespass and nuisance, pub-
lic controls like zoning, and private responses like covenants.

7.1. A model of externalities in the short and long run

In this section we develop a model of external costs that we will use to examine the
various remedies just described. We examine the general case of ‘bilateral care’ exter-
nalities in which both parties can affect the amount of the damage. We also consider

113 The analysis is based on Polinsky (1980) and White and Wittman (1979).
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both short and long run notions of efficiency in anticipation of the fact that some reme-
dies that are efficient in the short run are inefficient in the long run. To be concrete,
consider, as did Coase (1960), a railroad whose trains emit sparks that occasionally
set fire to crops on farmland adjacent to the tracks. Suppose that the number of trains
being run is nT and the number of farms (or total acreage) is nF , resulting in crop dam-
age equal to nT nF D(x, y), where D is the damage (in terms of reduced crop value
per acre) each train causes, x is dollar spending on precaution per train by the railroad
(e.g., whether it installs a spark arrester), and y is dollar spending on precaution by
each farmer (e.g., where he locates his crops).114 We assume that Dx < 0, Dy < 0,
Dxx > 0, and Dyy > 0, reflecting diminishing marginal benefits to precaution. The
benefits of railroading and farming are captured by bT (nT ) and bF (nF ), which are the
marginal benefit functions for the two activities, respectively, both of which are assumed
to display diminishing marginal benefits (i.e., b′

j < 0, j = T , F ). The total value of the
two activities is given by

(7.1)W =
∫ nT

0
bT (u)du +

∫ nF

0
bF (z)dz − [nT nF D(x, y) + nT x + nF y].

In the short run, the numbers of trains and farms are fixed.115 Thus, the first-order con-
ditions only concern the expenditures on precaution (x, y) that maximize (7.1) and are
given by

(7.2)nF Dx(x, y) + 1 = 0

(7.3)nT Dy(x, y) + 1 = 0.

These conditions state that the parties should invest in precaution up to the point where
marginal benefits in terms of saved damages equal marginal costs. In the long run all
assets become choice variables so the number of trains and farms (nT , nF ) must also be
chosen to maximize (7.1). The resulting first-order conditions for nT and nF are

(7.4)bT (nT ) − [nF D(x, y) + x] = 0

(7.5)bF (nF ) − [nT D(x, y) + y] = 0,

which state that each activity should be increased to the point where the last unit (trains
or farms) yields zero profit.

114 This formulation of expected damages assumes constant returns to scale in number of trains and farms.
See Shavell (2004) for a similar model in the context of tort law.
115 The ‘short run’ is the same as economic models of torts which hold the ‘activity levels’ (e.g., automobile
miles driven) fixed (see Shavell (2004, Chapter 8) and Landes and Posner (1987)). In tort models the ‘long
run’ means that activity levels are endogenous.
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7.2. The Pigovian tax-subsidy approach

The traditional (pre-Coase) approach to the control of externalities is the Pigovian, or
tax-subsidy approach. The idea is that the government needs to impose a tax on, or pay
a subsidy to, the source of the externality (the railroad in this case) in order to force it
to internalize the damage that it causes. In a model in which damage depends on the
actions of both parties it becomes immediately clear that ‘causation’ is ambiguous, as
Coase (1960) first noted.

Consider first short run incentives regarding precaution, holding the number of trains
and farms fixed. Under a tax, the railroad pays the government based on damages
imposed. Both the railroad and farmer will choose efficient care under this remedy
provided that, first, the marginal tax equals the marginal damages imposed on farmers
(from (7.2), t ′(x) = nF Dx), and second, that farmers do not receive the revenue from
the tax (except possibly as a lump sum payment). Symmetrically, a subsidy scheme un-
der which the government pays the railroad to reduce crop damage achieves bilateral
efficiency in the short run provided that the marginal reduction in the subsidy equals
marginal damages (i.e., −s′(x) = nF Dx).

Note that the structures of the tax-subsidy schedules are not fully determined by these
conditions because the tax only impacts the marginal conditions for the choice of the
inputs x and y. This is not the case, however, when we take into account long run
efficiency. Consider first the railroad’s decision about the number of trains. According
to condition (7.4), the railroad will only choose the efficient number if it internalizes the
full cost of the crop damage per train. This requires that it pay a tax per train equal to
nF D(x, y). (Note that this tax satisfies the marginal condition above.) Clearly, a subsidy
that involves any payments to the railroad will therefore result in too many trains. As
for farming, condition (7.5) says that efficient entry of farmers requires that each farmer
internalize the crop damage that his entry contributes to total damages. This condition
is satisfied as long as farmers do not expect to receive any compensation for their losses
(including lump sum compensation). In combination, these results show that only a tax
scheme can achieve bilateral efficiency in both the short and long run.

7.3. The property rule–liability rule framework

As discussed above, one of the contributions of Coase (1960) was to challenge the
Pigovian assumption that externalities necessarily lead to market failure. This recogni-
tion suggests an expanded set of remedies for controlling externalities, which is best
exemplified by the choice between property rules and liability rules (Calabresi and
Melamed, 1972).116 Under property rules, right holders can refuse any unwanted in-
fringements of their rights, enforceable by injunctions (or criminal sanctions in the case

116 Also see Polinsky (1980) and Kaplow and Shavell (1996) for more recent analyses of property rules
versus liability rules.



232 D. Lueck and T.J. Miceli

of theft). Property rules thus form the legal basis for voluntary (market) exchange of
rights. In contrast, liability rules do not entitle right holders to refuse infringements of
their rights; instead, they can only seek monetary compensation in the form of damages.
Liability rules thus form the basis for court-ordered or non-consensual transactions.117

Together both types of rules define a property system seemingly designed to allocate
resources to their highest valued uses in the presence of varying transaction costs.

As Kaplow and Shavell (1996) note, when transaction costs are zero, property rules
and liability rules should be equally efficient because the Coase Theorem applies. The
choice thus turns on transaction costs, particularly the costs of contracting, the costs
of court adjudication, and legal administration. When contracting costs are relatively
low, property rules are preferred because they ensure that all transactions are mutually
beneficial. When contracting costs are high (e.g., public nuisance cases), however, the
costs of reaching an agreement under property rules may prevent otherwise efficient
transactions from occurring.118 Liability rules have an advantage in this case because
they allow the court to force a transfer. In this way, a court-ordered transaction replaces
a market transaction. This advantage of liability rules, however, needs to be weighed
against the possibility of court error in setting damages, which may result in too many
or too few transactions. Furthermore, because liability rules require courts to establish
the initial terms of a transaction by setting damages (which the parties may later adjust),
the administrative costs of using this rule will likely be higher than under a property rule
(Kaplow and Shavell, 1996).

In the context of the railroad-farmer conflict, a liability rule entitles farmers (vic-
tims) to seek monetary compensation for their damages but not to stop the damage
from occurring.119 If liability is strict, the railroad (injurer) must pay full compensation
regardless of its level of precaution. In terms of short run efficiency, strict liability in-
duces efficient precaution by the railroad, but because farmers are fully compensated,
they have no incentive to take precaution. (The outcome is identical to a tax scheme
where the revenue is paid to victims as compensation.) In contrast, a negligence rule,
which only holds the railroad liable for damages if it takes less than the efficient level
of abatement as defined by (7.2) (for example, if it fails to install spark arresters), will
induce both parties to take efficient care. The railroad will take care to avoid liability,
and the farmers will take care to minimize their losses.120

Neither liability rule, however, will achieve long run efficiency. Under strict liability,
too many farmers will enter because they do not consider the impact that their entry
has on total damages. Although the railroad does face full liability for each train that

117 Calabresi and Melamed (1972) also discuss a third rule, an inalienability rule, which prevents transfer of
right under any circumstances (including consensual transfers). We discuss this rule in section 9.
118 The issue here is identical to contracting problems association with such large scale resources such as air,
groundwater, oil, and wildlife as discussed in section 4.4.
119 Though as noted, the Coasian tradition would not use the term victim given the ‘reciprocal nature’ of the
externality problem.
120 See Shavell (2004, Chapter 8) and Landes and Posner (1987) for a fuller discussion of the various negli-
gence rules.
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it runs, equal to nF D(x, y), this amount is too large because of the excessive number
of farms. Thus, too few trains will run (though the number of trains will be efficient,
given the number of farms). The situation is reversed under a negligence rule. The rail-
road will invest in optimal abatement to avoid liability, but as a result, it will run too
many trains (Polinsky, 1980b). In contrast, farmers will face the full amount of their
damages, nT D(x, y), but too few farmers will enter because the number of trains is too
large. In general, liability rules cannot create efficient long run incentives because of the
constraint that what one party pays the other must receive.121

If the farmers’ rights are protected by a property rule, they can block the railroad
from running any trains by means of an injunction. The railroad, however, can seek
to purchase rights to impose crop damage. For each train that it runs, the railroad will
invest in abatement up to the point where the last dollar spent just equals aggregate
marginal damages to all farmers, after which it will prefer to compensate farmers for
the residual damages. Then, given efficient abatement per train, the railroad will run
trains up to the point where the aggregate amount it has to compensate farmers equals
the marginal benefit of one more train. This results in the efficient number of trains.122

Efficient precaution by farmers can similarly be achieved by contracting. This re-
quires that the railroad compensate farmers for their costs of precaution up to the point
where the last dollar spent on precaution equals the marginal reduction in aggregate
damages owed. Achieving the efficient number of farms (or acres) is much more prob-
lematic, however. According to condition (7.5), long run efficiency requires that farmers
enter (or add acreage) up to the point where the marginal benefits of the last farm equal
its marginal contribution to crop damage plus cost of precaution. But since farmers are
compensated for these costs under the current assignment of rights, there exists an in-
centive for too many to enter. In theory, private contracting can prevent excessive entry,
but only if the railroad can identify all potential entrants into farming and offer to pay
them their marginal benefit of entry if they agree to stay out. Clearly this poses a signif-
icant informational demand on the railroad. (Of course, a similar problem faces farmers
if the property right is initially assigned to the railroad.) This discussion illustrates the
limits of private contracting in internalizing externalities, especially regarding long run
efficiency (Frech, 1979; Wittman, 1980; Holderness, 1989), though these limits must be
compared to the limits of public action in determining the optimal second best remedy.

7.4. The law of trespass and nuisance

The primary common law responses to externalities are trespass and nuisance. Spe-
cific examples of trespass are squatters and boundary encroachment, while examples

121 This is an example of the paradox of compensation (e.g., Cooter and Ulen, 1999, p. 169) which is also
found in tort law and contract law remedies (Cooter, 1985). It can be avoided by ‘de-coupling’ liability and
compensation, or with a contract or compensation mechanism that defines and enforces the optimal choices
for both parties.
122 Another possibility is that the railroad could buy all the land and engage in farming, or farmers could
collectively buy and manage the railroad.
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Table 7.2
Thresholds distinguishing trespass and nuisance

Trespass Nuisance

Defendant’s act occurs on plaintiff’s land Defendant’s act occurs on defendant’s land
Harm is ‘direct’ Harm is ‘indirect’
Invasion by ‘tangible’ matter Invasion by ‘intangible’ matter
Interference with ‘exclusive possession’ of land Interference with ‘use and enjoyment’ of land

of nuisance are air, water, and noise pollution. More generally, Table 7.2 lists several
thresholds that the common law has developed for distinguishing between the two doc-
trines (Merrill, 1985a; Miceli, 1997, p. 119).

The primary remedy under trespass is an injunction against the unwanted intru-
sion.123 Thus, the landowner’s right to exclude is protected by a property rule. The
remedy under nuisance law is more complicated. First, the landowner can only obtain
relief if the invasion is substantial, and even then, he may have to be satisfied with
money damages (a liability rule). If the landowner wishes the harm to be enjoined, he
must meet the further legal standard of showing that the harm outweighs the benefit of
the nuisance-creating activity (Keeton et al., 1984, p. 630).

Merrill (1985a, 1998) argues that this distinction between trespass and nuisance can
be broadly understood in terms of the choice between property rules and liability rules.
Cases of trespass ordinarily involve a small number of parties where the intruder is eas-
ily identifiable.124 Again, as we discussed above, contracting costs among the parties
tend to be low, and property rules are the preferred remedy. In contrast, cases of nui-
sance often involve large numbers or sources of harm that are difficult to identify. Thus,
transaction costs are high and contracting is unlikely to lead to the efficient outcome. In
cases like this liability rules are preferred.

The well-known case of Boomer v. Atlantic Cement Co. provides an illustration of this
choice.125 The case involved a group of landowners who sought an injunction against a
large cement factory because of the dirt, smoke, and noise that it produced. The court
denied the injunction and instead awarded money damages on the grounds that the in-
junction would have forced the factory to shut down, causing a loss of jobs and the
company’s substantial capital investment. The court’s decision seems correct in view

123 The doctrine of necessity noted in section 2.5 indicates that not all physical invasions are considered
trespass.
124 The law also distinguishes ‘private’ from ‘public’ nuisances (Dukeminier and Krier, 2002, pp. 773–774).
A ‘public’ nuisance represents a broader notion of harm borne by the general public rather than one or a
few landowners. In the cases we examine below, Spur represents both a public and private nuisance case,
while Boomer is a public nuisance case. As we note in section 7.5, zoning seems to emerge in cases of public
nuisances.
125 26 N.Y.2d 219, 309 N.Y.S.2d 312, 257 N.E.2d 870 (Court of Appeals of New York, 1970).
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of the high costs of contracting among the large number of affected homeowners that
would have been necessary to keep the plant operating under an injunction.

The equally famous case of Spur Industries v. Del Webb126 also illustrates the im-
portant issues but with a slightly different result. In this case a cattle feedlot (Spur)
northwest of Phoenix had been in operation prior to the development of homes by Del
Webb. As the home development expanded toward the feedlot homeowners became in-
creasingly impacted by the smell of cattle manure. Del Webb filed suit on the basis
of a public and private nuisance. The court agreed with the litigants that there was a
nuisance and that the feedlot activity should be enjoined, but in addition it forced Del
Webb to indemnify Spur for the cost of moving or closing the feedlot. In this manner the
court used a combination of property and liability rules. It partly invoked the ‘coming
to the nuisance’ defense (a property rule), which states that a party with a prior activity
cannot be liable for a nuisance. (In so doing, it effectively labeled the feedlot as the
‘victim’.) The coming to the nuisance doctrine has a simple economic rationale in that
a late-comer to an area impacted by nuisance activities will be faced with land prices
that capitalize the reduction in value from the nuisance and thus later damages would
be overcompensation.127 However, in awarding damages (a liability rule) the court also
recognized the costs of organizing a buyout by the many homeowners in the subdivided
development, given that the feedlot had become an inefficient land use.

7.5. Zoning, covenants, and common law control

Probably the most common legal response to urban land market externalities in the
United States is zoning, which is a form of public regulation.128 The economic rationale
for zoning is that ‘similar land uses have no (or only small) external effects on each other
whereas dissimilar land uses may have large effects’ (White, 1975, p. 32), creating what
the common law calls a ‘public nuisance.’ The widespread use of zoning, however, does
not necessarily make it the most efficient response to externalities. High administrative
and enforcement costs often exceed the saved ‘nuisance costs’ (Ellickson, 1973). This
would not be a problem, however, if the penalty for violations were payment of an
appropriate fine, which would allow landowners to circumvent inefficient regulations. In
this sense, zoning regulations are best enforced by a liability rule (White and Wittman,
1979). The fact that compliance with zoning ordinances is required, however, (that is,
they are enforced by a property rule) forecloses this route to efficiency.

126 108 Ariz. 178, 494 P.2d 700 (Supreme Court of Arizona, 1972).
127 See Wittman (1980) and Pitchford and Snyder (2003) for economic models of this doctrine. Pitchford
and Snyder (2003) show how the ‘coming to the nuisance’ doctrine can lead to overinvestment by the first
party in a sequential model of land use, and argue that the ruling in Spur fits their framework.
128 Zoning was declared constitutional in Village of Euclid v. Ambler Realty, 272 U.S. 365 (1926). Economic
analyses of zoning with a focus on property rights include Fischel (1985) and Nelson (1977). Siegan (1972)
studies Houston, the only large American city without municipal zoning and finds that the lack of zoning has
not adversely impacted land use.
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A private alternative to zoning is the use of land use servitudes (e.g., covenants, ease-
ments, or equitable servitudes) that impose limits on what landowners can do with their
property.129 Such restrictions are frequently observed in condominiums, coops, home-
owner associations, and other common interest communities, which comprise a growing
portion of the housing market (Dwyer and Menell, 1998: 808–887; Hansmann, 1991).
The economic function of these restrictions is twofold: to overcome free rider problems
in the provision of certain jointly consumed amenities (De Geest, 1992); and to in-
ternalize neighborhood and rental externalities (Cannaday, 1994; Hughes and Turnbull,
1996). Since these covenants overcome ‘market failures’ associated with ordinary hous-
ing markets, developers can charge a premium for them. Further, since the restrictions
are attached to the deed rather than to the landowner (that is, they ‘run with the land’),
they avoid the transaction costs that would be necessary if each new resident had to
negotiate anew with all existing residents. In this sense, land use servitudes represent an
effective private alternative to zoning for small-scale developments. They are less effec-
tive, however, in controlling externalities in large-scale urban areas where development
occurs in a piecemeal fashion over time.

Trespass and nuisance law also represent private alternatives to zoning. As noted
above, trespass is effective in internalizing small-scale intrusions (for example, bound-
ary disputes between neighbors), while nuisance law is best suited to harms that affect a
few individuals (Ellickson, 1973). However, nuisance law is not well-suited to internal-
izing harms that are dispersed across a large number of landowners (public nuisances)
because no one owner has an adequate incentive to incur the cost of bringing a nuisance
suit, even though the aggregate harm may exceed the benefit (Landes and Posner, 1987,
Chapter 2). Public regulation is the best remedy in these cases because the government
can act as an agent for the group of affected landowners.

8. Public property and public use of private property

In section 2 we noted that public or state ownership was one of the primary types of
property rights. Here we examine the rationale for public ownership and public control
(including regulation and takings) of private property.

8.1. The optimal scale of ownership

When transaction costs are positive, the private ownership of land is not always the most
efficient means of maximizing land value. The primary advantage of private ownership
is that it creates the proper incentives for use and investment regarding actions taken
within the boundaries of the property. However, since different uses of land have dif-
ferent optimal boundary requirements, it may be the case that the scale of an activity

129 There is almost no economic analysis of servitudes or land use doctrines; but see Stake (1998b).
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exceeds the existing boundaries of ownership (Ellickson, 1993). For example, Coase’s
example of straying cattle suggests that the rancher’s parcel was too small. One solu-
tion to this problem is contracting between ranchers and neighboring owners who suffer
harm (Ellickson, 1991), but if contracting costs are high, a better solution may be to con-
solidate ownership of the parcels (Libecap, 1989). In this way, market transactions are
replaced by internal governance methods (Ostrom, 1990).

The optimal solution depends on the cost of contracting among landowners (which
increases with greater decentralization) compared to the cost of governance under con-
solidated ownership.130 Both types of costs are likely to increase with the scale (or
size) of the asset, because reaching an agreement will generally require dealing (either
through contracts, monitoring, or political deals) with larger and more heterogeneous
group of parties. For the largest scale activities, state ownership will likely dominate
both private ownership (because no single owner will want to hold and manage such a
large, undiversified portfolio of assets), and private contracting (because the state can
use decision rules that do not require unanimity to lower the costs of agreement).131 In
an empirical application Lueck (1989, 1995a) examines the ownership regimes that gov-
ern wildlife, a resource that often has an optimal scale of management that far exceeds
the typical boundaries of private land holdings. Lueck finds a mix of private contract-
ing and government ownership regimes that have developed in response to the potential
externality problems.

8.2. The public trust doctrine

The public trust doctrine is an ancient doctrine which grants ownership of navigable
rivers, shorelines, and the open sea to the public.132 The public trust doctrine can be
viewed as the judicial creation of common property, which has roots in Roman law
and the English common law. English and Roman public trust law both acknowledged
inalienable public rights in navigable waterways and the foreshore. They allowed, for
example, unrestricted access to large watercourses for travel and transportation. The
public trust doctrine also has been a part of American law, providing public access to
navigable waterways and authorizing state control over tidelands.133 In essence, the
public trust doctrine ‘defines an easement that members of the public hold in common’
(Huffman, 1989, p. 527), thus creating a sort of common property resource among
a disorganized public. In recent years some courts have extended the doctrine into
new areas—mostly environmental assets—such as beaches, lakes, stream access, and

130 The problem is analogous to Coase’s (1937) theory of the optimal boundary between the market and the
firm.
131 Libecap (1989), however, notes that virtually the same forces that make private contracting costly also
make political solutions costly.
132 For an introduction see Dukeminier and Krier (2002, pp. 816–823).
133 The seminal case is Illinois Central Railroad v. Illinois, 146 U.S. 387 (1892).
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wildlife (Sax, 1970). For example, National Audubon Society v. Superior Court,134 per-
haps the most important modern case, extended public trust status to wildlife habitat at
California’s Mono Lake, thereby effectively reallocating water rights. Similarly, recent
law in Montana has extended the public trust claim to recreational uses (e.g., fishing,
rafting) of waterways.135

In its traditional application, navigable waters, the public trust asset was essentially a
public good. When an asset is a public good, unrestricted access will not cause dissipa-
tion from overuse of the resource.136 On the other hand, when the resource has private
good characteristics, unrestricted access (especially by a large number of users) can
trigger the rule of capture and create a classic open access problem. Indeed, some crit-
ics (Cohen, 1992; Huffman, 1989) of new environmental applications of the public trust
doctrine argue that expanding access to resources will lead to their degradation through
overuse.137 For instance, a public trust conversion of a private beach into a public beach
may well lead to crowding and pollution of the beach.

8.3. Eminent domain and regulatory takings

Large-scale economic developments like dams and irrigation projects, railroads, high-
ways, and shopping centers often involve the assembly of a large contiguous parcel
of land from relatively small and separately owned parcels. In all of these cases, the
provider, whether public or private, faces a potential holdout problem (Cohen, 1991;
Strange, 1995). The source of this problem is that, once assembly becomes public
knowledge, each landowner realizes that he or she can impose a substantial cost on
the provider by refusing to sell. This knowledge confers monopoly power on owners,
who can each hold out for prices in excess of their true valuations, thereby endangering
completion of the project.138

One solution to the land assembly problem is to allow forced sales—that is, replace
property rule protection of each owner’s land with liability rule protection.139 This is the
economic justification for the eminent domain power of the state (Posner, 2003, p. 55)
which has common law origins. The ‘Takings’ clause of the Fifth Amendment of the

134 658 P.2d 709 (Cal. 1983).
135 Montana Coalition for Stream Access v. Curran, 682 P.2d 161.
136 There is still the problem of raising revenues to police and maintain the asset.
137 Cohen (1992) and Rose (1986) note how an expansive public trust doctrine can be used by governments
to avoid the Constitution’s takings clause.
138 In this sense, the holdout problem resembles the anti-commons problem discussed in section 2.2. It is
important to distinguish this problem from the case of single owners of dispersed parcels who seek the best
price for their property in one-on-one transactions. This is not a holdout problem because the owners are not
seeking a price above the true valuation of their property, nor does any one owner’s refusal to sell affect the
transfer of other parcels.
139 One well known example of forced transfers is state law that compels the formation of reservoir-wide
conservation ‘units’ for oil and gas production. Similar laws govern irrigation districts, soil conservation and
predator control districts.
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U.S. Constitution explicitly grants the power, saying ‘nor shall private property be taken
for public use, without just compensation.’ The key components of this clause are the
requirements of ‘public use’ and ‘just compensation,’ which we discuss in turn.

8.3.1. Public use of private property

Merrill (1986) examines the scope of the takings power in the context of the public use
requirement. He draws a distinction between the ‘means’ and ‘ends’ approach to public
use. The means approach concerns the manner in which land is acquired for large-scale
projects (is there a holdout problem?), while the ends approach refers to the use of the
land (is it for a public or private good?). It is important to note that these are separable
categories—that is, not all public goods require land assembly, and some private goods
do. According to the ends approach, the takings power should be limited to provision
of public goods by the government, whereas according to the means approach, it should
be granted to any provider facing a holdout problem.140

Merrill’s ‘ends approach’ appears more consistent with the plain meaning of public
use, but it potentially results in two types of ‘errors.’ First, it may result in the use of
eminent domain for the provision of public goods not requiring land assembly (Fischel,
1995a, p. 74). Merrill argues, however, that this overuse of the takings power (i.e., the
substitution of coercive for consensual transactions) is self-limiting in the sense that the
costs of market acquisition are generally less than the costs of eminent domain. Second,
the ends approach apparently denies use of eminent domain to private providers facing
a holdout problem. Historically, however, courts have tended to act in accordance with
the means approach by granting takings power to private parties like railroad and canal
builders who face serious holdout problems, though they nearly always attempt to justify
their action in terms of the ends approach—that is, they identify some public benefit
from the project (Merrill, 1986, p. 67). The need for such justification is somewhat
surprising, however, given that courts routinely use liability rules (i.e., money damages)
as a remedy in other disputes involving private parties. For example, awarding damages
to the plaintiffs in the Boomer case rather than shutting the factory down amounted to a
‘private taking’ by the factory (Fischel, 1995a, p. 76). This was appropriate, we argued,
because the factory faced a kind of holdout problem. The point is that the actual use
of eminent domain appears to reflect economic logic (the means approach), and when
necessary, courts bend the meaning of public use to conform to this standard (Fischel,
1995a, pp. 75–77). However, some critics have argued that in recent years, the public
use doctrine has expanded to include private development projects seemingly beyond
the original intention of the doctrine.141

140 Ulen (1992) argues that eminent domain should only be used when both conditions are met.
141 See, for example, Kelo v. City of New London, 125 S.Ct. 2655 (2005), in which the Supreme Court per-
mitted the use of eminent domain to transfer land from one private party to another as part of a comprehensive
redevelopment plan. The Court held that the general benefits to the community from economic growth satis-
fied the public use requirement. Also see Poletown Neighborhood Council v. City of Detroit, 410 Mich. 616,
304 N.W.2d 455 (1981).
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8.3.2. Just compensation for takings

In addition to public use, the eminent domain clause requires payment of just com-
pensation following a taking. Courts have interpreted this to mean ‘fair market value.’
Several authors have argued, however, that fair market value generally under compen-
sates landowners because it ignores the owner’s subjective value (e.g., Knetsch and
Borcherding, 1979; Fischel, 1995b). Since subjective value is part of the opportunity
cost of a taking, failure to compensate for it potentially results in over acquisition of
land by the government. In an empirical study of land acquisition in Chicago, Munch
(1976) found that compensation amounts differed systematically from market value.
Generally, owners of high valued properties were overcompensated, while owners of
low valued properties were under compensated. Epstein (1985a, Ch. 15) however, con-
tends that taxes used to finance compensation are themselves a form of taking, which act
as a limit on the amount of land taxpayers will permit the government to acquire. In the
same vein, Fischel (1995a, p. 211) argues that market value may be the ‘proper’ mea-
sure of just compensation because it balances the cost of undercompensation against the
higher taxes that full compensation would require.

The economic literature on takings has focused on the link between compensation and
investment decisions of landowners. One of the primary contributions of this literature,
initiated by Blume, Rubinfeld, and Shapiro (BRS) (1984), has been to show that it may
be inefficient to pay any compensation. This ‘no compensation result’ can be illustrated
by a simplified version of the BRS model. Suppose there are multiple parcels of land,
each worth V (x) if the landowner makes an irreversible investment x, where V ′ > 0
and V ′′ < 0. The land may also be valuable for public use, yielding a benefit of B(y),
where y is the number of parcels taken and B ′ > 0, B ′′ < 0 (Fischel and Shapiro,
1989). (Alternatively, y may be interpreted as the probability of a taking, or the fraction
of a given parcel’s value that is extinguished by a regulation—see section 8.3.3 below.)
In the event of a taking, suppose that compensation of C(x) will be paid for each parcel
taken, where C(x) ≥ 0, and C′ ≥ 0. Thus, total compensation will be yC(x).

The time sequence is that landowners choose x given the anticipated behavior of the
government and the compensation rule; then the government chooses y and pays C(x).
We will assume various objective functions for the government below. As a benchmark,
note that the first-best choices (x∗, y∗) maximize B(y)+ (1 − y)V (x)− x, which is the
sum of private and public benefits. The relevant first-order conditions are

(8.1)(1 − y)V ′(x) − 1 = 0

(8.2)B ′(y) − V (x) = 0.

Now consider the decisions separately made by each party. In the first scenario, we
view the government’s taking decision as exogenous—that is, it is unaffected by the
compensation rule. This is the assumption BRS (1984) make in their basic model, and
represents what Fischel and Shapiro (1989) refer to as an ‘inexorable’ government. In
this case, y is fixed (so condition (8.2) is irrelevant), while the landowner chooses x to
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maximize (1 − y)V (x) + yC(x) − x, which must satisfy

(8.3)(1 − y)V ′(x) + yC′(x) − 1 = 0.

Let xl be the solution. Comparing (8.3) to (8.1) shows that C′ = 0 is necessary for the
landowner to invest efficiently; that is compensation must be lump sum to ensure that
xl = x∗ (BRS, 1984). Intuitively, any positive relationship between x and the amount
of compensation creates moral hazard that results in over-investment. It immediately
follows that no compensation (C(x) ≡ 0 for all x) is efficient, although any lump sum
rule is consistent with efficiency.142

The efficiency of zero compensation does not hold up, however, under different as-
sumptions about the government’s behavior. Suppose, for example, that the government
chooses y to maximize social welfare. Such a government has been characterized as
‘benevolent’ (Hermalin, 1995) or ‘Pigovian’ (Fischel and Shapiro, 1989). The optimal
choice of y in this case is given by the first-order condition in (8.2). Note that, because
the government chooses y after the landowner’s investment of x is in place, (8.2) defines
a function yg(x), where143

(8.4)
∂yg

∂x
= V ′

B ′′ < 0.

The amount of land taken is decreasing in x because the more the landowner has in-
vested, the higher is the opportunity cost of a taking.

The landowner’s objective function is the same as above, but he now maximizes it
subject to the anticipated behavior of the government as described in (8.4). The first-
order condition is

(8.5)(1 − y)V ′(x) + yC′(x) − [V (x) − C(x)](∂yg/∂x) − 1 = 0.

Note that compensation must again be lump sum, but zero compensation is no longer
consistent with efficiency. This is reflected by the third term in (8.5), which implies
that the landowner will over-invest if C(x) < V (x) and under-invest if C(x) > V (x).
Intuitively, if the landowner expects to be under compensated in the event of a taking, he
will increase his investment in order to lower the probability of a taking. Conversely, if
he expects to be overcompensated, he will under-invest in order to raise the probability
of a taking (Miceli, 1991; Hermalin, 1995).

This version of the model embodies two potential sources of moral hazard for the
landowner. The first is the tendency to over-invest if compensation is an increasing
function of x (the basis for the BRS no-compensation result), and the second is the
effect of x on the government’s taking decision through (8.4). One compensation rule
that resolves both problems and induces a first-best level of investment is C = V (x∗).144

142 This is another example of the paradox of compensation (see section 7.3).
143 By definition, yg(x∗) = y∗.
144 This rule is not the only one that achieves the efficient outcome. One alternative will be discussed in
section 8.3.3 below, and Hermalin (1995) proposes others.
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That is, compensation is set at the full value of the land, evaluated at the efficient level
of investment.

It is important to emphasize that the justification for compensation in this version of
the model is not to prevent excessive acquisition of land by the government, as is often
argued. Rather, it arises from the sequential decisions of the parties. Suppose, however,
that the government is not benevolent, but instead acts on behalf of the majority, or
some group with political influence (those who receive the benefits of the taking) while
ignoring the costs to individual property owners, except to the extent that it must pay
them compensation (Fischel and Shapiro, 1989; Hermalin, 1995; Nosal, 2001). Such a
government is said to have ‘fiscal illusion’ in that only dollar costs enter its cost-benefit
calculation (BRS, 1984).

In this case, the government chooses y to maximize B(y) − yC(x), which yields the
first-order condition

(8.6)B ′(y) − C(x) = 0.

As before, this defines a function ŷ(x) whose characteristics depend on the nature of
the compensation rule. The landowner now maximizes his objective function subject to
ŷ(x), which yields the first-order condition in (8.5) with ∂yg/∂x replaced by ∂ŷ/∂x.
Clearly, C = V (x∗) will again induce first-best investment by the landowner based on
the same reasoning above. Moreover, setting C = V (x∗) in (8.6) also yields the efficient
taking decision by the government.145

A final argument against the no-compensation result is due to Michelman (1967),
who argues that compensation should depend on a comparison of the ‘settlement costs’
of paying compensation with the ‘demoralization costs’ of not paying compensation. In
terms of the preceding analysis, settlement costs include administrative costs and the
costs associated with moral hazard, while demoralization costs arise from the risk of
an uncompensated taking (Fischel and Shapiro, 1988; Fischel, 1995a, Chapter 4). Com-
pensation should therefore be paid when the demoralization costs exceed the settlement
costs. A related justification for compensation is that it provides risk averse landowners
public insurance against the political risk (demoralization costs) associated with takings,
given that private insurance for such risk is not readily available (Blume and Rubinfeld,
1984; Kaplow, 1986; Rose-Ackerman, 1992.146

145 Alternatively, Fischel and Shapiro (1989) consider a compensation rule of the form C = sV (x) where
s is the fraction of the value of the land that the government will pay in the event of a taking. They argue
that this is an easier rule to administer compared to C = V (x∗) because it does not require the government
to calculate x∗. The shortcoming is that the optimal value of s, which is strictly between zero and one, only
achieves a second-best outcome.
146 Though it has not been the subject of economic models, the public use constraint is empirically important
and might be examined formally through the B(y) function. For example, if B(y) = B(

∑
yi ), where i =

1, . . . n (and n is the entire population) then a public use requirement could limit state taking to those cases
where some supermajority fraction—say (n − p)/n, where p < n—was required (implicitly in the doctrine).
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8.3.3. Regulatory takings

To this point we have focused on compensation for takings of land under eminent do-
main, or physical acquisitions, but much more common are government regulations that
restrict land uses without actually depriving the owner of title. Examples include zon-
ing laws, and environmental and safety regulations. Historically, courts have granted the
government broad powers to enact such regulations as an exercise of its police power,
but when a regulation becomes especially burdensome, the affected landowner may
claim that a ‘regulatory taking’ has occurred and seek compensation under the eminent
domain clause.147

The case law on this question is extensive, and though the Supreme Court has ad-
vanced several tests for compensation, there is no consensus on when a regulation
crosses the threshold separating a non-compensable police power action from a com-
pensable taking. Some noteworthy tests are the noxious use doctrine, which says that a
regulation is not compensable if it protects the ‘health, morals, or safety of the commu-
nity;’148 the diminution of value test, which says that compensation is due if a regulation
‘goes too far’ in reducing the value of the regulated land;149 and the nuisance excep-
tion, which says that compensation is not due for regulations that prevent activities that
would be classified as nuisances under the governing state’s common law.150

Like the takings analysis above, the trade-off for regulatory takings concerns the ef-
ficiency of the land use decision on the one hand, and the regulatory decision on the
other. As a way of examining the threshold nature of this choice, consider the following
compensation rule (Miceli and Segerson, 1994, 1996):

(8.7)C =
{

0, if y ≤ y∗
V (x), if y > y∗.

Here, we can interpret y to be the extent of a landowner’s value that is lost as a result of
a regulation. Note that this rule is conditional on the behavior of the government in that
it requires full compensation if the government over-regulates (y > y∗), but requires no
compensation otherwise (y ≤ y∗). In this sense, it is like a negligence rule in tort law,
and it yields and efficient equilibrium for the same reason.151

147 Such claims take the form of so-called inverse condemnation suits.
148 Mugler v. Kansas, 123 U.S. 623, 1887.
149 Pennsylvania Coal v. Mahon, 260 U.S. 393, 1922.
150 Lucas v. South Carolina Coastal Council, 112 S.Ct 2886, 1992.
151 The proof of efficiency is complicated, however, by the fact that the landowner and regulator act in
sequence. Note first that if x = x∗, the government’s optimal response is y∗. To see why, observe that it will
never choose y < y∗ given B ′ > 0, and it will prefer y∗ to y > y∗ since B(y∗) > B(y∗) − y∗V (x∗) ≥
maxy>y∗ B(y) − yV (x∗). Next, suppose x > x∗. The government’s optimal response in this case is also y∗
since yg(x) < yg(x∗) ≡ y∗ for x > x∗ by (8.4), which again implies that B(y∗) > B(yg(x))−yg(x)V (x) ≥
maxy>y∗ B(y) − yV (x). Finally, if x < x∗, the government will choose y∗ if x is near x∗, but it will prefer
y > y∗ if x is sufficiently small. If the government is expected to choose y∗, C = 0 and the landowner
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In addition to the efficiency of (8.7), the rule advances our understanding of actual
takings law in several ways. First, it allows us to interpret ‘noxious uses’ as those ac-
tivities that are efficiently regulated, and for which no compensation is due (the top line
of (8.7)). Second, it provides an economic standard for when a regulation ‘goes too far’
under the diminution of value test. Specifically, a regulation goes too far—and compen-
sation is due—when it is inefficiently enacted (the second line of (8.7)).152 Finally, it
establishes a standard that is economically equivalent to the common law definition of
a nuisance (an activity that is efficiently prohibited),153 and hence is consistent with the
threshold for compensation implied by the nuisance exception.

8.3.4. Compensation and the timing of development

It is clear from the above discussion that regulations often redefine property rights to the
disadvantage of landowners. Faced with the threat of no compensation for alterations
of their property rights, landowners can often reclaim these rights because they have
private information and a first mover advantage over regulatory agencies and legisla-
tures. In the process, they can preempt regulations and may do so in ways that counter
the intended goals of the regulations. Land preservation and environmental regulations
are perhaps the classic cases (Cohen, 1999; Dana, 1995). While regulators consider re-
strictions to preserve land, developers race to beat the regulations, often leading to more
rapid development than would have otherwise occurred.

The incentive to preemptively develop can be seen in a two-period model of a
landowner and a regulatory agency which can invoke a land use regulation that will
lower the value of the land by preserving some environmental amenity (e.g., endan-
gered species habitat, open space).154 The land’s value under the regulation depends
on the landowner’s behavior. Specifically, the landowner can choose to maintain (m) or
destroy (d) the amenity in period 1. The landowner has private information about the
amenity and has a clear first mover advantage over the agency because of this infor-
mation and because of his ownership incentives. Development and thus destroying the

maximizes (1 − y∗)V (x) − x, which yields x∗. This leaves x < x∗ and y > y∗ as the only possible outcome
besides (x∗, y∗), but for this to be an equilibrium, it must be true that B(y) − yV (x) > B(y∗) for the
government, and V (x) − x > (1 − y∗)V (x∗) − x∗ for the landowner. Summing these conditions implies
B(y)+ (1 −y)V (x)−x > B(y∗)+ (1 −y∗)V (x∗)− x∗, which contradicts the definition of x∗ and y∗. This
proves that x < x∗ and y > y∗ cannot be an equilibrium.
152 In this sense, the noxious use doctrine and the diminution of value test are two sides of the same coin.
This interpretation suggests that the disagreement between Holmes and Brandeis in Pennsylvania Coal was
over facts rather than law (Miceli and Segerson, 1996, p. 70).
153 Keeton et al. (1984, p. 630) defines a nuisance as an activity for which ‘the amount of the harm done
outweighs the benefits.’
154 The model here follows Lueck and Michael’s (2003) application to the federal Endangered Species Act
(ESA). Miceli and Segerson (1996) present a similar model of development with irreversible investment that
generates premature development without compensation. Innes, Polasky, and Tschirhart (1998) also examine
the incentives for landowners under the ESA.
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amenity has a one-time cost (KD) and generates benefits (BD) from development. KD

is the cost of developing early, for example, harvesting timber before it has reached the
optimal harvest age. If the amenity is destroyed the probability that the land will be reg-
ulated is zero. However, if the amenity is maintained there is a probability, γ ∈ (0, 1),
that the regulation will be invoked because the agency will deem the amenity worth
preserving.

If the regulation is invoked, the landowner loses all benefits from development in
period 2, but he may earn a smaller amount of benefits from an alternative land use that
does not harm the amenity (BA < BD). In the absence of the regulation, the optimal
time to develop is in period 2. This is true both because it is privately optimal for the
owner to wait to avoid KD , and because the amenity may be preserved. The landowner
takes as given market prices (which determine the magnitudes of the various benefits
and costs) and the probability the agency will invoke the regulation.

The landowner will maximize the expected value of the land by choosing to destroy
the amenity if the expected value of early development exceeds that of waiting, or if
(BD − KD) > (1 − γ )BD + γ (BA + C), where C ≥ 0 is the expected compensation in
the event of a regulation. This inequality leads to several straightforward comparative
static predictions. First, if C = 0, increases in the probability that the land will be
regulated (γ ) will increase the probability of preemptive development. Second, as the
net value of development (BD−BA) increases, amenity destruction is more likely. Third,
as the opportunity cost of early development increases (KD) it is less likely that habitat
destruction will occur. Finally, preemptive development becomes less likely if C > 0,
and full compensation (C = BD − BA) deters early development with certainty.

Dana (1995) offers anecdotal evidence of such preemptive development in the ab-
sence of compensation, and Lueck and Michael (2003) find that the federal Endangered
Species Act (ESA) has led some forest landowners to preemptively harvest timber in or-
der to avoid costly land-use restrictions. For example, they find that landowners in North
Carolina who are closer to populations of endangered red-cockaded woodpeckers (and
thus subject to potentially costly timber harvest restrictions) are more likely to prema-
turely harvest their forest and choose shorter forest rotations. In this setting the empirical
evidence indicates some endangered species habitat has been reduced on private land
because of the ESA’s land use regulations. The extent of such counter-productive regu-
lations is not widely known and is a potentially important area of empirical research.

9. Inalienability of property rights

As Posner (2003, p. 75) notes: ‘the law should, in principle, make property rights freely
transferable’ in order to allow resources to move to their most highly valued uses and to
foster the optimal configuration of assets. He further notes that the long term trend has
been to do just this: ‘[The] history of English land law is a history of efforts to make
land more easily transferable and hence to make the market in land more efficient.’ The



246 D. Lueck and T.J. Miceli

same is true for most assets, including human capital. Yet, there remain many restric-
tions in both the common law and in statutes and regulations that limit the alienability
of property. These ‘inalienability’ rules (Calabresi and Melamed, 1972) typically take
the form of government restrictions on property and hence should be distinguished from
state property in that they do not suspend or replace private ownership of the property
in question, but merely limit its alienability (only one of the bundle of property rights).
Inalienability rules apply to body parts, children, voting, military service, cultural ar-
tifacts, endangered animal species, the right to freedom (laws against slavery), certain
natural resources, state property (as noted in section 2.4) and many other cases.155 These
restrictions may be complete (e.g., slavery) or and partial (e.g., water transfers). And, of
course, they are enforced in varying degrees, both as part of law and as part of group-
based rules such as those that arise to govern common property. There is little empirical
literature that tests various theories of inalienability so the discussion here is mostly
limited to claims of plausibility and consistency with previous analysis in this chapter.

The dominant economic reason for restrictions on alienability is that externalities
can arise from transfers (Barzel, 1997; Epstein, 1985b; Rose-Ackerman 1992, 1998;
Posner, 2003).156 Transfers can have external effects on third parties if the rights to the
assets are not well-defined.157 As noted in the discussion of first possession rules, well-
defined rights mean that exclusive rights are defined to the stock and, accordingly, its
stream of flows over time. This implies that the law should allow rights transfers when
there is clear ownership of resource stocks. When rights to the stock remain ill-defined,
however, there may be a rationale for limiting, even prohibiting, transfers of the claimed
flows in order to protect the asset itself. For example, the widespread prohibition on
trade in wild game is likely to be such a case (Lueck, 1989, 1998), though even here
limits on markets can potentially deter the formation of property rights as discussed in
section 4. Restrictions on the sale of children may find a rationale for the same reason:
a market for children (or game) would lead to ‘poaching’ of animals and kids for which
property rights enforcement is extremely costly.158

The law on western water transfers offers a useful example of how less extreme im-
perfections in property rights can lead to restrictions on transfers that actually serve to
clarify rights (Barzel, 1997; Lueck, 1995a, 1995b). The doctrine of prior appropriation,
found in most western states, allows ownership of water separate from land ownership.
Owners of such water rights (the name stems from the first possession rule used to

155 Rose-Ackerman (1998) discusses political rights in detail but we do not examine these here. Andolfatto
(2002), in work disconnected from the economics of law, shows how limits on transfers can be efficiency
enhancing in the context of social programs such as social security entitlements.
156 As usual the legal literature has discussed ‘distributive justice’ reasons for restrictions on transfers but we
do not examine those here. Rose-Ackerman (1985) links these arguments to economic arguments.
157 We explicitly ignore market effects from trade or ‘pecuniary externalities.’
158 Although we have argued that liability rules can often internalize externalities when transaction costs are
high, the examples suggest that some potential harms may best be dealt with by banning certain activities
altogether.
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originally assign them) are generally free to use and transfer these rights, but certain
restrictions on transfers are common, most notably prohibitions on transfers to parties
who are not located in the stream basin or who will have different uses for the water.
On the surface these restrictions seem blatantly inefficient, akin to restricting the sale
of milk to someone who lives in the same city or uses it only on their cereal like every-
one else. Yet a consideration of the way rights to water are defined illuminates these
restrictions. Assume the water is diverted for irrigation, and that a portion of the water
is returned to the stream after irrigation (the ‘return flow’). Only the water actually used
or ‘consumed’ is valued by the users, so ideally water rights would be defined in terms
of actual water consumed. Under a perfect system of ownership, the transfer of water
rights would maximize the value of the water in the stream by generating an equilib-
rium in which the marginal value of water is the same for all users (Johnson, Gisser, and
Werner, 1981).159

In practice, however, it is too costly to measure and define water according to con-
sumptive use, so typically only the amount diverted is actually measured and traded.160

This implies that a consensual trade for diverted water rights might adversely impact a
downstream water user if the trade alters the amount of water actually consumed. The
return flow will vary depending on the nature and location of the water’s diversion and
use. If the water is diverted out of the basin then there is absolutely no return flow and
a transfer out of basin will impose externalities on other rights holders not party to the
transfer. If water is used more intensively by a new user, the return flow will be lower
though not zero. Thus, if water is defined over diverted use, then unconstrained water
rights transfer will not maximize the value of the water. But if transfers are restricted so
that diverted rights mimic consumptive rights, then this restricted rights regimes will in-
deed maximize the value of the water. Restrictions on use and on out-of-basin transfers
seemingly meet these conditions and can thus be explained as efficient restrictions on
rights.161 More generally, when an asset is complex—water rights can be defined over
diversion, consumption, and even quality for that matter—then efficient property rights
regimes may contain restrictions on alienation that might seem to be inefficient. Only
by moving away from a strict neoclassical view of property rights can these restrictions
be seen as having an economic rationale.

159 Let n be the number of rights holders, Ci the consumptive use of for user i, W the stock of wa-
ter in the basin, and fi the marginal value of consumed water. The social problem is to maximize
V = ∑n

i=1
∫ ci

0 f ′
i
(wi)dwi subject to the water stock constraint

∑n
i=1 Ci = W . This solution requires

f ′
1 = f ′

2 = · · · = f ′
n = λ where λ is the Lagrange multiplier and equal to the marginal value of consumed

water.
160 New Mexico, however, does defines rights in terms of consumption and has generally fewer transfer
restrictions (Johnson, Gisser, and Werner, 1981).
161 Now let diversion by user i be Di where Ci ≡ Di(1 − Fi) where Fi is user i’s fraction of the water
returned to the stream. The stock constraint now becomes

∑n
i=1[(1 − Fi)Di ] = W and the new solution

requires f ′
1/(1 − F1) = f ′

2/(1 − F2) = · · · = f ′
n/(1 − Fn) = λ. If transfers are restricted so that Fi = Fj

for all i �= j users, then this condition is identical to the first-best value derived above. Note that neither of
these water models examines the costs of measurement and enforcement.
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Another reason for restriction on transfers is asymmetric information, particularly
that leading to adverse selection (Rose-Ackerman, 1998). In the worst case, adverse
selection can completely dry-up all markets associated with a commodity where prod-
uct quality cannot be observed prior to purchase (Akerlof, 1970). Some have used this
argument to explain bans on the sale of human blood and body parts, while allowing do-
nations (a modified form of inalienability). It is not clear, however, how donations rather
than sales will eliminate the adverse selection problem. Friedman (2000, p. 242) argues
that a better reason for only allowing organ donations is to discourage kidnapping and
murder for purposes of harvesting and selling organs. Friedman’s point is similar to that
made above regarding poaching. Laws against involuntary slavery would similarly dis-
courage forced capture and sale of people into slavery (Barzel, 1977). (It is harder to
justify laws against ‘voluntary slavery,’ or indentured servitude, as a penalty for loan
default when borrowers lack financial assets to serve as collateral.)

Similar restrictions on the types of property servitudes allowed (e.g., limits on ‘neg-
ative and in gross’ easements) might be explained based on asymmetric information
(Dnes and Lueck, 2007). In legal studies, the limitations on servitudes have been ex-
plained in relation to the Rule against Perpetuities as a method of preventing ‘clogging
title’ (e.g., Gray and Gray, 2000), although this argument has not been explored in eco-
nomics. Consider the market for land of two types: fee simple unencumbered and land
encumbered with a generic servitude. Assume that only the seller of the plot knows
whether or not the land is encumbered. Buyers do not have this information but only
know that one-half of the land is encumbered. The value of an unencumbered plot is V f ,
while the value of the encumbered plots is V s < V f . Given the information asymmetry
buyers will only pay the expected value of a plot, EV = (V s +V f )/2 < V f . Following
Akerlof (1970) and related literature, this means there will be no market equilibrium for
the unencumbered plots; that is, only ‘low quality’ encumbered plots will be present in
the market. Institutions that provide information (e.g., recording and registration sys-
tems) could eliminate asymmetry, as could some institutional ‘rules of the game’.162

Posner (2003, p. 75) offers a similar reason for the use of terminable easements for rail-
roads rather than fee simple ownership to a narrow strip of land passing by thousands of
other owners. Parisi, Schulz, and Depoorter (2006), however, argue that anti-commons
incentives can also explain such common limitations on property regimes.

Two other factors may be important in determining restrictions on transferability.
First, interest group pressure may lead to restrictions on transfers that have purely re-
distributive effects. The literature on economic regulation provides evidence on this
from many commercial areas. One area where such interest group pressure has been
important has been the broadcast spectrum (Hazlett 1990, 1998). There the restriction
on use and transfers seem to have little rationality in limiting externalities or mitigating
information problems, but instead serve to protect incumbent users from competition.
Second, for state property administered by bureaucratic agencies, limits on transfers

162 This adds an additional rationale for title and recording systems discussed earlier.
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may serve to limit the potential moral hazard of the bureaucrats who might gain from
transfers without facing the opportunity cost of the transfer.

10. Conclusion

The economic analysis of property rights and the economic analysis of law are the twin
offspring of Coase’s (1960) seminal work. Yet, today the economics of property law is
a poor cousin to the economics of contracts, torts, and many other areas. In part this is
because economic analysis of property law has not been as welcome among property
law scholars as it has been among legal scholars of antitrust, contracts and torts. In part
is it because property law is so broad, making comprehensive analysis a daunting task.

In this chapter we have surveyed the somewhat disjoint literature developed by econo-
mists and legal scholars, elaborated on some of the basic models, and highlighted areas
where more work remains to be done. While many important issues remain it can be
claimed that economic analysis reveals a fundamental logic to the main doctrines and
features of property law. In short, the observed structure of property rights and property
law can be best understood as a system of societal rules designed to maximize social
wealth. Among the most important remaining issues for study is a systematic analysis
of how the law addresses the use and transfer of complex assets. And, as always, more
detailed empirical work is needed to fully test and understand the rationale for the law
and its effects.
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Abstract

The purpose of this chapter is to survey the academic literature on the economics of
litigation and to synthesize its main themes. The chapter begins by introducing the ba-
sic economic framework for studying litigation and out-of-court settlement. One set of
issues addressed is positive (or descriptive) in nature. Under what conditions will some-
one decide to file suit? What determines how much is spent on a lawsuit? When do cases
settle out of court? Important normative issues are also addressed. Are the litigation de-
cisions made by private parties in the interest of society as a whole? Next, the chapter
surveys some of the more active areas in the litigation literature. Topics include rules
of evidence, loser-pays rules, appeals, contingent fees for attorneys, alternative dispute
resolution, class actions, and plea bargaining.
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1. Introduction

The topic of this chapter—Litigation—is one of the liveliest research areas in the field of
Law and Economics. Why do some lawsuits go to trial while many others are resolved
out of court? Is out-of-court settlement in the interest of society? How confident should
a judge or jury be before finding for one party or the other? Should the losing party be
required to reimburse the winning party’s legal expenses? Should policy makers restrict
the contracts between lawyers and their clients or are these contracts best left to the free
market? To what extent should the ruling in a lawsuit be constrained by prior rulings in
similar cases? The economic issues surrounding these and other important questions are
surprisingly subtle and the techniques used to examine them have grown increasingly
refined over the years. The purpose of this chapter is to survey the academic literature
on the economics of litigation and to synthesize its main themes.1

In the United States, 2.3 million non-criminal cases were filed in federal courts and
20.1 million were filed in state courts in the year 2000.2 These numbers, while stag-
gering, underestimate the true “reach” of litigation because they exclude the countless
cases that are never filed, yet are resolved in the shadow of litigation through private
dispute resolution mechanisms. In all, legal services account for 1 percent of the United
States’ labor force and 1.3 percent of its gross domestic product.3 The sheer magnitude
of these numbers speaks to the importance of the study of litigation from both a pos-
itive and a normative perspective. Developing a better understanding of the economic
forces behind litigation decisions is critical for the participants in litigation—plaintiffs,
defendants, lawyers, and judges—and policy makers, alike.

The premise of this chapter is that the main purpose of the court system is to facilitate
value-creating activities and deter value-destroying activities through the enforcement
of contracts and laws.4 Mortgage contracts, for example, create economic value by
allowing would-be homeowners to borrow against their future earnings. If the court
system refused to uphold these contracts (preventing the bank from foreclosing in the
event of non-payment, for example) then borrowers would default on their loans more
often and, in anticipation, banks would choose to lend less money. Similarly, insurance

1 Previous surveys include Cooter and Rubinfeld (1989), Hay and Spier (1998), and Daughety (2000).
2 Ostrom, Kauder, and LaFountain (2001, p. 13). The state court figure also does not include traffic cases

and juvenile cases.
3 Statistical Abstract of the United States (2001, tables 596 and 641, pp. 384 and 418).
4 The court system has other purposes, of course, some of which are also economic in nature. For instance,

the courts can also provide a mechanism for creating rules. In particular, judges are often put in the position
of “filling gaps” when private contracts are incomplete—in effect, creating a rule where one did not previ-
ously exist. In common law regimes, judges have the power to change or modify inappropriate or obsolete
laws, decisions that may bind on future decisions through precedent. Moreover, litigation is a mechanism for
disseminating information—it communicates to would-be offenders, for example, the consequences of their
actions. Observing litigation may also teach us right from wrong and inform us of the risks associated with
various activities.
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policies (e.g., car insurance, homeowners insurance, life insurance, and health insur-
ance) create economic value because risk-averse individuals would rather pay for their
expected losses upfront through installments or insurance premiums. The value that the
consumers derive from avoiding risk would be forgone if the insurance contracts were
not upheld by the court system. Criminal penalties create value by deterring would-be
criminals from stealing or destroying the valuable property of others. If these penalties
were unenforceable by the court system, then deterrence would be compromised and
more crimes would be committed.5

In an ideal world, the court system would be accurate, unbiased, and free. The en-
forcement of rules would take place immediately and no transactions costs would be
incurred. But the world is far from ideal. Mistakes are made at trial: acquitted defen-
dants may in fact be guilty of the charges and convicted defendants may be innocent.
Judges and juries may also bring their personal or political biases into the courtroom:
a sympathetic jury may award astronomical damages to a severely injured child or be
overly harsh towards a corporate executive with deep pockets. Errors, biases, and ex-
pected litigation costs also distort the economic activities that take place in the shadow
of litigation. A physician, for example, may prescribe unnecessary diagnostic tests for
patients and may avoid certain practice areas (such as obstetrics) because of these added
litigation risks.

The chapter is organized as follows. Section 2 introduces the basic economic frame-
work for studying litigation and out-of-court settlement. Some of the issues are positive
(or descriptive) in nature. For instance, under what conditions will someone decide to
file suit? What determines how much is spent on a lawsuit? When do cases settle out of
court? This section also addresses important normative issues. In particular, it explores
whether the litigation decisions made by private parties are in the interest of society
more broadly. Section 3 then uses the basic framework to survey some of the more
active areas in the litigation literature. Topics include the rules of evidence, loser-pays
rules, appeals, contingent fees for attorneys, alternative dispute resolution, class actions,
and plea bargaining. Concluding remarks follow.

2. Basic framework

This section presents the basic economic framework used in the study of litigation. Al-
though future sections of this chapter consider more sophisticated models, this section
assumes that there is a single case involving two litigants: one plaintiff and one defen-
dant. The plaintiff is the injured party who seeks compensation for her injuries. The
defendant is the party who is potentially responsible for the plaintiff’s injuries. We as-
sume that litigation is costly for both the plaintiff and the defendant. Indeed, the average

5 Jail time can also create value by incapacitating the criminal, thereby preventing future crimes.
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hourly billing rate of a law firm partner in the United States in 2001 was $246.6 Be-
cause of the private expenses associated with using the court system to resolve disputes,
plaintiffs and defendants (and arguably the lawyers who represent them) have economic
incentives to weigh their options carefully and make prudent decisions in litigation.

Section 2.1 abstracts from settlement decisions and considers the plaintiff’s decision
to pursue litigation. Section 2.2 considers the incentives of the litigants to resolve their
case out of court through private settlement.

2.1. The decision to litigate

2.1.1. Bringing suit

A plaintiff’s decision to litigate hinges on her private benefits from pursuing the case as
well as her private costs of pursuit. 7 She will rationally choose to bring suit when the
expected gross return from litigation, call it x, exceeds the cost of bringing the case to
trial, cp. The gross return, x, could reflect the expected judgment at the end of a long and
costly trial or a settlement that takes place at some time prior to the trial. More generally,
it could reflect issues that are somewhat beyond the scope of the current dispute, such
as the impact that a court decision will have on future cases or the plaintiff’s concern
for her business reputation. The plaintiff’s litigation cost, cp, would typically include
money paid to private attorneys, but it could also include the plaintiff’s personal cost of
effort, time, and any other opportunity costs associated with the plaintiff’s involvement
in the lawsuit. As with other economic decisions, the plaintiff will choose to pursue
litigation when the strategy has positive expected value, x > cp, and she will choose to
not pursue litigation if the case has a negative expected return, x < cp.8

2.1.2. Private litigation spending

In practice, the plaintiff—often with the help of her attorney—must decide how much
time and effort to invest in the lawsuit. In other words, the plaintiff’s private litigation
costs are endogenous rather than exogenous. The plaintiff’s investment choice will re-
flect both the underlying facts of the case and the beliefs that the plaintiff holds about
the future of the case—including those concerning the investments and responses of the
defendant.

6 The 2001 Survey of Law Firm Economics (pp. 11–39).
7 In this subsection I will not distinguish between cases that are settled and those that go all the way to final

judgment. Settlement will be taken up in the next subsection, and appeals are considered in section 3.
8 In this section, it is assumed that each litigant bears his or her own litigation costs, regardless of the

outcome at trial. This known as the American Rule. Under the English Rule, on the other hand, the loser in
litigation is required to reimburse the winner for certain expenses. The economic effects of these rules are
discussed in section 3.
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Formally, suppose that the plaintiff’s expected recovery from litigation depends on
her own spending as well as that of the defendant. The litigation investments made
by the plaintiff and defendant, cp and cd , respectively, affect the plaintiff’s future
recovery at trial, x(cp, cd). This function is increasing in the first argument and de-
creasing in the second.9 The equilibrium investments can be viewed as the outcome of
a non-cooperative game (which could be simultaneous or sequential) where the plaintiff
maximizes her expected litigation return,

x(cp, cd) − cp,

and the defendant minimizes his expected total payments,

x(cp, cd) + cd .

As described earlier, the plaintiff will bring suit when her anticipated return from litiga-
tion, x(cp, cd) − cp, is positive.

The structure of this game is similar to those of other types of contests, including
patent races, tournaments in internal labor markets, and a variety of sports. The dy-
namic strategies employed by the participants in these contests hinge on the anticipated
reactions of the rival—each player would like his opponent to “back off” and invest less
in the contest (see Dixit, 1987; Katz, 1988).10 To this end, the plaintiff might derive
a strategic benefit from aggressive spending, for example, when the defendant’s best-
response function is decreasing in the plaintiff’s investment (i.e., is downward-sloping).
Conversely, the plaintiff would benefit from a commitment to lower spending levels if
the defendant’s best-response curve slopes upward. Either situation can arise in the gen-
eral framework.11 Along these lines, a credible commitment by the defendant to build a
defensive war chest could lower the plaintiff’s expected return from litigation, leading
the plaintiff to drop the claim altogether.

2.1.3. Normative implications

The private decisions of the plaintiff and defendant to invest time and money in a lawsuit
are not generally aligned with the interests of society as a whole. This section highlights
why the plaintiff’s private incentive to use the legal system diverges from the social

9 This general structure captures the specific case where private litigation expenditures influence the plain-
tiff’s probability of winning but the damages conditional on winning are fixed.
10 See Bulow et al. (1985) for a general discussion of strategic commitment in competitive environments.
11 Interestingly, the mathematical condition for the defendant’s best-response curve to slope down—that the
cross partial derivative of the recovery function is positive—implies that the plaintiff’s best-response curve
is upward sloping. Although the plaintiff may want to commit to aggressive spending, the defendant might
actually refrain from tough spending strategies since aggressive spending would only elicit an aggressive re-
sponse from the plaintiff. For some functional specifications, the best-response curves are backward-bending,
i.e., increasing in some range and decreasing in others. This, of course, raises challenges for both theoretical
inquiry and empirical estimation.
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incentive.12 In some circumstances, the plaintiff will not litigate often enough (or spend
too little on the case), while in others she will litigate too often (or spend too much on
the case).

To better illustrate both situations, first consider a simple moral hazard example
where the potential defendant can take precautions (which require effort and/or mone-
tary investments) to reduce the probability of an accident. If the defendant fails to take
precautions, then the accident occurs with probability p0 and the plaintiff sustains dam-
ages x. By investing e, the defendant reduces the probability of harm to p1 < p0. The
defendant’s decision to take precautions will hinge, of course, on what he expects the
plaintiff to do following the accident. If the plaintiff’s litigation costs are high relative
to the magnitude of harm, cp > x, then the plaintiff will choose not to litigate following
an accident. Anticipating no future legal action, the defendant would have no incentive
to take precautions ex ante. Conversely, if the plaintiff’s litigation costs are relatively
low, cp < x, then the plaintiff will certainly litigate in the event of an accident. In this
case, the defendant will rationally choose take precautions if his total expected cost as-
sociated with taking precautions, e + p1(x + cd), is smaller than his total expected cost
associated with being careless, p0(x + cd).13

Insufficient litigation activity It is easy to construct examples where the plaintiff has
an insufficient incentive to bring suit. Take, for example, the case where p1 = 0 and
p0 = 1. Accidents are completely avoided if the defendant takes precautions and occur
with certainty, otherwise. Suppose further that e < x, so that it is socially efficient for
the defendant to take precautions. If the plaintiff could commit ahead of time to aggres-
sively pursue litigation in the event of an accident, then, in anticipation, the defendant
would rationally choose to take precautions to avoid the accident to begin with. There
would be no accidents and no litigation costs spent—the first-best outcome! But the
plaintiff’s commitment to litigate following an accident may not be credible: when the
plaintiff’s cost of pursuing a case is high relative to the expected judgment, i.e., cp > x,
the plaintiff will choose not to pursue the claim. In anticipation, the defendant has no
incentive to take precautions and deterrence is compromised.

This problem may be especially severe if the defendant has deep pockets and a reputa-
tion for tenacious defense spending. In the shadow of a powerful defendant, an injured
plaintiff may rationally decide ex post to scale back or drop the suit altogether. This
problem may be especially severe in situations where the defendant’s failure to take
precautions affects many victims rather than just one. Oil spills (e.g., the Exxon Valdez
incident) and poorly-designed consumer products (e.g., the Ford Pinto) are two exam-
ples where the harms were broadly dispersed among victims while the responsibility for
harm was concentrated. In situations like these, an individual victim’s decision to sue

12 See Shavell (1982b, 1997) for more thorough—and excellent—discussions of these important issues.
13 The defendant’s total expected cost includes the cost of precautions, the future expected liability, and the
future expected litigation costs.
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is a public good: the indirect effect on deterrence helps the population of victims more
broadly. Due to the incentive of victims to free ride on the litigation efforts of a few
(who must incur the litigation costs) there is likely to be insufficient litigation, from a
societal perspective.

These ideas are also important in criminal law enforcement. When a victim of a
crime presses charges, the benefits of a successful prosecution—which may include the
incapacitation of dangerous individuals in addition to deterrence—will accrue to society
more broadly. Furthermore, a criminal conviction does not entitle the victim to any
monetary compensation (although the victim can sometimes successfully pursue a civil
action.) The victim’s costs of pressing charges may be significant, including the time
and effort associated with the collection of evidence and appearing as a witness as well
as the psychological costs associated with recounting bad experiences. There may also
be indirect costs associated with embarrassment or loss of reputation or social standing
as the victim of a crime (e.g., the stigma associated with rape that makes survivors
reluctant to testify). In these situations, the socially desired level of litigation exceeds
what would otherwise be observed in equilibrium.

Excessive litigation activity Using the simple model outlined at the beginning of this
section, it is not difficult to construct examples where the plaintiff’s private incentive to
bring suit is socially excessive. Take the stark example where the potential defendant’s
precautions are totally ineffective: accidents occur with the same likelihood whether or
not the defendant took care, p1 = p0. Note that the defendant would never take precau-
tions in this extreme case. (Indeed, it would be socially wasteful if he did.) The plaintiff
will sue the defendant following an accident when litigation has positive expected value,
cp < x, and the defendant will be forced to bear the litigation costs as well. This is so-
cially wasteful. There is nothing the defendant could have done to avoid the accident,
and consequently the litigation costs are a pure deadweight loss for society.

This type of divergence between private incentives and social objectives is very im-
portant in practice. Take, for example, the case of a divorcing couple battling in court
over the financial assets acquired during their marriage and perhaps the custody of their
children. One can imagine situations where every dollar spent by the wife is exactly
cancelled out by a dollar spent by the husband. Both parties may end up spending a lot
of money, time, and effort just to stand still! While divorce lawyers could profit hand-
somely in these types of cases, the litigants themselves and their children sometimes
end up poor (not too mention bitter and emotionally drained).

This type of divergence can also arise in situations where precautions taken by the po-
tential defendant reduce the expected social harm. Let’s return to the more general case
where p1 < p0 < 1. Suppose the plaintiff has a private incentive to litigate following an
accident and that the defendant, in anticipation, takes costly precautions to reduce the
likelihood of an accident (and, consequently, his future liability). The total social cost
in this scenario is e + p1(x + cp + cd), the sum of the defendant’s cost of precautions,
the expected damages suffered by the plaintiff, and the expected litigation costs of both
parties. If the plaintiff refrained from pursuing litigation (and the defendant rationally
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refrained from taking precautions) then the total social cost would simply be p0x. This
latter case may be preferable. In particular, if (p0−p1)x < p1(cp+cd)+e then the level
of private litigation activity is too high from the point of view of society as a whole. In-
tuitively, the society-wide benefit of litigation—the lower accident rate that results when
the defendant takes more care—is outweighed by the total costs of litigation.

Discussion If the direction of the divergence between private and social incentives is
clear, then a variety of public policies may be introduced to bring them into greater
alignment. Damage multipliers, where a plaintiff can receive several times her actual
damages, or punitive damages can give individual plaintiffs an additional incentive to
litigate claims that would otherwise have negative expected value.14 The ability of indi-
vidual plaintiffs to consolidate their claims—through a joinder, perhaps—and the ability
of lawyers to represent the interests of dispersed plaintiffs through class representation
mitigates the externalities that otherwise would constitute an obstacle to recovery and
deterrence. Conversely, other policies can be used to reduce the level of litigation. Strict
liability, where a defendant is liable for a plaintiff’s damages regardless of his level of
care, can lead to high levels of litigation activity. The negligence rule, where the de-
fendant is liable only if he took inadequate care, can give the defendant the appropriate
incentives for care while reducing the total volume of litigation and its corresponding
social costs. These brief examples are given for illustrative purposes only—the sub-
tleties of these research areas and many others will be discussed in greater detail in
section 3.

2.2. Out-of-court settlement

The preceding discussion focused on the decision of a plaintiff to bring a lawsuit while
abstracting from the private settlement of litigation. We will now focus on the private
settlement of legal claims. In practice, the vast majority of cases that are filed ultimately
settle before trial and countless others are settled before a case is filed at all. Less than
4 percent of civil cases that are filed in the U.S. State Courts go to trial.15 In the U.S.
Federal Courts, only about 2 percent of civil cases go to trial.16 The fact that most private
litigants choose to “opt out” of formal litigation channels should not be too surprising.
The pursuit of litigation is expensive, time-consuming, and distracting. In short, trials
are a decidedly inefficient way for private parties to resolve their disputes.

As above, suppose that x is the expected judgment at trial and let cp and cd be the
plaintiff and defendant’s trial costs, respectively. If the case went to trial, the plaintiff
would receive a net payoff of x − cp, the expected judgment minus his litigation costs,

14 Polinsky and Rubinfeld (1988b) argue that compensatory damages, where the plaintiff’s award is exactly
equal to her damages, is not generally optimal. The optimal damages would either be adjusted upward or
downward, depending upon the circumstances.
15 Ostrom, Kauder, and LaFountain (2001, p. 29).
16 Judicial Business of the United States Courts (2001, p. 154, table C-4).
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and the defendant’s payoff would be −x − cd . Although x represents a simple transfer
from the defendant to the plaintiff, the total cost of litigation, cp + cd , is a deadweight
loss—“money down the drain,” so to speak. The plaintiff and the defendant can typically
avoid this loss through a private agreement to end the dispute before the litigation costs
are incurred. Specifically, a binding settlement contract that specifies a transfer from
the defendant to the plaintiff, S ∈ (x − cp, x + cd), leaves both the plaintiff and the
defendant better off than they would be from going to trial.

The insight that out-of-court settlement Pareto dominates trials (at least for the lit-
igants themselves) raises a number of interesting questions. For what amount will the
case settle? Will the defendant agree to settle if the plaintiff has a negative expected
value claim, x − cp < 0? When will the case settle—shortly after filing or on the cour-
thouse steps? Why do some cases fail to settle? Is private settlement in the interest of
society, more broadly? We will see that the answers depend on many factors, including
the timing of offers and counteroffers, the information and beliefs of the two litigants,
and the way that the particular lawsuit fits into the broader economic, legal, and strategic
environment.

2.2.1. Settlement with symmetric information

The simplest economic framework considers settlement under symmetric information.
Suppose that the two litigants have exactly the same beliefs about what will happen if
the case goes to trial—i.e., they are symmetrically informed about the stakes of the case,
the litigation costs, and all other relevant parameters. We will begin by assuming that
x − cp > 0, so the plaintiff clearly has a credible threat to take the case all the way to
trial. Later, we will relax this assumption and assume that x − cp < 0. Even though, in
this latter instance, the case has negative expected value if pursued all the way to trial,
the plaintiff may nevertheless succeed in extracting a settlement in equilibrium.

“Lumpy” litigation costs Consider a simple extensive form game where there are
T − 1 rounds of bargaining before a costly trial in round T . The litigants alternate in
making offers. Suppose that the plaintiff is designated to make the last settlement offer
before the trial, call it ST −1. If the case fails to settle then x is transferred from the
defendant to the plaintiff and the litigation costs, cp and cd , are incurred. The costs of
litigation are lumpy in the sense that they are all incurred at trial instead of gradually
over time. Finally, suppose that the two litigants discount time at the same rate and let δ

be their common discount factor.
This game is solved by backwards induction. In period T − 1 the defendant will

accept any offer that is better than going to trial, where he would pay x + cd in total.
The plaintiff’s best offer in period T −1 is ST −1 = δ(x +cd), minus a penny perhaps.17

17 For notational simplicity, I will assume that the defendant will accept an offer when he is indifferent
between accepting and rejecting. The hypothetical penny would make him strictly prefer acceptance, but it
would muddy the algebra.
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Working backwards, we consider period T − 2, where the defendant has the right to
make a settlement offer. In this period, both litigants realize that if the case fails to settle
in period T − 2 then it will certainly settle for ST −1 = δ(x + cd) in the next round. The
very least that the plaintiff is willing to accept is therefore δST −1, and so the defendant
would offer no more than ST −2 = δ2(x + cd) and the plaintiff would accept. This logic
suggests that the case will settle in the first round for S1 = δT −1(x + cd).

The allocation of the bargaining surplus is sensitive to the timing of the settlement
offers. Suppose instead that the defendant is the one to make the last offer. In this case,
the defendant would offer ST −1 = δ(x − cp) in the last round and the plaintiff would
accept. Working backwards to the first offer we would find S1 = δT −1(x − cp). Com-
paring these two cases—one where the defendant makes the final offer and one where
the plaintiff makes the final offer—delivers an important insight: the party who makes
the last offer succeeds in extracting all of the bargaining surplus! In this alternating offer
game with all litigation costs being incurred in a “lump” at trial, being last is much more
important than being first.

The bargaining surplus would, of course, be more evenly shared under different
assumptions about the timing of offers and counteroffers. Suppose instead that the
two litigants flip a coin in each bargaining round to determine who will make the
offer. In the last round (if it were reached) the parties would settle, on average, for
ST −1 = δ[x + (cd/2) − (cp/2)]. Working backwards, one can see that the case could
settle in the first round for S1 = δT −1[x + (cd/2) − (cp/2)], regardless of who makes
the offer. Note that if the plaintiff’s and defendant’s litigation costs are of roughly the
same magnitude, then the settlement amount would accurately reflect the discounted
expected judgment at trial.

It is interesting to note in this example that, although it is efficient for the case to
settle before trial, it is no more efficient for the case to settle in round 1 than in round
T − 1. In the random-offer framework of the previous paragraph, if the case settles
in round 1 the plaintiff’s payoff is S1 = δT −1[x + (cd/2) − (cp/2)]. If settlement is
delayed so that the case settles on the courthouse steps instead, then the plaintiff’s payoff
(discounted back to round 1) is the same: δT −1ST −1 = δT −1[x + (cd/2) − (cp/2)]. To
put it somewhat differently, the plaintiff is indifferent between settling early and settling
late and a similar logic shows that the defendant is indifferent as well. The reason for
this is simple: there is no inefficiency associated with delay when the costs of litigation
are “lumpy” and are all borne at trial.

Finally, the simple framework presented here differs in several important respects
from the related (and certainly more famous) framework of bilateral trade. Suppose that
a buyer’s valuation for a good or service, B, exceeds the seller’s cost, C. Following
trade, the buyer enjoys surplus B − P and the seller enjoys profit P − C. It is clearly
in the buyer’s and seller’s mutual interest for trade to take place sooner rather than
later because discounting causes the total value that must be shared between them to
diminish. If they trade immediately, their joint surplus is B − C. If they were to wait
and trade in period T −1 (say) then their joint surplus would be δT −1(B−C). In bilateral
trade, discounting causes the total “pie” to shrink. This is not the case in the settlement
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framework. When all of the costs of litigation are incurred at trial, the bargaining surplus
in each bargaining round is zero: the plaintiff receives exactly what the defendant pays.

Divisible litigation costs The previous section assumed that all of the costs of litiga-
tion were incurred at trial. In reality, the costs of litigation are incurred by the litigants
in a variety of ways while preparing for the trial. In addition to the direct costs of trial
preparation, there may be costs of distraction (as litigants focus on lawsuits rather than
their jobs and families) and risk management issues associated with open claims.18 One
can easily extend the earlier framework by assuming that the costs of litigation are di-
vided among the T rounds—pretrial bargaining rounds as well as the trial round. In
contrast to the scenario with lumpy litigation costs, there is a unique subgame perfect
equilibrium where the case settles in round 1 (Bebchuk, 1996).19 When litigation costs
are incurred over time, then delay is inefficient and there are strong economic incentives
to settle early.

Negative expected value (NEV) claims The previous sections assumed that the plaintiff
had a credible threat to take the case to trial if it did not settle. We will now suppose
that the plaintiff has a “negative expected value claim,” one that would be unprofitable
for the plaintiff if pursued all the way to trial. In particular, we assume x − cp < 0. The
defendant will certainly refuse to pay a cent if the plaintiff cannot credibly commit to
litigation. Can the plaintiff succeed in extracting a settlement offer from the defendant
under these circumstances?

The key to credibility for the plaintiff hinges on some of the factors identified above:
(i) the divisibility of the litigation costs and (ii) the timing of offers. Suppose that the
costs are “lumpy” as above—all of the litigation costs are borne at trial—and that the
plaintiff has the option of dropping the case at any point in time. Subgame perfection
implies that if settlement negotiations fail, then the plaintiff will surely drop the case
on the courthouse steps. Backwards induction implies that the defendant would never
make or accept an offer to settle.

It would be a mistake to conclude that negative expected value claims cannot succeed,
however. Bebchuk (1996) shows that when the litigation costs are divisible and spread
over the bargaining phase, then the set of circumstances under which a plaintiff can
succeed in extracting a settlement is broader. To see why, suppose for simplicity that
the litigation costs, cp and cd , are equally divided among the T periods and that there
is no discounting of time (δ = 1). Although the case may begin with negative expected
value, x − cp < 0, it can be “transformed” into a positive expected value case when T ,
the number of periods, is sufficiently large. To see why, imagine that the case actually
reaches the courthouse steps. Most of the litigation costs are sunk at that point in time.

18 A corporate defendant, for example, may need to keep additional resources on hand in anticipation of the
possibility of a large adverse judgment or other surprises.
19 With discounting, this expression would be modified to reflect the fact that the costs are not all borne at
the same time.
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When standing on the courthouse steps, the plaintiff has a credible threat to proceed to
trial when x − cp/T > 0. (The plaintiff’s ultimate threat to litigate is stronger when T ,
which captures the divisibility of the costs, is larger.) If they were to “flip a coin” at that
point, the case would settle on average for ST −1 = x + (cd/2T ) − (cp/2T ). Working
backwards20 (and assuming that the plaintiff’s litigation costs are not too large relative
to the defendant’s), we would find that the case could settle for approximately S1 =
x + (cd/2) − (cp/2) in round 1. The plaintiff’s threat to litigate is thus credible at each
stage of the game!

2.2.2. Settlement with asymmetric information

In the simplest settlement games with symmetric information—including the examples
discussed above—cases either settle out of court for a positive amount or are dropped
without future costs being incurred. In short, settlement with symmetric information is
privately efficient. In this section we will see that bargaining may be privately inefficient
if the litigants are asymmetrically informed. These inefficiencies result in costly trials
as well as costly delays in negotiations.

Asymmetric information has a variety of sources in litigation and manifests itself in a
variety of ways. The plaintiff, for example, may have first-hand knowledge of the level
of damages she has suffered; the defendant may have first-hand knowledge about his
degree of involvement in (or liability for) the accident. Both litigants may know better
the credibility of their own witnesses and the quality and work ethics of their lawyers.21

It is important to note that some of this information will become commonly known over
time—the parties may learn a great deal through pretrial settlement proceedings, for
example. Other information may not come to light at all, but can nevertheless affect
the trial outcome. The salient point here is that the revelation of information—through
pretrial discovery activities and through formal legal proceedings—is both privately
and socially costly. All else equal, litigants have private incentives to settle their dispute
before the costs are sunk.

For the rest of this section we will assume that the defendant has private information
about x, the expected judgment at trial. A similar analysis would follow if it were the
plaintiff who had the private information, instead.22 Formally, he observes the parameter
x where x is drawn from a probability density function f (x) on [x, x̄] with cumulative

20 The second to last offer would be ST −2 = x + (cd/T ) − (cp/T ) on average, and so on.
21 The sources of asymmetric information mentioned in this paragraph all affect the expected judgment at
trial. The parties may also be privately informed about their own level of risk aversion or their discount rates,
as in Farmer and Pecorino (1994). Private information along these lines will certainly affect the settlement
offers that the information holder is willing to make or receive, but is not directly payoff relevant to the rival.
Private information could also be endogenously determined by the litigants’ effort choices, as in Hay (1995).
22 Schweizer (1989) and Daughety and Reinganum (1994) consider extensive form games with two-sided
asymmetric information. Spier (1994b), discussed in more detail later, explores two-sided asymmetric infor-
mation settings with mechanism-design techniques.
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density F(x). For reasons that will become apparent later, we will also assume that this
distribution has a monotone hazard rate, so [1 − F(x)]/f (x) is everywhere decreasing
in x.

Screening models Starting with P’ng (1983) and Bebchuk (1984), many papers have
considered a somewhat special framework where the uninformed player—the plaintiff
in our example—makes a single take-it-or-leave-it settlement offer, S, before a costly
trial. The settlement offer “screens” the defendants into two groups: those who accept
and those who reject. When faced with a settlement offer, S, the defendant will certainly
choose to accept the offer if it is lower than what he would expect to pay at trial, S <

δ(x + cd). The settlement offer corresponds with a cutoff, x̂ = δ−1S − cd , where
defendants with types above the cutoff accept the plaintiff’s offer to settle and those
below the cutoff go to trial instead. Note that the sample of cases that go to trial is
not a random sample—a defendant who is more confident about his prospects at trial
(a defendant with low x) is more likely to reject the settlement offer and go to trial.
Thus, the cases that go to trial would, on average, have lower judgments than those that
settle out of court.

This case-selection result would, of course, be reversed if the plaintiff had private
information instead and the defendant could make a take-it-or-leave-it offer before trial.
The defendant’s settlement offer would correspond to a cutoff where plaintiffs with
low x’s accept the offer and those with high x’s reject the offer and go to trail. In this
instance, cases that go to trial would, on average, have higher judgments than those that
settle. This observation should make it clear to the reader that the empirically testable
implications of these models depend very strongly on the source of the information
asymmetry.

For now, we return to the case of private information on the part of the defendant. If
given the power to make a take-it-or-leave-it offer, the plaintiff would choose her settle-
ment offer to maximize her expected profit. Since each settlement offer corresponds to
a unique cutoff, we may write the plaintiff’s optimization problem as a function of the
cutoff, x̂:

Max
x̂

∫ x̂

x

δ(x − cp)f (x)dx + [1 − F(x̂)]δ(x̂ + cd).

The first term represents the payments associated with the confident defendant types
who reject the settlement offer and go to trial. Note that we are assuming that the
plaintiff has to bear her own litigation costs in these cases. Fee-shifting rules, includ-
ing the English rule, are discussed in section 3. The second term reflects payments,
S = δ(x̂ + cd), from the defendant types above the cutoff, x̂. An interior solution, if it
exists, is characterized by the following first-order condition:23

1 − F(x̂) − (cp + cd)f (x̂) = 0.

23 The monotone hazard rate assumption guarantees that this solution is unique.
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This condition may be understood intuitively: when the plaintiff raises her offer slightly
from S = δ(x̂ + cd) to S = δ(x̂ + cd +�), there are both benefits and costs. The benefit
is that those defendants with types above x̂ + � will pay x̂ + � more than before, a
benefit which is approximately �δ[1 − F(x̂)], the discounted additional payment, �δ,
multiplied by the probability of acceptance 1 − F(x̂). The cost is that defendants with
types between x̂ and x̂ + � go to trial instead of settling. This cost to the plaintiff is
approximately �δ(cp + cd)f (x̂). This includes both the plaintiff’s cost of litigation
(borne directly by the plaintiff) and the defendant’s cost of litigation (borne indirectly
by the plaintiff through the foregone settlement offer).

The first order condition implies that at least some cases will settle—the plaintiff will
certainly make a settlement offer that is accepted by the most liable defendant. This can
be seen by setting x̂ = x̄. The left hand side of the first-order condition is negative when
evaluated at this value, implying x̂ < x̄. Furthermore, if (cp + cd) > [1 − F(x)]/f (x)

then the plaintiff will make a “low ball” offer, S = δ(x + cd), that all defendant types
will accept. Intuitively, all cases settle if the litigation costs outweigh the degree of
asymmetric information. An interior solution exists when the costs of litigation are not
too high, i.e., when (cp + cd) < [1 − F(x)]/f (x).

This screening example assumed that the plaintiff had a credible commitment to
pursue the case all the way to trial. This is not necessarily true. The defendant types
who reject the offer are the ones who believe that they have strong cases (i.e., they
have low x’s). The plaintiff, understanding this, may therefore have an incentive to
drop the case following the rejection of her settlement offer! This credibility issue may
be seen most readily by considering the case where x = 0 and the litigation costs
are large. The preceding analysis tells us that the plaintiff should offer to settle for
S = δ(x + cd) = δcd . But if the defendant rejects the offer, the plaintiff may rationally
believe that the defendant is a low type and will choose to drop the claim. If so, the
defendant has an incentive to reject the settlement offer. Nalebuff (1987) extends this
framework to incorporate a credibility constraint and shows that when the constraint is
binding, the equilibrium settlement offer is higher than before. (A higher offer implies
that the average return at trial from the bottom of the truncated distribution is higher as
well, making the plaintiff’s commitment to proceed credible.)

The screening example above also assumed that there was a single offer before trial.
Spier (1992a) extends Bebchuk’s framework to consider a sequence of settlement offers
before trial. When litigation costs are “lumpy,” a striking pattern emerges: the plain-
tiff waits until the very last moment to offer ST −1 = δ(x̂ + cd), where x̂ is defined
above. That is, all settlement occurs on the courthouse steps! This result is important for
several reasons. First, we often observe these 11th hour settlements in practice, demon-
strating the practical relevance of the asymmetric information framework. Second, this
result implies that the common way of modeling these bargaining games—that of take-
it-or-leave-it offers—is less restrictive than it may first appear. The finitely-repeated
screening model where all of the costs are borne at trial is equivalent to the simple
model with a single offer.
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The reason why the plaintiff refrains from early offers is not hard to see. Suppose
that, for the sake of argument, the plaintiff could commit to a take-it-or-leave-it offer
in round 1, taking the defendant all the way to trial if he rejects the round 1 offer.
The best offer that she could possibly make is S1 = δT −1(x̂ + cd), implementing the
very same cutoff as above. Note that the plaintiff is indifferent between receiving S1 =
δT −1(x̂+cd) in round 1 and the present discounted value of receiving ST −1 = δ(x̂+cd)

on the courthouse steps. As discussed earlier, when the plaintiff and defendant discount
time at the very same rate, then the passage of time alone does not impose costs on the
two litigants. It is not credible, however, for the plaintiff to make a take-it-or-leave-it
offer in round 1. Following a rejection, the plaintiff would update her beliefs about the
remaining distribution and make a lower settlement offer. In anticipation, the defendant
would wait to receive a better offer. The plaintiff can thus use delay to her advantage.
By postponing settlement talks until the last moment, the plaintiff optimally extracts
rents from the defendant.

Spier (1992a) also shows that when the costs of litigation are divisible over time, the
plaintiff’s optimal strategy does involve some settlement in each round. In particular,
there is more settlement in the first rounds than in the middle and, if the costs borne
at trial are disproportionately large, one ought to observe a pronounced deadline effect
where many cases settle on the courthouse steps (generating a “U-shaped” pattern of
settlement, overall). Importantly, this result is still obtained in the limit as the number
of rounds, T , approaches infinity. The reason that this result differs from the familiar
Coase Conjecture is that the passage of time before settlement does not screen among
defendant types in the ordinary sense. Since they discount time at the same rate, the dif-
ferent defendant types have the same preferences between a settlement offer in round 1
and a settlement offer in round T . The types differ, however, in their preference for
going to trial, generating delay in equilibrium. See also the empirical work of Fournier
and Zuehlke (1996).

Signaling models We will now suppose that the informed defendant, rather than the
uninformed plaintiff, makes a take-it-or-leave-it offer on the courthouse steps.24 The
informed defendant’s settlement offer potentially signals his private information and
the uninformed plaintiff must form Bayesian inferences when deciding how to respond
to the offer.

Reinganum and Wilde (1986) characterize an elegant fully-separating equilibrium of
this game where the defendant’s offer perfectly reveals his type and the plaintiff mixes
between accepting and rejecting the defendant’s offer. The defendant’s equilibrium set-
tlement offer,

S(x) = δ(x − cp),

24 Daughety and Reinganum (1993) present a model where both the timing of offers and the information
structure are endogenous.
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gives the plaintiff exactly the same payoff that she would get at trial.25 The plaintiff sub-
sequently randomizes between accepting and rejecting the offer where the probability
that the plaintiff accepts S(x) is given by

π(x) = e−(x̄−x)/(cp+cd ).26

Note that the probability of acceptance is increasing in the defendant’s expected liabil-
ity, x. This property is implied by the defendant’s incentive compatibility constraint.
Intuitively, the defendant must be rewarded in equilibrium for making higher settle-
ment offers with a higher rate of acceptance by the plaintiff (who is indifferent between
accepting and rejecting).

Mechanism design The screening and signaling models we have just seen are similar
in some ways and very different in others. Importantly, the two models have similar
implications for the selection of cases for trial. When the defendant has the private
information then, on average, the cases that settle out of court have higher expected li-
ability than the cases that go to trial. While the screening model generates this feature
very starkly through the cutoff, x̂, the signaling model generates it through the plain-
tiff’s mixed strategy. (If the plaintiff had the private information instead, then this result
would, of course, be reversed: cases that settle would have a lower expected liability
than those that go to trial.) One difference is that, in the signaling model, every type of
case (with the exception of type x̄) has a positive probability of proceeding to trial in
equilibrium.

An alternative approach to studying pretrial bargaining games is to consider the entire
class of bargaining games using the Revelation Principle (Myerson, 1979). This princi-
ple tells us that any equilibrium of any extensive-form game may be represented as an
outcome of a direct-revelation mechanism in which the defendant announces his type, x̃,
and the mechanism designer subsequently maps this announcement into an outcome of
the game. In the simplest settlement context, the mechanism would be a settlement of-
fer, S(x̃), and a corresponding probability of settlement, π(x̃). Incentive compatibility
for the defendant requires that he prefer to announce truthfully, and participation con-
straints imply that the players weakly prefer to play the direct revelation game than

25 We will maintain the assumption that the plaintiff has a credible threat to take the case to trial regardless
of his beliefs, i.e., x − cp ≥ 0.
26 Here is the derivation. If the defendant of type x were to mimic another type x̃ his expected payments
would be π(x̃)δ(x̃ −cp)+[1−π(x̃)]δ(x +cd ). Incentive compatibility for a defendant of type x requires that
he prefers to “tell the truth” and offer S(x) rather than pretend to be someone who he is not by offering S(x̃).
In other words, the derivative of this expression must be zero when x = x̃, or π(x) − π ′(x)(cp + cd ) = 0.

The general solution of this differential equation is π(x) = αex/(cp+cd ) where α is a positive constant. The
boundary condition is π(x̄) = 1. Suppose this boundary condition did not hold. The defendant of type x̄ could
raise his offer slightly above δ(x̄ − cp) and the plaintiff would accept with certainty. (This offer dominates
going to trial for any beliefs that the plaintiff might have about the defendant’s type.) The D1 refinement of
Cho and Kreps (1987) may be used to get rid of pooling equilibria.
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go to trial. Both the screening and the signaling model discussed can be recast in this
conceptual framework.

The mechanism-design approach provides us with proof that some cases will neces-
sarily go to trial when the litigation costs are not too large. Formally, there does not exist
a direct-revelation mechanism where all cases settle out of court. This may be easily es-
tablished with a “proof by contradiction.” Suppose that π(x̃) = 1 for all announced
types—every case settles out of court. This implies that all defendant types must settle
for exactly the same amount, call it S∗. If not, then the defendants, regardless of their
information, would imitate the type with the lowest assigned settlement amount. The
defendant’s participation constraint requires that S∗ ≤ x +cd for all values of x, includ-
ing the very lowest. (The defendant weakly prefers playing the mechanism to going to
trial.) The participation constraint for the plaintiff requires that the plaintiff do better in
settlement than she would do on average at trial, S∗ ≥ E(x) − cp. Taken together, the
value S∗ can exist only if E(x) − x ≤ cp + cd , an assumption clearly violated when
cp + cd are small.

This result may be contrasted with that of Myerson and Satterthwaite’s (1983) fa-
mous results for bilateral trade. They show in the bilateral-trade framework that if the
buyer’s valuation were private but the seller’s type were known then a mechanism that
set the price equal to the seller’s cost would realize the gains from trade. In the litigation
context, however, the plaintiff and defendant are unable to resolve their dispute even
with one-sided incomplete information. It is also interesting to note that the breakdown
occurs despite common knowledge that gains from trade exist: the litigants both know
that they will jointly save cp + cd by settling. In Myerson and Satterthwaite (1983),
breakdowns only arise when the supports for the buyer’s valuation and the seller’s cost
do not overlap, corresponding to the situation in which trade is not always efficient.

Although the literature has not delivered many positive or normative results about
the entire class of pretrial bargaining games, several scholars have studied the mecha-
nisms that achieve the Pareto frontier. For this so-called “optimal” mechanism, it can
be shown that the selection effects described above hold here as well (so more liable
defendants are more likely to settle). These mechanisms have also been investigated in
more applied research. In particular, Spier (1994b) and Neeman and Klement (2005)
use these mechanisms to consider the shifting of legal fees between winners and losers
and pleadings rules, respectively. Although these mechanisms can provide a useful up-
per bound on private and social welfare, the approach has certain drawbacks. Unlike the
bilateral trade mechanism of Myerson and Satterthwaite (1983) discussed above, the
pretrial bargaining mechanisms are not necessarily implemented by standard extensive
form bargaining games. In practice, these mechanisms would require players to commit
to abide by the rules of the mechanism and for courts to enforce them.

2.2.3. Alternative frameworks

Mutual optimism Before the popularity and widespread adoption of techniques from
information economics, law and economics scholars took a non-Bayesian approach to
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settlement breakdowns. Starting with the work of Landes (1971), Posner (1973), and
Gould (1973), many scholars have taken the position that litigants may have different
(and possibly inconsistent) priors about the outcome at trial. The plaintiff, for example,
may believe the expected judgment at trial to be xp while the defendant may believe it to
be xd . These divergent beliefs may arise when the two litigants receive different signals
of the “true” expected damages, x, and may be influenced by their different backgrounds
and experiences. Examining the bargaining zone, [xp − cp, xd + cd ], shows that the
case will fail to settle when the plaintiff is much more optimistic than the defendant:
xp − xd > cp + cd .

The optimism framework has two important advantages for applied work in litiga-
tion: its tractability and (arguably) its realism in many litigation settings. Scholars have
used this framework to explore diverse topics such as the selection of cases for trial
(Priest and Klein, 1984), fee-shifting (Shavell, 1982a), conflicts between lawyers and
clients (Miller, 1987), and bifurcation of trials (Landes, 1993). It has also served as a
foundation for empirical work on settlement (see Waldfogel, 1998). There is also inter-
esting experimental and anecdotal evidence that litigants and their lawyers do tend to
exhibit self-serving biases (Loewenstein et al., 1993). As a group, plaintiffs may have a
tendency to overestimate the expected judgment at trial, xp > x, while defendants as a
group may tend to underestimate them, xp < x. Indeed, these self-serving biases may
serve as an advantage in bargaining—they allow the optimistic litigants to grab a greater
share of the bargaining surplus—and can arise in evolutionary settings (Bar-Gill, 2006).

However, the optimism framework described above has disadvantages as well. In
many ways, the optimistic litigants are “too stubborn”: they stick with their inconsistent
prior beliefs “come Hell or high water.” In reality, many litigants—especially those with
skilled lawyers—update their beliefs over time as new information emerges. They learn
about the underlying merits of the case and are aware of strategies that their opponents
employ. A careful understanding of this learning process is critical for both positive and
normative analyses. It gives us a better understanding of the private litigation strategies
we observe in reality and it is helpful in evaluating the effects of litigation reform. See
Aumann (1976) for early work on common knowledge, Yildiz (2003, 2004) for recent
theoretical work on learning and delay without common priors, and Watanabe (2005)
for an empirical analysis.

Settlement externalities Cases may also fail to settle where there are externalities
among existing claims.27 To take a simple example, suppose that there are two plain-
tiffs and one defendant and that the payoff for each plaintiff at trial depends on how
many cases ultimately go to trial. In this setting, settlement by one plaintiff changes the
bargaining position and ultimate recovery of the second. Formally, suppose that each

27 These types of externalities will be discussed in several topics in section 3, including joint and several
liability and settlement with limited liability constraints.
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plaintiff’s expected payoff is x2 if both plaintiffs go to trial and x1 if only one plain-
tiff goes to trial. Depending upon the setting, x2 may be either larger than or smaller
than x1.

First, suppose that x2 < x1. This may arise, for example, when the defendant enjoys
economies of scale in case preparation. We can imagine settings where the defendant
has a credible commitment to spend more on his defense when facing two plaintiffs than
he has when fighting only one. Note that settlement by one plaintiff confers a positive
externality on the second plaintiff, raising the payoff from x2 to x1. It is implausible that
both plaintiffs will agree to settle out of court for x2: if one plaintiff expects the other to
settle out of court, he would rather reject the offer of x2 and go to trial where he receives
x1 > x2. Consequently, one or both plaintiffs will be able to command a settlement
premium above and beyond x2. It is not hard to see that, if the defendant’s costs of
litigation are not too large, then the defendant would rather forego settlement altogether
than pay the plaintiffs a premium to compensate them for the positive externalities of
settlement.28

Now suppose instead that x2 > x1. This could arise if the plaintiffs have a large joint
fixed cost of pursuing their cases such as legal representation. Here, the plaintiffs are
better off going to trial together rather than separately. Indeed, if one plaintiff were to
settle then the second might decide to drop the case rather than pay a lawyer to pursue
it independently. In contrast to the case where x1 > x2, here settlement by one plaintiff
imposes a negative externality on the other. We would expect both cases to settle in this
scenario. If the defendant offered each plaintiff S = x2 (plus a penny) on the courthouse
steps then both plaintiffs would be thrilled to accept. Indeed, the defendant may be able
to induce them to settle for much less than that.29

Other reasons for bargaining failures There are many other reasons why settlement
negotiations may fail. First, imagine that the object of litigation is indivisible—the cus-
tody of a child, for example—and that the litigants are liquidity-constrained. If the
litigants value the object above and beyond the scope of monetary payment, then there
is no scope for settlement. (See Shavell, 1993, and Mnookin and Kornhauser, 1979.)
Second, one of the litigants (or their lawyer) may derive independent value from hav-
ing his or her day in court (perhaps they enjoy the publicity!) or derive non-pecuniary
pleasure from imposing costs on the opponent. Third, suppose that the parties have very

28 The careful reader will notice that the defendant would try to “tie” the offers together: “My offer to settle
for S = x2 is good only if both of you accept. If only one accepts, the deal is off and I will take both of you
to court.” These types of offers are in fact observed in some class action settlements where a requirement is
that a certain percentage of plaintiffs remain in the class.
29 One way is to make settlement offers in sequence. There may be better strategies, however. If he offered
between S ∈ [x1, x2] then there are two equilibria: one where both plaintiffs accept and another where both
reject. Although the latter is Pareto superior, the former is the risk-dominant outcome when S is not too small.
See Spier (2002).
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asymmetric stakes in the case. A corporate defendant, for example, may derive partic-
ular economic value from establishing a judgment in an early case that could chill the
filing of future cases.

2.2.4. Normative implications

At first blush, there are strong normative arguments in favor of settlement. Take a single
lawsuit—a personal injury case, perhaps—that would otherwise go to trial. As we have
seen, it is certainly in the litigants’ interest to resolve their dispute out of court. Through
a private settlement, the parties can avoid their private litigation costs cp + cd and (if
they are risk averse) the risk premium associated with trials. It is also important to note
that social costs are avoided as well—there are, of course, large fixed costs of maintain-
ing the court system and legal infrastructure and significant marginal costs associated
with any given trial (the judge’s and jury’s time, for example). All else equal, private
settlement serves society’s interest.

What makes this topic more interesting—and sometimes exceptionally challenging—
is that all else is not equal. The rest of this section will discuss some of the real economic
effects of settlement.

Primary incentives Suppose, for the sake of argument, that the potential defendant
can take precautions at an ex ante stage to reduce the probability of an accident. Sup-
pose further that all injured victims—the future plaintiffs—have positive expected value
claims and that there is symmetric information during bargaining. These assumptions,
while clearly unrealistic, allow us to isolate some of the basic effects of settlement on
primary incentives.

Following an accident, the defendant is better off if he has the option to settle his
claim. This is his revealed preference—if he were made worse off by settling he could
simply refuse to settle and go to trial instead. Since the defendant anticipates settling
on relatively advantageous terms, he has less incentive to take precautions to avoid the
lawsuit to begin with. Simply put, settlement dilutes the defendant’s incentives for care.
See Polinsky and Rubinfeld (1988a). Perhaps surprisingly, the fact that the defendant
takes less care is not necessarily a bad thing from a social welfare perspective. To see
why, we will consider a specific example.

Suppose that damages are compensatory in the sense that x reflects the true harm
that the plaintiff has suffered in the accident. If settlement were prohibited, then the
socially optimal level of the defendant’s precautions would reflect all of the private and
public litigation costs associated with accidents in addition to the plaintiff’s injuries.
With compensatory damages, the defendant clearly underinvests relative to the social
optimum—the defendant doesn’t take into account all of the costs that the accident
imposes on others, namely the plaintiff’s litigation costs and society’s costs of running
the court system.

The desirability of settlement in this setting hinges on the defendant’s bargaining
power. Let’s take the extreme situation where the plaintiff has all of the bargaining
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power: the defendant pays in settlement only slightly below what he would pay in total
if the case went to trial, x + cd . In anticipation of settlement, the defendant takes only
slightly less care than before. In this case, settlement significantly reduces the litigation
costs—a first-order improvement for social welfare—but incentives are not compro-
mised. It follows that settlement enhances social welfare so long as the defendant does
not have “too much” bargaining power. If, on the other hand, the defendant has signifi-
cant power in negotiations then the effect on incentives could potentially outweigh the
benefit of cost savings. The defendant, anticipating settling for S = x−cp, would invest
significantly below the first-best level. If x − cp is close to zero, for example, then the
defendant has little incentive to take precautions at all.

Settlement can further dilute the defendant’s incentives when asymmetric information
is present. Recall that the screening model of settlement with asymmetric information
featured some pooling of types. Consider, for example, a model where the uninformed
plaintiff makes a final offer to a defendant who is privately informed about his liability
for the accident. In equilibrium, defendants whose types (corresponding to expected
liability) are above a threshold accept that offer. The pooling of defendant types may
be bad for incentive reasons: the defendant has little marginal incentive to reduce his
liability if he anticipates being in the pool. Spier (1997) presents a simple example along
these lines where there is “too much” settlement in equilibrium. Incentives would be
improved—and social welfare would be higher—if the plaintiff could commit to being
tougher in settlement negotiations, making higher settlement offers to the defendant.30

Bringing suit The preceding discussion of primary incentives focused on the defen-
dant’s precaution decisions. We will now turn to the plaintiff’s decision to bring suit.
Following an accident, the plaintiff is made better off through settlement than she would
be going to trial. Again, this is revealed preference—if the plaintiff were made worse off
by settling she could simply refuse to settle and go to trial instead. Since the plaintiff ex-
pects to settle on relatively advantageous terms, she has a greater incentive to bring suit
to begin with.31 We will see that the plaintiff’s increased incentive to pursue litigation
may be either good or bad from a public policy perspective.

First, consider the effect of settlement on total litigation costs, taking the defendant’s
precautions as fixed. The ability to settle out of court surely reduces the private and so-
cial costs associated with a given case. (The cost will not be driven to zero, however; we
have seen that asymmetric information is a robust obstacle to settlement and litigation
costs are incurred in equilibrium.) At the same time, the ability to settle raises the over-
all volume of cases that are pursued. Indeed, the additional litigation costs associated

30 In Spier’s equilibrium, the defendant randomizes between taking due care and being negligent and the
plaintiff randomizes between high and low settlement offers.
31 This may be exacerbated when an uninformed defendant is making a final offer to a plaintiff who privately
observes his damages. The screening equilibrium features a cutoff where plaintiffs with damages below the
cutoff accept the offer. The pooling of plaintiff types may be bad for incentive reasons as well: plaintiffs who
essentially have no injuries at all may succeed in extracting positive offers of settlement.
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with the increase in cases may swamp the reduction in litigation costs associated with
existing cases. In sum, settlement can lead the total litigation costs to either fall or rise.

Next, recall that the defendant’s primary incentives are, of course, endogenous. Thus,
a change in the plaintiff’s incentives to file suit can generate additional indirect effects
by affecting the defendant’s incentives for care. Section 2.1.3 considered the social de-
sirability of litigation, assuming that all cases that were filed went all the way to trial.
We saw that there could be either too much litigation activity or too little litigation ac-
tivity, depending on the nature of the feedback effects on the defendant’s incentives.
Bringing settlement into that analysis does not simplify matters. To illustrate, suppose
that there were too many cases before allowing settlement because the costs of litigation
were low relative to the benefit of improved incentives. Allowing settlement raises the
number of cases further—a bad thing if we hold all else equal, even though the litigation
costs associated with a given case fall.

Discussion The preceding discussion of the normative implications of settlement
models showed that although there are a number of robust positive implications of
settlement models, the normative implications depend very much on context. The well-
established topics of nuisance suits, the shifting of legal fees, and accuracy—all topics
that will be discussed in detail in section 3—raise normative issues along the lines dis-
cussed above. There is still more work to be done on the desirability of settlement from
a forward looking perspective. Litigation is, by nature or design, a public good. Judicial
decisions from early cases can influence the future in a variety of ways. In common
law regimes, the opinions of judges—not the private settlement contracts—determine
how the law itself evolves. Litigation can create social value by promoting the efficient
evolution of laws to govern future economic activity. Trials may also create information
that has independent economic value. Individuals who have suffered injuries may ben-
efit directly from the groundwork laid by earlier claims.32 The public also learns about
the hazards of products and risky activities through the litigation activities of others.33

A consumer, for example, may refrain from purchasing a risky product after observing
the harms that similar products have caused to others.

3. Topics

3.1. Accuracy

It is generally thought that accuracy is valuable when imposing sanctions on offenders
(whether they are criminals, tort offenders, or violators of private contracts). Intuitively,

32 See also the discussion of secret settlements and the publicity effect in section 3.
33 Hua and Spier (2005) consider a model where future actors use this information to fine-tune their accident
avoidance behaviors. In general, the settling parties do not fully internalize the benefit that litigation has on
these future actors.
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if the legal rules are designed appropriately then the anticipation of accurate adjudica-
tion should create better incentives. Furthermore, accuracy should also help encourage
innocent activities. Without it, individuals would tend to avoid engaging in value-
creating activities that could be mistaken for violations and subsequently sanctioned.
But accuracy does not come for free: there are significant private and public costs as-
sociated with designing more accurate legal rules. It is therefore important to identify
circumstances where the additional costs of creating accurate outcomes are outweighed
by the social benefits of accuracy.34

Suppose that an injurer (the potential defendant) must decide whether or not to engage
in an activity. If the injurer takes no precautions, then the benefit to the injurer from
engaging in the activity is b and the harm suffered by the victim (the potential plaintiff)
is h. The injurer can avoid harming the victim if he invests e in precautions. The first-
best outcome has the injurer taking precautions when his cost of taking them is smaller
than the harm to the victim, e < h, and engaging in the activity when his private benefit
is sufficiently high, b ≥ min{e, h}. This outcome could be obtained easily in a perfect
world where litigation is accurate and free.35 A damage rule that specifies compensatory
damages where the victim is “made whole” would lead the injurer to make the correct
cost-benefit tradeoff.

Suppose instead that liability is determined with error. While it is obvious whether
or not the injurer engaged in the activity, the precaution taken by the injurer (and the
associated harm borne by the victim) is not directly observable in a court of law. If
the injurer took precautions, there is still a probability θ1 that he will be held liable for
damages, h. This is a “type 1 error”—the probability that an innocent person will be
convicted. If the injurer failed to take precautions there is a probability θ2 that he will
get away with it. This is a “type 2 error.”

Legal error distorts the injurer’s decisions in this example. First, the injurer will take
precautions if his expected cost from taking them, e + θ1h, is smaller than his expected
liability if he fails to take them, (1−θ2)h. With a compensatory damage rule, the injurer
will take precautions when e < h(1 − θ1 − θ2). His decision is distorted because the
type 1 error increases his cost of taking precautions while the type 2 error reduces his
liability if he fails to take them. Second, the injurer will engage in the activity when
b ≥ min{e + θ1h, (1 − θ2)h}. Thus, the type 1 and type 2 errors clearly distort the level
of economic activity as well.36

34 See Kaplow and Shavell (1994) for an analysis of this tradeoff when liability is measured with error. See
Kaplow (1998) for an excellent discussion of the many issues relating to accuracy more broadly.
35 Polinsky and Shavell (1989) present a model where litigation is both inaccurate and costly. The litigation
costs introduce an issue that is not addressed here: the decision of the victim to bring suit. They consider
public policies such as imposing fines on losing plaintiffs to discourage their bringing suit.
36 It is important to note that these distortions cannot be alleviated through a simple damage multiplier.
A multiplier α = 1/[1 − θ1 − θ2] leads to the correct precaution incentives. However, this multiplier inflates
the cost to the injurer of engaging in the risky activity to begin with, leading to a chill on economic activity.
Additional instruments may include subsidies to those found innocent. See P’ng (1986).
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To illustrate the problems associated with acquitting the guilty, suppose that θ2 > 0
and θ1 = 0 (so there is no chance that an innocent person will be convicted). This
gives rise to two distortions: the injurer takes too few precautions and he engages in
the activity too often. On the other hand, to illustrate the problems with convicting the
innocent, suppose that θ1 > 0 and θ2 = 0 (so there is no chance that a guilty person will
be acquitted). As before, the injurer takes too few precautions. In contrast, however, he
will now engage in the activity too little rather than too much. The type 2 error—the
chance that an innocent person will be convicted—discourages the relevant economic
activity.

The previous example took the victim’s harm level, h, as fixed. In reality, the injuries
that arise due to the negligence of injurers are stochastic in nature. First, the injurer’s
failure to take precautions will not always cause an accident. Second, the victim’s dam-
ages conditional upon an accident occurring are variable as well. Kaplow and Shavell
(1996) argue that the ex post accurate verification of the victim’s harm level may, or
may not, be socially valuable in this setting. Accuracy is valuable if the injurer knew
(or should have known) the victim’s damages at the time when he chose his precaution
level: the anticipation of an accurate award ex post gets the injurer to make the correct
tradeoff ex ante. Accuracy is not valuable, however, if the victim’s damages are purely
stochastic and could not have been known by the injurer ex ante. There is no loss from
setting the damage award equal to the expected or average harm in this case.37 Indeed,
when litigation is costly it is socially wasteful to devote resources to accurate outcomes
when there is no corresponding benefit.

This section has highlighted two benefits of accuracy: deterrence and the encour-
agement of innocent economic endeavors. There are other benefits of accuracy as well
that are important, but which fall outside this simple taxonomy. Accuracy may be valu-
able for risk-sharing reasons. If our victim above is risk averse, an accurate system that
makes the victim whole is socially valuable because it reduces the risk premium that the
victim would otherwise bear. Accuracy is also socially valuable when it creates better
information, and therefore better incentives, for future actors. In a repeated litigation
environment, the information created by earlier trials may help actors fine-tune their ac-
tions in the future.38 Finally, the anticipation of precise investigations in the future will
get injurers to do their homework ahead of time—they have a strong incentive to learn
about the injuries that their risky activities cause.39

37 Spier (1994c) argues that accuracy is valuable when precautions affect the magnitude as well as the prob-
ability of an accident.
38 Hua and Spier (2005).
39 Kaplow and Shavell (1992).
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3.2. Evidence

3.2.1. The burden of proof

Black’s Law Dictionary defines the burden of proof as a “legal device that operates in
the absence of other proof to require that certain inferences be drawn from the available
evidence . . .” It is useful to think about this burden as having two parts. First, there
is the so-called “burden of production” where a party must present sufficient evidence
in favor or his claim or risk automatically losing without a full trial. Second, there is
the burden of persuasion (or standard of proof) which provides the judge or jury with
guidelines for how strong the evidence must be in order to find for the plaintiff (or
prosecutor in a criminal proceeding). This burden is typically described in qualitative
terms: “beyond a reasonable doubt,” “clear and convincing evidence,” “preponderance
of the evidence,” etc. A favorable decision for the plaintiff under the preponderance of
the evidence standard, for example, is the point where the judge or jury believes that it
is more likely that the plaintiff is in the right. In Bayesian terms, this corresponds to a
posterior tipping point of 50%. “Beyond a reasonable doubt” is more subjective—what
is “reasonable” is in the eye of the beholder.

The topic of evidence can be studied with the frameworks and techniques of informa-
tion economics. Consider the following basic moral hazard example. An agent chooses
a level of effort, either low effort (eL) or high effort (eH ), which is not directly ob-
served by the principal. The agent’s choice generates a stochastic signal, s, which is
distributed according to density function f (s, e). The signal is informative in the sense
that higher signals strengthen the decision maker’s posterior belief that the effort taken
was eL rather than eH .40 Formally, this corresponds to the monotone likelihood ratio
condition.41 In our legal example, the signal s may be interpreted as the “evidence”
suggesting the defendant’s guilt. Correspondingly, the burden of persuasion (or stan-
dard of proof) corresponds to a cutoff, s∗, where evidence below the cutoff leads to
acquittal and evidence above the cutoff leads to conviction.

This framework yields a stark implication for the design of both evidentiary standards
(s∗) and the level of sanctions (D). Suppose that the cost of high effort is 1 and the cost
of low effort is 0. The defendant will choose high effort so long as his cost of choosing
high effort, 1, is smaller than the reduction in the expected sanction associated with the
higher effort level,

1 ≤ [F(s∗, eL) − F(s∗, eH )]D.

40 Readers familiar with principal-agent models will note a subtle difference, here. In this example, a higher
signal is associated with greater evidence of guilt, and hence lower effort on the part of the defendant. This
is contrary to most standard models where higher signals are generally associated with higher effort. This
distinction is highlighted to minimize confusion.
41 Formally, the monotone likelihood ratio condition holds that f (s, eL)/f (s, eH ) is increasing in s for
eL < eH .
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Any pair of policy instruments, s∗ and D, that satisfy this expression will provide the
defendant with adequate incentives for care. But there are additional concerns associated
with wrongful convictions. The monotone likelihood ratio property (MLRP) implies
that by simultaneously raising the standard of proof, s∗, and the sanctions, D, perfect
deterrence may be achieved at zero social cost. This is, of course, a variant of Becker’s
(1968) famous enforcement result—that penalties should be maximal while very little
money should be spent apprehending criminals.

There are several reasons why we do not observe these extreme schemes in prac-
tice. First, civil sanctions are limited by a defendant’s wealth and criminal sanctions are
limited by a defendant’s remaining lifetime. A significant increased probability of con-
viction is required to maintain incentives.42 Second, juries may be unwilling to convict
defendants when the sanctions are very high. Indeed, the subjective nature of criminal
standards of proof (e.g., “beyond a reasonable doubt”) gives the decision maker the dis-
cretion to define for himself what is reasonable. In Andreoni (1991), when sanctions
are increased the jury convicts less often to avoid the higher cost of convicting the in-
nocent (the cost of a type I error goes up since the innocent defendant is imprisoned
longer). Since juries consequently convict less often, higher penalties may encourage
rather than discourage crime. Third, the simple example above assumed that the ev-
idence was exogenously generated. In practice, evidence is both costly to gather and
subject to manipulation and misrepresentation.43

Rubinfeld and Sappington (1987) present a framework where the defendant chooses
a level of litigation effort to influence the signal received by the court. They assume
that defendants who are in fact innocent have “more productive” effort than their guilty
counterparts. Innocent defendants consequently spend more money on their defense,
endogenously leading to a better distribution of evidence at trial. The optimal social
policy in this setting, which includes both the evidentiary standard (s∗) and the level
of sanctions (D), will be chosen to balance the litigation costs and ex ante deterrence
concerns. The defendant—whether innocent or guilty—will spend more money when
the sanctions are higher and it is shown that the optimal policy has less than maximal
sanctions.44

Sanchirico (1997) presents a model where plaintiffs, as well as defendants, make
investments in their cases. Increasing the standard of proof for conviction has a good
side benefit: plaintiffs who know that the defendant is innocent will choose to not file

42 See Demougin and Fluet (2006) for an excellent discussion of optimal rules of evidence under wealth
constraints. They argue that the penalty scheme that creates maximal incentives resembles the standard of
preponderance of the evidence. Formally, rules that penalize an injurer when the evidence is “more likely”
under negligence than due care (and conversely does not penalize the injurer when the evidence is “more
likely” under due care) make the incentive compatibility constraint easier to satisfy.
43 Other reasons include risk aversion, marginal deterrence, and heterogeneous injurers. See Bebchuk and
Kaplow (1992) and the references therein.
44 Their results are quite sensitive to the signaling technology of their model. See also related work by
Sanchirico (2001).
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suit, while plaintiffs who know that the defendant is guilty will litigate. In other words,
the “self selection” may enhance social welfare. Bernardo et al. (2000) put additional
structure on the litigation technology and find that, for evidentiary standards in an inter-
mediate range, making a rule more pro-defendant can lead to more shirking and more
litigation than before.

Hay and Spier (1997) assume that the body of evidence is fixed and not subject to
manipulation. However, the two litigants may have different costs of acquiring or pre-
senting the information. The burden of production may be viewed as assigning to one
party the task of presenting the evidence to the court (and relieving his opponent to
some extent of that task). Optimally used, this burden may minimize the expenditures
devoted to gathering, presenting, and processing information in litigation. In practice,
it is typical for plaintiffs to have the initial burden of producing enough evidence of
the defendant’s involvement in the case and indication of wrongdoing to justify pro-
ceeding. This makes sense in settings where there are innocent explanations for the
plaintiff’s injuries. Counterexamples exist, however. The taxpayer bears the burden of
proof in income tax deficiency actions brought in the tax court by the IRS, for instance.
This makes sense because the taxpayer would typically have greater access to evidence
concerning his financial affairs than would the IRS.45

3.2.2. Disclosure and discovery

The basic framework presented in section 2 argued that asymmetric information be-
tween litigants about the likely outcome of the lawsuit could lead settlement talks to
break down. The inefficiencies associated with bargaining impasses raise the question:
“Why doesn’t all of the information in the litigant’s possession come out before trial?”
Indeed, litigants will often voluntarily share information with each other before trial. An
injured plaintiff, for example, may submit evidence of injury (x-rays, doctor’s reports,
etc.) to the defendant at the onset of filing to prove that she has a legitimate claim. In ad-
dition, in the United States and elsewhere there are laws that require litigants to disclose
information when specifically requested to do so by the other side. An “interrogatory”
is a set of questions that one side submits to the other side (and that must be answered)
before trial. In a “deposition,” lawyers may interview the other side’s witnesses under
oath.46

At an intuitive level, both voluntary and involuntary disclosure of evidence can serve
important social objectives. First, the sharing of information before trial puts the parties
on a more level playing field in the courtroom. This may well help to improve the
accuracy of court decisions by making the game less one of rhetoric and more a fair
contest based on the facts. Second, disclosure and discovery help to align the beliefs of

45 See for example, Portillo v. Commissioner of Internal Revenue, 932 F2d 1128, 1133 (5th Cir. 1991).
46 See Cooter and Rubinfeld (1994) for a good discussion of these institutions and a simple non-Bayesian
model of disclosure where discovery can eliminate the “false optimism” of the litigants.
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the parties about what will happen at trial, thereby facilitating private settlement. Critics
of legal discovery point to its abuses, however, such as the ability of litigants to impose
unfair costs on the other side. We will consider each of these issues in turn.

Trial outcomes Intuitively, both sides in a lawsuit have incentives to hide information
that harms their case and to present evidence that helps their case. Discovery involves
a set of formal rules and procedures that compel each side to share evidence that may,
in the absence of discovery, never make it into the courtroom. It is thought that, in such
a world, discovery may level the playing field by giving both sides access to the same
information and thus improve the accuracy of legal decisions. While these ideas have
some intuitive appeal, the formal models of disclosure of evidence can be subtle and
often contradict this intuition.

Suppose, as in section 2, that a defendant privately observes his expected liability,
represented by a parameter x drawn from a probability density function f (x) on [x, x̄].
The defendant can costlessly and credibly reveal this information at trial. The court,
a Bayesian player, does not receive any independent signals regarding the realization
of x, but does know the distribution from which x is drawn. The defendant with the
strongest case, x = x, has an obvious incentive to disclose his innocence to the court
and thereby secure an advantageous judgment. Indeed, since a Bayesian judge or jury
would make an adverse inference if the defendant remained silent, the defendant with a
slightly worse case, x = x +�, has an incentive to disclose this as well. This reasoning
suggests that all information comes out at trial and an “accurate” outcome is obtained.
This tendency for unraveling is familiar from the classic economic analyses of product
quality and warranties (Grossman, 1981).

Grossman’s unraveling result—that accuracy at trial is not compromised by the pri-
vate incentives to withhold evidence—is sensitive to the underlying assumptions of the
model.47 First, not all defendants are able to reveal their private information—in many
cases, hard evidence of innocence does not exist. Those defendants who do have hard
evidence of guilt (they are in possession of a “smoking gun,” perhaps) have an incentive
to pool with the general population of defendant types who are simply unable to signal
their cases’ quality. See Shavell (1989a). Similarly, if the defendant has costs of dis-
closing evidence at trial then the unraveling will be incomplete in a world of voluntary
disclosure.

With legal discovery, which mandates that the defendant must submit to interviews
and answer questions before trial, it is more likely that the plaintiff will gain access to
the information that the defendant would otherwise withhold. For example, the plain-
tiff’s discovery activities may succeed in finding the “smoking gun,” leading to the
conviction of a defendant who otherwise would get off the hook. See Hay (1994) for fur-
ther discussions and examples. In a complementary piece, Cooter and Rubinfeld (1994)

47 See also Shin (1998), Shin (1994), and Sobel (1985).
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argue that discovery may also improve accuracy as a consequence of “eliminating sur-
prises” in the courtroom. Surprises at trial would typically lead to more spontaneous
and less thought-out courtroom activities.48

Lewis and Poitevin (1997) present a model of costly disclosure to regulatory tri-
bunals where disclosure creates a signal that is imperfectly correlated with the true state
of affairs. With voluntary disclosure, they show that a litigant’s decision to disclose in-
formation is itself a signal of strength: in equilibrium, strong litigants disclose and weak
litigants do not (accepting the fact that non-disclosure will identify them as weak). Para-
doxically, mandatory disclosure can reduce the accuracy of the ultimate court decision.
When disclosure is voluntary, the weak types identify themselves by not sinking the
costs of disclosure. When disclosure is mandatory, the court loses an important signal
and some of the weak defendants may be exonerated.49

Settlement behavior To see the roles that disclosure and discovery play in private set-
tlement negotiations, we return to the simple example from the section 2: A defendant
privately observes his expected liability at trial, represented by a parameter x drawn
from a probability density function f (x) on [x, x̄]. Recall that if the uninformed plaintiff
can make a single take-it-or-leave-it offer before trial (Bebchuk, 1984), the equilibrium
will be characterized by a cutoff x̂ and a settlement offer S = x̂ + cd where defendants
whose types are above x̂ will accept the offer to settle and those below will reject the
offer and go to trial.

The game changes considerably when the defendant can credibly and voluntarily dis-
close his private information before the plaintiff makes the settlement offer. At first
blush, one might think that the typical “unraveling” results would hold. A defendant
who expects to pay the lowest damages at trial (type x) is happy to disclose the infor-
mation to the plaintiff and secures a low offer of settlement (S = x + cd). Continuing
with this logic, it appears that defendants with slightly weaker cases will disclose as
well. Perhaps surprisingly, complete unraveling does not arise in this setting. Shavell
(1989b) shows that there is an equilibrium where defendants with types below x̂ reveal
their private information while those with types above x̂ keep it hidden. The plaintiff,
believing that the silent defendants come from the truncated distribution above x̂ offers
to settle with these types for S = x̂ + cd . By remaining silent, a defendant with type

48 See Cooter and Rubinfeld (1994, p. 446).
49 Jost (1995) assumes that the defendant’s disclosure is not credible in itself, but may be verified through
discovery by the other side (which is analogous to costly auditing). He also takes the penalty structure, in-
cluding penalties for misrepresentation, as exogenous. He shows that the defendant does not truthfully reveal
his information in equilibrium. If he did, then the plaintiff would take everything he says at face value and
not bother to spend time and money in discovery. And if the plaintiff does not audit, then the defendant
would surely lie and pretend to have a strong case. Jost argues that it is better for a central authority, which
has commitment power and a vested interest in long-run deterrence, to check the validity of the defendant’s
claims.
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x > x̂ earns information rents equal to x− x̂.50 Although unraveling is incomplete here,
all cases ultimately settle out of court.

In contrast to the case of voluntary disclosure, all of the defendant’s information
would come to light if the plaintiff could somehow force the defendant to reveal his
private information (through formal discovery channels, perhaps). By forcing the silent
defendants to disclose their types, the plaintiff can tailor the settlement offer appropri-
ately, offering S = x + cd instead of S = x̂ + cd to a defendant of type x > x̂. To put it
another way, the plaintiff can use discovery to “grab” the defendant’s information rents
of x − x̂.

Shavell (1989b) shows that discovery plays a more important role when a fraction
of the defendants are simply unable to disclose their private information before trial.
As before, defendants who can prove that they have strong cases will voluntarily do so
and receive low settlement offers. There is a group of defendants who remain silent,
however: Some have strong cases but cannot credibly prove it to the plaintiff. Others
have weak cases and decide to remain silent for strategic reasons. Mandatory disclo-
sure plays an important role here because it “weeds out” the latter types—the weak
defendants with credible information—from those defendants who are simply unable
to reveal their information. Following discovery, the “silent” defendants have stronger
cases on average, and so the plaintiff makes an even better offer than before. In this way,
mandatory disclosure increases the rate of settlement.

Mnookin and Wilson (1998) present a model where discovery is both imperfect and
expensive: each side can sink costs to get a more accurate signal of the opponent’s type.
These discovery efforts increase the probability of settlement by reducing the degree
of asymmetric information. In their model, discovery is a public good: both the plain-
tiff and the defendant benefit (in expectation) from the discovery activities. The party
engaging in the discovery benefits more, however, since one effect of discovery is to
reduce the information rents captured by the other side.

There has been some empirical support for the idea that discovery facilitates settle-
ment. Farber and White (1991) present an empirical analysis of 252 medical malpractice
cases. Upon filing, it is likely that the plaintiffs were not well informed about the like-
lihood that the hospital or physician was negligent. Within this sample, 37% were
dropped before trial, 58% were settled before trial, and 5% went to trial. Farber and
White argue that the fact that so many cases were dropped following discovery indi-
cates that the plaintiffs learned, through formal discovery channels, that the defendants

50 The unraveling would be complete if the litigation costs were zero. See Hay (1994). If the defendant, rather
than the plaintiff, made the settlement offer (as in Reinganum and Wilde’s (1986) signaling model), then (with
appropriate refinements) there could be complete unraveling even with positive litigation costs. The defendant
with the strongest case would reveal it and offer S = x − cp which would be accepted with probability one.
In the absence of disclosure, this same offer would be accepted with a probability smaller than one. Sobel
(1989) presents a model with two sided incomplete information where each litigant may be one of two types.
He compares the set of equilibria that arise with mandatory discovery and no disclosure and discusses the
voluntary disclosure case informally.



Ch. 4: Litigation 291

were not negligent. Similarly, the settlement of most of the remaining cases is consistent
with the greater alignment of information following discovery.

The costs of discovery A private discovery request is, of course, costly and the costs
of discovery are not typically internalized by the party who requests the information.
Indeed, one side can force the other side to spend many months screening documents,
sorting through private materials, and submitting to depositions. The potential for abuse
here is obvious: discovery may be used as a strategic weapon. While the requesting party
surely does not internalize all of the costs of discovery, he also does not internalize all
of the benefits. Discovery, insofar as it increases the accuracy at trial, has the potential
to create social benefits. The social benefits, which include increased deterrence and
incentives for care, are enjoyed by society more broadly. It is therefore difficult to draw
general conclusions about the desirability of discovery.51

Shepherd (1999) studies the time that litigants spend seeking discovery using a sur-
vey of attorneys in 369 federal civil cases.52 He shows that defendants increased their
discovery efforts, “tit-for-tat,” in response to heightened discovery requests by the plain-
tiff. Interestingly, this “counterpunch” strategy was not observed for plaintiffs, who did
not increase their requests in response to increased pressure from defendants.53

3.2.3. Admissibility of settlement negotiations at trial

Should the litigants’ private settlement activities, including the offers that they make,
their discovery requests, and the extent of their litigation expenditures, be admissible
as evidence at trial? At first glance, one might assume that the answer is yes—after
all, pretrial settlement activities can reveal valuable information. For example, in the
section 2 we saw that litigants who possess more valuable information are more likely
to forego settlement and litigate instead. Their failure to settle is an informative signal
about the stakes of the claim. If the court has imprecise information to begin with, it
can learn more about the truth—and consequently rule more accurately—when it can
fully observe the settlement activities of the parties. It is perhaps a puzzle, then, that
Rule 408 of the Federal Rule of Evidence in the United States prohibits the use of this
information at trial.

Daughety and Reinganum (1995) provide an interesting economic rationale for the
inadmissibility of settlement offers at trial: admissibility increases the rate of litigation.

51 Schrag (1999) argues that placing limits on discovery reduces the costs of litigation and stimulates earlier
settlement. For example, the 1983 revisions of rules 30, 31, and 33 of the Federal Rules of Civil Procedure
placed limits on the number of depositions and interrogatories that each side could request of the others.
In his model, increased discovery efforts do not unearth evidence per se, but instead influence the expected
judgment directly.
52 The results are similar when he also includes the time that litigants spend responding to discovery requests.
53 These results suggest that the defendant’s reaction curve slopes upward, while the plaintiff’s slopes down.
Shepherd (1999) also shows that hourly-fee attorneys made more discovery requests than their contingent-fee
counterparts.
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They extend the signaling model of Reinganum and Wilde (1986), where an informed
plaintiff makes a take-it-or-leave-it offer, to include a Bayesian court. The court ob-
serves the settlement offer, updates its beliefs about the true state of the world and
awards damages accordingly. As in Reinganum and Wilde (1986), there is a separating
equilibrium where the plaintiff’s offer reflects exactly the defendant’s expected pay-
ments at trial. Incentive compatibility requires that the defendant mix between accepting
and rejecting the offer, and that the probability of acceptance is decreasing in the size
of the offer. When compared with the case of inadmissible settlement offers, the plain-
tiff has an incentive to “exaggerate” her offer and pretend to be of a higher type—by
doing so, she influences the court and secures a higher damage award. Consequently,
the defendant must reject with a higher probability than when settlements are inadmis-
sible.54 This argument implies that the litigation costs are lower when settlement offers
are inadmissible at trial.

3.3. Sequential litigation

3.3.1. Appeals

An important characteristic of most legal systems is the right of a litigant who is dis-
satisfied with a lower court’s decision to seek reconsideration by a higher court. This is
true with civil, criminal, and administrative procedures in the United States as well as
legal systems in other countries.

Shavell (1995) considers a stylized model where appeals are an efficient means of
correcting the errors made at the lower court level. It does this by harnessing the private
information of the litigants themselves. It is assumed that the litigants know whether a
lower court ruling was in error or not and may launch a costly appeal. Shavell assumes
that an incorrect decision is more likely to be overturned by the higher court than a
correct decision. Litigants will tend to self-select in this environment: a litigant is more
likely to sink the cost of appealing an earlier ruling if the probability of reversal—and
hence the expected return from an appeal—is higher. This tendency to self-select is not
perfect, however. When the cost of appeal is too low, then a litigant will appeal whether
or not the lower court had rendered a correct decision. (Conversely, when the cost of
appeal is sufficiently high, then no cases will be appealed.) By choosing an appropriate
subsidy or tax, however, a social planner can align the litigants’ appeal decisions with
those of society more broadly.

An interesting implication of Shavell’s analysis is that increasing the accuracy of
lower court decisions is not a perfect substitute for the appeals process. “Increasing
trial court accuracy reduces the frequency with which the appeals process is needed

54 Kim and Ryu (2000) consider a model where the uninformed defendant makes the final settlement offer.
They show that if the plaintiff’s acceptance/rejection decision is admissible then the litigation rate will rise
as well. Intuitively, the plaintiff would have an additional incentive to reject the offer to “convince” the court
that she has a high type.
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but not its desirability when errors are made.”55 The benefit of using the appeals system
hinges on its ability to harness the information of the litigants themselves. By getting the
litigants to self-select, resources tend to be spent on cases where a mistake has already
been made. Similarly, the appeals system is not a perfect substitute for random audits
performed by the upper level courts.56

It is important to note that Shavell’s (1995) upper-level court is not a Bayesian deci-
sion maker. Indeed, if the upper level court were fully rational it would realize that only
“mistakes” are appealed, and would therefore rule in favor of the appellant. This would,
of course, interfere with Shavell’s self-selection equilibrium: if the upper level always
found in favor of the appellant, then all losers in the lower court—correct and incorrect
decisions alike—would find it in their interest to appeal.

Daughety and Reinganum (2000a) consider a Bayesian model of appeals where the
upper court perceives the private decision to appeal as informative and tries to rule “cor-
rectly” given its posterior beliefs. Formally, the authors assume that the both the appeals
court and the litigants themselves receive private signals that are correlated with the
truth. Technically, their signals are “affiliated” random variables (Milgrom and Weber,
1982). In equilibrium, a losing party appeals if and only if his or her signal exceeds a
threshold. The upper court subsequently finds for the appellant and overturns the lower
court’s decision if and only if their own private signal exceeds another threshold.57

3.3.2. Bifurcation

Legal systems often feature a sequence of decisions before a final judgment is reached.
Appeals systems, mentioned previously, allow for the re-litigation of an issue if one
of the litigants is dissatisfied with a lower court’s decision. In many other settings,
there are sequential decisions on different issues before the final judgment. In crimi-
nal procedures, guilt is typically established before hearings to determine the convicted
defendant’s sentence take place. In products liability settings, proof must first be offered
that the defendant was indeed the manufacturer of the product that caused the plaintiff
harm before issues of negligence and damages can be considered.

55 Shavell (1995, p. 387) notes that, in addition to efficiently reducing lower-court error through self-
selection, the appeals process may also improve accuracy by providing lower court judges with better
incentives to make careful and well-reasoned decisions. The idea is that judges dislike being reversed on
appeal, and therefore they will devote more effort to their decisions and show less favoritism than otherwise.
56 See Spitzer and Talley (2000) for a formal model of judicial auditing. They argue that higher levels of
auditing are warranted when the lower courts are: (1) less accurate and (2) more swayed by ideology than by
the facts of the case.
57 Daughety and Reinganum (1999b) extend this logic to a horizontal sequence of courts facing similar
cases, where each court along the chain receives an affiliated signal. While no appeals court’s decision is
precedential in another circuit, judges may view previous decisions in other circuits as a source of persuasive
influence. They show that a herding phenomenon can arise where the earlier courts place more weight on their
own private signals, wile the later courts discount their private signals in favor of the earlier courts’ rulings.
Herding is also referred to as an “informational cascade.” See the survey by Bikchandani, Hirschleifer, and
Welch (1998).
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Landes (1993) presents the first formal analysis of the incentives to file, settle, and
spend in bifurcated versus unitary trials.58 In a “bifurcated” trial, the court first estab-
lishes the defendant’s negligence before the plaintiff’s damages are considered. In a
“unitary” trial, the court determines both issues at the same time. His is an optimism
framework, where the defendant and the plaintiff have potentially different estimates
of the probability that the plaintiff will prevail on liability and of the damage award
conditional upon liability being established.

When the private costs of establishing liability and damages are exogenous and settle-
ment is not possible, then, conditional upon the plaintiff filing suit, bifurcation leads to
lower litigation costs than a unitary trial does. The reason is simple: once the defendant
is absolved of liability then the case is over and no further costs are incurred. Landes
points out, however, that as a consequence of these litigation cost savings the plaintiff
will file more suits than she otherwise would. Even though the litigation costs per case
will fall, the number of cases will rise so that the overall effect on litigation costs is
ambiguous.59

At first glance, it appears that bifurcation would have an added advantage over unitary
trials when the plaintiff and defendant can settle their claims. The argument would go
something like this: suppose that the plaintiff and defendant have the same assessment
of the plaintiff’s damages although they disagree about the defendant’s liability. In a
bifurcated proceeding, the parties would surely settle on damages following a plaintiff
victory on liability. Therefore the litigation costs to establish damages in a unitary trial
would avoided. The fallacy in this reasoning, as Landes points out, is that the parties
could settle their damage dispute before a unitary trial as well, transforming a unitary
trial in which both liability and damages are determined into one where only liability
is considered. Therefore we would not expect that sequential and unitary trials would
differ significantly on the propensity of private parties to settle.

Chen, Chien, and Chu (1997) reconsider Landes’ questions in a model with asymmet-
ric information instead of mutual optimism. In their model, the defendant is privately
informed about both the probability that he will be found liable and the damages (con-
ditional upon a finding for liability). With a unitary trial, plaintiffs run into difficulties
making low settlement offers to the defendant. Since the cost of proceeding to a unitary
trial is large, the plaintiff must maintain credibility not to drop the case following the re-
jection of a low settlement offer (as in Nalebuff, 1987). With a sequential trial, however,
it is easier for the plaintiff to maintain credibility. Since the plaintiff will have another
opportunity to settle before the stage in which damages are determined, the plaintiff’s
cost of proceeding is lower than in the case of a unitary trial. Chen, Chien, and Chu
show that the overall effect on the settlement rate is ambiguous.

Finally, interesting insights are obtained when the costs of litigation are assumed to be
a choice variable for the two parties. Landes (1993) provides a nice discussion of these

58 However, there is a related informal discussion in Schwartz (1967).
59 White (2002), in her analysis of asbestos trials, shows bifurcation raises the plaintiffs’ expected returns
and increases the number of cases that are filed.



Ch. 4: Litigation 295

issues, and Daughety and Reinganum (2000b) analyze and explicitly model endogenous
litigation costs. It is clear, conditional upon the plaintiff winning in the liability stage,
that both litigants will spend more in the damages stage. Intuitively, in a unitary trial
the stakes for damages are smaller because the damages are discounted to reflect that
chance that the plaintiff will lose on liability. According to Landes (1993), bifurcation
transforms what was a fixed cost in a unitary trial into a variable cost in a bifurcated
trial. The overall effect on the expected costs spent establishing damages is ambiguous,
however, since the higher costs are borne less often in the bifurcated trial.

Interestingly, with endogenous litigation expenditures, bifurcated trials tend to favor
defendants over plaintiffs.60 To see why, consider the incentives of the two litigants to
spend money in the liability stage of the bifurcated trial. Looking forward, the defendant
has larger stakes than the plaintiff since the defendant expects to pay x + cd in total if
he loses on liability while the plaintiff expects to receive x − cp. To put this somewhat
differently, the anticipated litigation costs in the damages stage drive a wedge between
the plaintiff’s and defendant’s stakes in the liability stage. Consequently, the defendant
marginal return from spending an extra dollar in the liability stage is higher than the
plaintiff’s and therefore the outcomes will be biased in favor of the defendant.

3.3.3. Collateral estoppel

A set of related rules and doctrines say when and whether a decision in one case will
bind on another case when at least one party is involved in both litigations.61 Under the
doctrine of Res Judicata, the same claim between the same two parties may not be “re-
litigated” (although parties may be permitted to appeal the outcome if they believe the
court was in error). In criminal law, double jeopardy holds that a defendant cannot be
tried twice for the same offense. Furthermore, the appeal rights under double jeopardy
are asymmetric: the defendant has the right to appeal a conviction, but the prosecution
may not appeal an acquittal. Related rules may apply when a single defendant (say)
is facing a sequence of similar cases. For example, there may be several victims in an
accident caused by a negligent truck driver. A finding of negligence in the first victim’s
case may bind for the second victim’s case as well.

To explore some of the economic issues surrounding these rules, consider the fol-
lowing stylized example. A defendant, D, is facing a sequence of two plaintiffs with
damages x1 and x2. Suppose that the two plaintiffs were injured in a highway collision
with a truck and are bringing independent suits against the trucking company. The is-
sues in both cases involve: (1) whether the trucking company was negligent and (2) the
level of damages suffered by each plaintiff. The probability that the defendant will be
found negligent by the court is p. We will consider two types of rules. The first, “2-sided

60 See Landes (1993, pp. 22 and 41) and Daughety and Reinganum (2000b).
61 This differs from precedent (although many of the economic issues are similar). First, precedent may hold
even when the sequence of lawsuits involves different litigants. Second, it is often at the discretion of the
judge whether to follow prior precedent or not (and perhaps create new precedent).
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collateral estoppel,” says that a finding of negligence in the first case would preclude re-
litigating the negligence issue in the second case. On the flip side, a finding that the
defendant was not negligent in the first case would preclude the second plaintiff from
bringing a case at all.

2-sided collateral estoppel Under the 2-sided rule described above, if the first plaintiff
prevails, then the issue in the second case is one of determining damages alone. If the
first plaintiff loses, then the second case is necessarily dismissed or dropped. This form
of collateral estoppel makes a great deal of sense when the court’s decision in the first
case is unbiased and accurate. Litigation is expensive, after all, and it is a waste of
resources to revisit the negligence issue once it has already been decided.

Several authors, including Spurr (1991), Katz (1988) and Che and Yi (1993) have
shown that this rule leads to distortions when the court’s decision in the first case de-
pends on the litigation expenditures of the private parties. The defendant, as the long-run
player, has higher stakes in the first case than does the first plaintiff—in fact, if the two
plaintiffs have equal damages, then the defendant’s stakes are twice as high. Conse-
quently, the defendant’s marginal return from additional litigation spending in the first
case is higher. The divergence between the stakes, and the unequal litigation spending
that results, will tend to bias the trial outcomes towards the defendant. As a result, the
defendant’s incentives to take care to begin with may be compromised. Note that this
logic also suggests that the defendant would be more likely to appeal an adverse deci-
sion, thus exacerbating the bias. If given the choice, the defendant would also choose
to litigate against the weaker plaintiff first. A plaintiff with low damages will spend
less than a plaintiff with high damages, allowing the defendant to cheaply establish a
favorable early ruling.

This two-sided rule could, potentially, influence the defendant’s incentive to settle
the first case. If the first case settles, then the court will hold the defendant liable with
probability p if the second case goes to trial. Consequently, the settlement range before
the second trial is {px2 − cp, px2 + cd} where cp and cd are the litigation costs of the
plaintiff and defendant, respectively. If, on the other hand, the first case goes to trial,
then one of two scenarios will hold. If the defendant loses the first case, then the second
plaintiff is sure to win on liability and the settlement range is {x2 − cp, x2 + cd}. If the
defendant wins in the first round, then the second plaintiff has no grounds to bring a suit.
There is no reason to think, a priori, that the defendant would derive a strategic benefit
by settling with the first plaintiff rather than bringing the first case to trial. Indeed, if the
plaintiff and defendant have equal litigation costs and equal bargaining power, then the
“expected” settlement with the second plaintiff is px2, whether the first case settles or
not.

This result is sensitive to the particular assumptions about the bargaining power and
litigation costs. If the defendant has all of the bargaining power, then he would prefer
to settle the first claim. With all of the bargaining power, he can enjoy a settlement
amount at the very bottom of the settlement range. If the first case settles, the defendant
will settle the second claim for S2 = px2 − cp. If the first case goes to trial and the
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defendant loses, the defendant subsequently offers to settle for S2 = x2 − cp. The
defendant clearly prefers the former scenario because the expected value of the latter is
p(x2 − cp). The opposite conclusion holds when the plaintiff has all of the bargaining
power. The plaintiff in this instance enjoys a settlement at the very top of the settlement
range. If the first case settles, the second plaintiff demands S2 = px2 + cd and the
defendant accepts this demand. If the first case goes to trial and the defendant loses, the
second case settles for S2 = x2 + cd . In expectation, the defendant pays p(x2 + cd) in
this litigation scenario, which is less than if he settled the first case.62

Che and Yi (1993) explore the interaction between settlement incentives and asym-
metric information with collateral estoppel. In their model, the two plaintiffs have
private information about their damages and so bargaining vis-à-vis the second plaintiff
will be inefficient: the second case will go to trial with positive probability. The 2-sided
collateral estoppel rule has both a negative and a positive impact on the defendant’s
incentive to settle the first case.

First, if the defendant is found negligent in the first case, then the fundamental stakes
of the second case will rise from px2 to x2. The severity of the asymmetric information
problem will rise as well, since there is “more for the plaintiff and the defendant to
disagree about.”63 The defendant suffers from the certainty of negligence in two ways:
(1) he bears his litigation costs more often since negotiations are more likely to fail and
(2) he shares more of the surplus with the second plaintiff (the plaintiff gets information
rents). On the other hand, if the defendant is found not negligent in the first case, then
the stakes of the second case drop to zero—the second case will not be brought. In this
instance, there are no litigation costs incurred and the second plaintiff receives nothing
in the way of information rents.64

1-sided collateral estoppel Suppose instead that the rule was one-sided: a finding of
negligence would apply in the second case but a finding of adequate care would not.
This rule clearly serves to benefit the later plaintiffs as the case against the defendant is
“ratcheted up” over time. The defendant still has a long run stake in avoiding a finding
of negligence in the first case as before. But now he lacks the benefit from a finding of
no negligence in the first case. The over-spending effect mentioned above is still present
although in a mitigated form (see Spurr, 1991).

62 The astute reader will notice the litigation costs are being held constant as the stakes increase in this
example. In reality, larger cases have larger costs of litigation associated with them. If the litigation costs
were exactly proportional to the stakes, then there would be no difference between settlement and litigation
from the defendant’s perspective.
63 Suppose that the probability of a finding of negligence is 1/2 and that the second plaintiff’s damages are
uniformly distributed on the interval [100, 200]. If the first case settles, the stakes of the second case are
distributed uniformly on the interval [50, 100]. Since the range of disagreement is smaller than before the
second case is more likely to settle.
64 Che and Yi also characterize conditions under which the settlement rate in the first round will rise or fall.
The assumptions underlying their analysis are quite strong, however.
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A short note in the Harvard Law Review (Note, 1992) considers the settlement effects
of one-sided rules. Under these rules, the defendant clearly has a strong incentive to set-
tle the first case. If he settles the first case, the stakes of the second case are simply px2.
If he litigates the first case and wins, the stakes of the second case are unchanged. But if
he litigates the first case and loses, the stakes jump to x2. Even absent the typical surplus
created by litigation costs, there is a strong incentive for settlement in the first round.
The paper argues that if the early plaintiffs are forward-looking and have bargaining
power they will be able to extort more from the defendant in the settlement negotia-
tions. Consequently, this one-sided rule will benefit early as well as later plaintiffs.

3.3.4. Precedent

A feature of Anglo-American legal systems is that legal rules can be created and
changed by judges over time. The presence of earlier rulings on particular issues pro-
vides judges with a reason for ruling in the same way when new cases arise with similar
issues. This section will mainly focus on the roles and incentives of judges in making
laws over time. Private litigants with long-run interests also influence the evolution of
the common law, of course.65

At first blush, adherence to the precedent set by earlier cases can create value for two
reasons. First, past decisions embody useful information for future decision making,
and so precedent will tend to lead to more accurate court decisions. (This is especially
true if judges lack the expertise or the time to make accurate decisions in isolation.)
Second, economic actors value the predictability that accompanies strong precedents.
Predictability in a legal system will facilitate the smooth operation of an economy
because it reduces the scope for disagreement. Predictable laws should correspond to
fewer disagreements over liabilities, rights, and obligations and therefore produce fewer
legal disputes. Predictability can also create greater value ex ante since economic agents
are more likely to engage in productive activities when property rights are well-defined
and secure.

Landes and Posner (1976) interpret precedent as a productive capital stock, or pro-
ductive input into future court decisions. As with other capital stocks, it is argued that
the value of a body of precedent depreciates over time. In the words of Posner (1992),
“. . . accident law that was developed to deal with collisions between horse-drawn wag-
ons will be less valuable applied to automobile collisions.” Depreciation may come
from technological obsolescence (as with horse-drawn wagons) of economic activities
over time.66 The common law gives judges the flexibility to make new rules and laws

65 The preceding subsection discussed related issues in the context of collateral estoppel. Hay (1993) presents
an analysis of preclusion rules and the relitigation of claims.
66 Landes and Posner (1976) look at citations to previous cases in a sample of 658 federal appeals court
decisions. Although citations are surely not a direct measure of precedent, they arguably serve as a useful
proxy for the influence of past cases. The authors found, among other things, that the capital stock of precedent
depreciates slower when: (1) there is less statutory activity in the area (so the formal written laws are not
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to respond to these changes. This flexibility raises many questions. For instance, does
the common law evolve efficiently? Does private settlement of disputes prevent efficient
evolution? What if judges are self-interested and lazy?

Cooter et al. (1979) present a relatively early formal model of legal evolution. Their
model is one of a negligence regime where the courts learn about—and subsequently
adjust—the standards of care for injurers and victims. In their framework, the courts can
observe the social welfare function and make incremental adjustments to improve the
state of affairs. The authors show that the incremental adjustment process will converge
to social efficiency. Their analysis makes use of many explicit and implicit assumptions,
some of which are quite strong. In particular, they assume that cases are constantly liti-
gated and that the courts have the knowledge of the underlying economic model needed
to make wise decisions. They also assume that the decision makers—the judges—are
benevolent and have the interests of society in mind. Although they provide a good
starting point, these assumptions are unlikely to hold all of the time in practice.

As discussed throughout this chapter, the vast majority of cases that are filed ulti-
mately settle out of court. Others are resolved before the plaintiff files a case at all,
either through settlement or through a decision by the plaintiff not to pursue the case
at all. This latter case—where the plaintiff drops the suit or fails to file it—will typ-
ically occur when the costs of going to trial are significant and the expected return is
small. In a nutshell, the cases that actually make it before a judge—and whose decisions
could serve as precedent for the future—are a very select group of cases. Rubin (1977)
argues that this sample selection would actually work in favor of efficiency. (See also
the related arguments of Priest, 1977.) The reasoning behind this type of argument is
that inefficient laws lead to dead-weight losses in future economic activity. Therefore,
private parties have a greater incentive to bring these cases in order to change future
laws. This is especially true of private parties with long-run interests in changing these
laws.67

Landes and Posner (1976) discuss the potential problems associated with judges
making socially inefficient decisions while in the pursuit of their own preferences and
political agendas. They argue that such tendencies are kept in check by a simple mecha-
nism: a judge who makes a socially inefficient (but privately desirable) decision is more
likely to be overruled in the future. Being overruled can have important consequences
for the long run because being overruled on one case may well undermine the weight
given to the judge’s other decisions, reducing his or her citations and influence.68

changing) and (2) when the prior rulings were from the Supreme Court (which presumably selects for cases
with more general impact). In particular, the citations to Supreme Court cases were on average twice as old
for other courts (20 years versus 10 years old).
67 In a model with endogenous litigation expenditures, Katz (1988) also argues that parties with long-run
interests will spend more money in pursuit of changing inefficient laws and mitigating the associated dead-
weight losses.
68 Miceli and Cosgel (1994) present a formal model where judges have preferences over two things: the out-
comes of individual cases and their “reputations.” They show that a judge may well stick with prior precedent
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Rasmusen (1994) formalizes some of the interactions among a sequence of judges.
Judges have personal preferences over laws, and want to establish precedents that will
be followed by others in the future. He shows that there can be multiple equilibria
in this dynamic framework. In one equilibrium, all judges pursue their own private
preferences by overturning past precedents. This brings the judge private value in the
short run but not in the long run. Other equilibria exist, however, where judges cooperate
with each other over time through “trigger strategies.” In these equilibria, judges follow
past precedent closely because violations would lead to future breakdowns where their
own precedents would be violated by others. Schwartz (1992) and Kornhauser (1992)
consider the incentives and strategies of tribunals, or multiple decision makers, who are
interacting with each other both in the short run (on a given case) and in the long run.
Judges may well engage in strategic behaviors not unlike those observed in the political
arena (congressmen trading votes and the like).

3.4. Allocating the costs of litigation

3.4.1. Loser-pays rules

Note that the expected judgment at trial, x (as defined in section 2) can be interpreted as
the product of the probability that the defendant will be found liable and the plaintiff’s
damages. In this section, we can normalize the damages to 1, making then x simply
the probability that the plaintiff will win. We previously assumed that each side paid
for its own costs of litigation, a rule that applies to most litigation in the United States.
In contrast, with the so-called English Rule the loser must pay for the winner’s legal
expenses. The plaintiff’s payoff at trial in this instance may be written x − (1 −x)(cp +
cd). The first term is the plaintiff’s expected judgment at trial, x, and the second term
reflects the plaintiff’s expected litigation costs. With probability (1 − x) the plaintiff
loses and is forced to pay the defendant’s legal costs as well as her own. By analogy, the
defendant’s expected payments at trial may be written x + x(cp + cd).

If there is complete information about all of the relevant variables, the bargaining
range is simply [SER, SER] = [x − (1 − x)(cp + cd), x + x(cp + cd)]. Notice that the
size of the settlement range is exactly as it was for the American Rule in section 2.2:
SER −SER = cp + cd . We will see that, compared with the American Rule, the English
Rule has different implications for economic decisions. First, the English Rule changes
the filing decisions of plaintiffs. Second, it affects the level of litigation spending. Fi-

against his personal preferences if the threat of reversal is sufficiently strong. He may deviate from precedent,
however, if he views the outcome as sufficiently better for the case at hand or expects the decision to be up-
held in the future. Levy (2005) presents a model where judges have career concerns and go against precedent
to signal their abilities. See also recent work on precedent by Gennaioli and Shleifer (2005), Bustos (2006),
Hylton (2006), Hadfield (2006), and Fon and Parisi (2003, 2004).
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nally, it can change the litigation rate when the litigants’ optimism and/or asymmetric
information are taken into account.69

Filing decisions The English Rule changes the plaintiff’s expected payoff at trial in a
systematic way: it dilutes the value of low-probability-of-prevailing cases and enhances
the value of high-probability-of-prevailing cases (Shavell, 1982a; Katz, 1990). This of
course influences the plaintiff’s decision about whether to pursue litigation to begin
with. Assuming that all cases that are filed ultimately go to trial, a case is filed under the
American Rule when the expected judgment exceeds the costs of litigation:

x > x̃AR = cp.

Under the English Rule, on the other hand, a case is pursued if and only if x − (1 −
x)(cp + cd) > 0 or

x > x̃ER = cp + cd

1 + cp + cd

.

If x̃AR < x̃ER then fewer cases are filed under the English Rule than under the Ameri-
can Rule; if x̃AR > x̃ER then more cases are filed under the English Rule.70

To see this in a somewhat different way, notice that the plaintiff’s expected litigation
costs under the English Rule, (1 − x)(cp + cd), exceed the litigation costs under the
American Rule, cp, if and only if x < cd/(cp + cd). This has important implications.
At one extreme, when the plaintiff’s probability of winning is low, then the English
Rule can turn a viable case into a NEV proposition. In other words, the English Rule
discourages low-probability-of-prevailing plaintiffs. At the other extreme, when x is
high, the English Rule makes the plaintiff’s case even stronger. In other words, the
English Rule encourages high-probability-of-prevailing plaintiffs.71

Litigation spending Suppose that the litigation expenditures, cp and cd , affect the
plaintiff’s probability of success, x. Holding the defendant’s expenditure fixed, the Eng-
lish Rule leads to greater litigation spending by the plaintiff for two reasons. First, there
is an additional marginal benefit from greater spending since the stakes have increased
from 1 to 1 + cp + cd . Second, the marginal costs associated with spending are lower
since the costs are partially externalized due to the fact that, under the English Rule,
your opponent may be forced to pay your costs (Braeutigam, Owen, and Panzar, 1984;
Hause, 1989; Katz, 1987).

69 This discussion will focus on the theoretic literature. See Hughes and Snyder (1998) for a survey of the
empirical literature in this area.
70 x̃AR > x̃ER if and only if cd < c2

p/(1 − cp).
71 Kaplow (1993) and Polinsky and Rubinfeld (1996) discuss the normative implications of the English Rule
and its effect on filing decisions. Polinsky and Rubinfeld discuss a more general set of rules that impose a
penalty on losing plaintiffs and give a reward to winning plaintiffs.
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Settlement behavior Suppose that the defendant is privately informed about x and, in
particular, that he privately observes the probability that he will be found liable and
that the uninformed plaintiff could make a take-it-or-leave-it settlement offer to him.
As described in the section 2, any given settlement offer, S, corresponds to a cutoff
value x̂ where S = δ[x̂ + x̂(cp + cd)]. Defendant types whose liability is above the
cutoff accept the offer and those whose liability is below the cutoff reject the offer and
go to trail. The best screening offer corresponds to the cutoff, xER , that maximizes the
plaintiff’s expected payoff:∫ xER

x

δ[x − (1 − x)(cp + cd)]f (x)dx + [
1 − F

(
xER

)]
δ
[
xER + xER(cp + cd)

]
.

This gives the first-order condition:

1 − F(xER)

f (xER)
= cp + cd

1 + cp + cd

.

Comparing this expression to the first-order condition for the American Rule gives
us a clear result: xER > x̂. The cutoff under the English Rule is higher than the cutoff
under the American Rule. It follows that more cases go to trial in equilibrium when
the English Rule is adopted (Bebchuk, 1984). The intuition behind this result is sim-
ple. Trials occur in equilibrium because of asymmetric information about the outcome
at trial—in this case, the defendant has private information about the probability that
he will be found liable. This asymmetric information is exaggerated under the Eng-
lish Rule—now the parties are asymmetrically informed about who will bear the costs
of litigation as well as the expected judgment at trial.72 (Under the American Rule,
the allocation of legal costs was common knowledge.) Intuitively, the English Rule
creates more scope for disagreement between the two parties and the litigation rate
consequently rises.73

The litigation rate will also rise with the English Rule when the informed defendant
makes a take-it-or-leave-it offer to the plaintiff instead. As in section 2, we can construct
a fully separating equilibrium with the following characteristic: the defendant signals
his “type” through his offer of settlement, SER(x) = δ[x − (1 − x)(cp + cd)] and the
plaintiff randomizes between accepting and rejecting the offer. The interested reader
can verify that an offer is accepted with probability:

πER(x) = e
−(x−x)

(1+cp+cd )

cp+cd .

72 This result is driven by the fact that the defendant has private information about the probability of being
held liable. If this probability were common knowledge and the parties were asymmetrically informed about
the damages only, then the English Rule and the American Rule would lead to the same first-order conditions.
Reinganum and Wilde (1986).
73 Shavell (1982a) analyzes a model based on optimism. If parties are optimistic to begin with—so that the
defendant estimates a lower value of x than the plaintiff estimates—then the English rule will exacerbate the
problem. In this instance, the litigants are mutually optimistic about cost allocation in addition to damage
awards.
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Comparing this expression to the one for the American Rule shows that, given a defen-
dant of type x, the acceptance probability is lower under the English Rule.74 Again, the
English Rule heightens the scope for disagreement: the defendant and the plaintiff now
disagree about the allocation of costs in addition to the expected judgment at trial.

Several remarks are in order. First, the result that the English Rule raises the litigation
rate may be reversed once litigation spending is taken into account. As mentioned above,
we would expect the litigants to spend more money under the English Rule, and this
will tend to create a greater incentive to settle. Second, the result is robust to changes
in the information structure. If the plaintiff rather than the defendant were privately
informed about his probability of prevailing, the litigation rate would still be higher
under the English Rule. The selection of cases for trial would be reversed, of course:
strong plaintiffs will tend to reject offers of settlement and go to trial instead. Polinsky
and Rubinfeld (1998) point out that, in this case, the additional cases that go to trial
under the English Rule all have lower probabilities of prevailing than those that go to
trial under the American Rule. Finally, papers discussing the normative implications of
the English Rule in a world of settlement include Hylton (2002), who analyzes a model
with strict liability, and Spier (1997) who considers a negligence rule.

3.4.2. Offer-of-judgment rules

Another interesting class of fee-shifting rules bases the allocation of costs on the set-
tlement offers that the litigants make to each other prior to trial. The most notable
offer-of-judgment rule is Rule 68 of the United States Rules of Civil Procedure. Under
this rule, if a plaintiff rejects a settlement offer made by the defendant and later receives
a judgment that is less favorable than the offer, then the plaintiff is forced to bear the de-
fendant’s post-offer costs. Although Rule 68 is one-sided in the sense that it only applies
to offers made by the defendant, other rules, such as California Code of Civil Procedure
Rule 998, allow for two-sided cost shifting. Note that these offer-of-judgment rules are
similar to the English Rule in the sense that they penalize the “loser” where the loser is
defined relative to the settlement offers. Like the English Rule, offer-of-judgment rules
can impact the likelihood of settlement; they can also affect the accuracy of settlements.

The litigation rate The effects of offer-of-judgment rules on litigation rates are inter-
esting and subtle.75 Spier (1994b) considers offer-of-judgment rules in a model where
the defendant has private information. If the level of damages is common knowledge
but there is disagreement over the probability of winning, then offer-of-judgment rules
are very similar in theory to the English Rule. Since the settlement offer will typically

74 This is a simple extension of Reinganum and Wilde (1986).
75 Miller (1986) considers an optimism model. He showed that Rule 68 tends to be pro-defendant (which is
not surprising since it is a one-sided rule) and has an ambiguous effect on the settlement rate.
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lie between zero and the plaintiff’s damage, the “loser” will end up picking up the ex-
penses of the “winner.” Not surprisingly, offer-of-judgment rules tend to increase the
rate of litigation in these cases.76

Remarkably, this result may be reversed when liability is acknowledged but there is
private information about damages: offer-of-judgment-rules discipline aggressive set-
tlement offers and tend to lower the rate of litigation. To see why this is true, let us
suppose as before that the defendant is privately informed about the expected judgment
at trial, x.77 The judgment at trial is noisy, however: J = x + ε where ε is a noise term
drawn from distribution g(ε) with both mean and median equal to zero. Suppose that
the plaintiff may make a single take-it-or-leave-it offer, SJ before trial. This offer will
also be binding on the future allocation of costs: the defendant must bear the plaintiff’s
costs as well as his own if J > SJ and the plaintiff will bear the defendant’s costs if
J < SJ . The defendant accepts the offer of judgment if and only if it is lower than what
he would expect to pay at trial, SJ < x + [1 − G(SJ − x)](cp + cd). This condition
defines an implicit cutoff, x(SJ ) where defendants above the cutoff accept the offer and
those below reject the offer and go to trial.78 It is not difficult to extend the earlier analy-
sis to show that the plaintiff’s optimal offer satisfies the following first-order condition
(Spier, 1994b):

1 − F
(
x
(
SJ

)) − (cp + cd)f
(
x
(
SJ

)) − (cp + cd)

∫ xJ

x

g
(
SJ − x

)
f (x)dx = 0.

The intuition is straightforward. When the plaintiff raises the offer slightly there are
both costs and benefits. 1 − F(x(SJ )) represents the benefit: defendants with damages
above x(SJ ) pay more in settlement. The next term represents a cost: when the offer
rises, more costly trials occur. The third term represents an additional cost that is special
to the offer-of-judgment rule: when the settlement offer is raised, it is more likely that
the plaintiff will be forced to bear the costs should the case go to trial. It is through this
third effect that offer-of-judgment rules discipline the plaintiff from making outrageous
offers.

Settlement accuracy Bebchuk and Chang (1999) observe that offer-of-judgment rules
can lead to greater accuracy in settlement. Their model is one of complete information—
both parties observe the expected judgment at trial, x, and neither knows the realization
of the noise term, ε. In their model, unlike the model of Spier (1994b), there are two

76 Farmer and Pecorino (2000) show that this result does not necessarily hold when the level of damages is
random. In this case, the analogy between the offer-of-judgment rule and the English rule no longer applies.
77 Spier (1994b) considers an extensive form game where the plaintiff is privately informed instead. The
identities of the informed and uninformed parties are reversed here to maintain consistency within the chap-
ter. Spier also considers a more general mechanism design problem with two-sided private information and
characterizes the fee-shifting rule and the bargaining game that maximizes the settlement rate. The fee-shifting
rule has the same “flavor” as an offer-of-judgment rule.
78 Note also that x′(SJ ) = 1.
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stages of bargaining: in the first stage, one of the two parties may make an offer of
judgment, SJ , which is officially registered with the court. In the second stage, they
arrive at the Nash bargaining solution (or, equivalently, they flip a coin to see who can
make a take-it-or-leave it offer.

As a benchmark, recall that in the absence of fee-shifting, the bargaining range in the
second stage would be [x − cp, x + cd ]. With equal bargaining power the parties would
settle at the midpoint: S∗ = x + (cd − cp)/2. By backwards induction, this is what they
would settle for in the first stage as well. Note that the party with the larger litigation
cost is disadvantaged in the bargaining outcome. It is in this sense that the settlement
does not accurately reflect the expected judgment at trial.

The outcome changes in a dramatic way with a two-sided offer-of-judgment rule. We
will proceed by backwards induction. In the second stage, the most the defendant is
willing to pay in settlement is S = x + [1 − G(SJ − x)](cp + cd) and the least the
plaintiff is willing to accept is S = x − G(SJ − x)(cp + cd). With equal bargaining
power, the parties would settle for an amount

σ
(
SJ

) = x +
[

1

2
− G(SJ − x)

]
(cp + cd).

Working backwards to stage 1, suppose that the defendant must make the “offer of
judgment,” SJ . The defendant’s equilibrium offer is clearly the value that satisfies SJ =
σ(SJ ).79 The same result would be obtained if the plaintiff rather than the defendant
could make the offer of judgment. Using the assumption that the median g(ε) is zero
we have

SJ = x.

The parties settle for the expected judgment at trial, regardless of who has the higher
litigation costs. The offer-of-judgment rule in this instance levels the playing field and
generates a settlement outcome that accurately reflects the expected judgment at trial.

3.5. Negative expected value (NEV) claims and “frivolous litigation”

Many scholars and policy makers have expressed concerns about the presence of nui-
sance suits—that is, “frivolous” cases that are brought by aggressive plaintiffs for the
sole purpose of extracting settlement offers from defendants. Despite the broad concern
about nuisance suits and the importance of better understanding their sources and their
ultimate control, there is little consensus about how a frivolous case should be defined.
Some lawsuits, such as those where the plaintiff has suffered no damages or has no
legal entitlement to recovery, are certainly frivolous. But not all frivolous cases are as-
sociated with a zero expected judgment—juries and judges may make mistakes and may

79 If SJ < σ(SJ ) then the plaintiff would clearly reject SJ in the first round and subsequently settle for

σ(SJ ) in the second stage.
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grant an award despite the facts and the law. Furthermore, cases with very low expected
judgments may, in fact, be socially valuable.

The law and economics literature has, for the most part, side-stepped this definitional
problem by focusing instead on negative expected value (NEV) claims. We say that a
plaintiff has an NEV claim if the plaintiff’s perceived return at the time of filing from
taking the case all the way to trial is negative. This corresponds to situations where
the expected judgment is small when compared with the costs of filing, discovery, and
litigation. At first blush, it does not appear that a plaintiff could profitably bring a lawsuit
where the expected judgment at trial, x, is smaller than her costs of litigation, cp. The
plaintiff would surely choose to drop the case before trial! However, there are several
reasons why NEV claims may in fact have positive settlement value. Also, there are
several policy instruments that can affect these NEV claims.

3.5.1. Settlement of NEV claims

Bebchuk (1988) argues that the presence of asymmetric information—and the associ-
ated uncertainty—may make the plaintiff’s threat to litigate the claim credible. In this
model, as in Bebchuk (1984), the plaintiff privately observes the expected judgment at
trial, x, filing is costless, and the defendant could make a take-it-or-leave-it offer before
a costly trial. NEV cases occur with probability F(cp): the probability that x is smaller
than the trial costs cp. If F(cp) is small, the defendant will offer to settle for a positive
amount: S∗ > 0. Here, a plaintiff with a NEV claim benefits from the presence of other
plaintiffs with positive expected value (PEV) suits. If F(cp) is large (so that there are
many NEV claims) then the defendant will rationally refrain from settling—he offers
S∗ = 0 and all PEV plaintiffs go to trial.

Katz (1990) assumes that the plaintiff’s costs are divided between the filing stage (k)
and the trial stage (cp−k) and that the defendant makes his settlement offer after observ-
ing whether the plaintiff filed suit. If k < S∗ then Bebchuk’s (1988) result still holds:
plaintiffs with NEV claims will file suit in the expectation—correct in equilibrium—
that they will receive a favorable offer in the future. The equilibrium changes, however,
when k > S∗. If the plaintiffs anticipated S∗ as before, then no plaintiff would file suit
with the intention of settling and, since only plaintiffs with PEV claims would find it
worthwhile to file suit, the defendant would rationally make an offer above S∗. With
filing costs taken into account, the defendant’s offer becomes S∗∗ = k. Plaintiffs with
NEV claims are indifferent between filing suit and not and, in equilibrium, mix between
these two options.80

Several papers have modeled the settlement of NEV claims in symmetric information
environments. As discussed in section 2.2.1, Bebchuk (1996) shows that the divisibil-
ity of litigation costs can make the plaintiff’s threat to litigate credible. Intuitively, the

80 Although he considers this continuous case, Katz (1990) focuses on a two type example where the plaintiff
is either injured or uninjured. In this example, the defendant’s settlement offer is not deterministic as in the
text but is a mixed strategy as well.



Ch. 4: Litigation 307

bulk of the costs have already been sunk once the case reaches the courthouse steps.
Although the case may have begun with negative expected value it can be transformed
into a positive expected value case when the costs of litigation are spread out over time.
Rosenberg and Shavell (1985) show that plaintiffs may profitably extract settlement of-
fers even when it is common knowledge that the plaintiff claims are NEV, and hence
will be dropped before trial. Their argument rests not on divisibility but on an important
timing assumption: the defendant had to sink some defense costs or risk a default or
summary judgment before trial. The plaintiff is able to “hold up” the defendant in this
scenario because the defendant is willing to pay up to his defense costs to settle the case.

3.5.2. Policy instruments

The ability of plaintiffs to extract settlements is affected in subtle ways by the fee shift-
ing rules discussed earlier. First, suppose that a plaintiff’s damages are substantial but
the probability of winning is so low that the value of the case is only slightly above zero
(it is a marginal PEV case). The English Rule dilutes the value of this case: the plain-
tiff will almost surely lose at trial and be forced to compensate the defendant for his
litigation costs. This confirms the intuition the English rule serves to discourage low-
probability-of-prevailing cases. Now suppose instead that the probability of winning is
quite high but the damages are so small that the value of the case is slightly negative (it
is a marginal NEV case). The English Rule will enhance the value of this case because
the plaintiff’s litigation costs will be shifted to the defendant at trial. Taken together,
we see that the English rule can generate either more marginal cases or fewer of them,
depending on the context.81

Some commentators have argued that contingent fees encourage frivolous claims and
should therefore be prohibited. These arguments seem to be based on the idea that a
plaintiff’s threat to litigate is higher with contingent fees because it is the lawyer, not
the plaintiff, who bears the direct costs of trials. In practice, however, the lawyer typi-
cally has more information about the case than the plaintiff and effectively controls the
settlement decision. Since the lawyer will receive 33%, say, of the award but bear 100%
of the costs, he would have an even greater incentive to avoid trials (Miller, 1987). Simi-
larly, the lawyer would have even less of an incentive to represent an NEV case to begin
with (Dana and Spier, 1993).

3.6. Contingent fees

In the United States, it is very common for plaintiffs to compensate their attorneys with
contingent fees where the attorney receives a percentage of any settlement or judgment

81 Bebchuk and Chang (1996) present an analysis of Rule 11 of the Federal Rules of Civil Procedure. In
their framework, fee shifting is imposed not for winning or losing per se, but rather for deviations from case-
specific thresholds for victory. They argue that Rule 11 may perform better at controlling frivolous lawsuits
than alternatives.
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but receives nothing if the case is lost. The typical contract involves a fixed percentage,
often 33%, although there is variation. Some contracts specify that the percentage will
decline with the amount of the award or the settlement, while others specify that a
smaller percentage is received if the case is settled rather than litigated. See Rubinfeld
and Scotchmer (1998) for an excellent discussion. Although contingent fees are most
common in personal injury and medical malpractice cases, they appear in other types of
litigation as well. It is much rarer to see contingent fees for defense attorneys, although
they are occasionally adopted for tax cases. See the discussion in Dana and Spier (1993).

Contingent fees are, however, subject to restrictions and are often the focus of policy
debates. In many European countries their use is totally prohibited. Despite their preva-
lence in the United States, the ABA Model Rules of Professional Conduct prohibit the
outright purchase of cases by attorneys. The rationales behind these laws and restric-
tions tends to fall into one of two categories: (1) a paternalistic notion that unscrupulous
attorneys can use contingent fees to take advantage of naïve plaintiffs or (2) the notion
that contingent fees will lead to too high a level of litigation.82

In contrast to the views of policy makers, economists have tended to view contin-
gent fees as a rational—and privately economically efficient—response to a variety of
factors. First, contingent fees provide one way that liquidity-constrained plaintiffs can
finance their cases. Without them, many plaintiffs would simply be priced out of the
market. Second, contingent fees may provide for better risk sharing between plaintiffs
and attorneys. This may be especially true if attorneys are “diversified” in the sense
that they are representing many statistically-independent claims. Third, contingent fees
help to overcome problems associated with moral hazard and asymmetric information.
Fourth, contingent fees may (under some circumstances) serve as a valuable strategic
commitment in negotiations. These latter issues are subtle and warrant a more detailed
discussion.

3.6.1. Moral hazard

A moral hazard or hidden action problem exists when it is prohibitively costly for a
principal (in this instance, the plaintiff) to directly monitor the effort chosen by the agent
(here, the attorney). This type of problem is common in litigation since the plaintiff does
not have the ability or the expertise to directly observe: (1) how much time the lawyer
is spending on the case and (2) how hard the lawyer is working during those hours.
Absent concerns for reputation or long-run play, paying the lawyer by the hour or by
the job would clearly lead to insufficient attorney effort. Basing the attorney’s pay on

82 Santore and Viard (2001) have an alternative rationale for these limits: limits on the outright sale of claims
generates more “rent” for the plaintiffs’ attorneys as a group. The idea is this: absent prohibitions, attorneys
will compete Bertrand-style and purchase claims for a large up-front fee and then receive 100% of the win-
nings. This scheme creates the efficient incentives for attorneys to work hard on the cases in the future, but
gives them zero profits in an ex ante sense. With limits on the up-front transfer, the contingent percentage will
fall short of 100%. Importantly, the individual rationality constraint will fail to bind.
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the outcome of litigation, on the other hand, gives the attorney an incentive to work
harder than he would otherwise. (See Schwartz and Mitchell, 1970 and Danzon, 1983
for early discussion of related issues.)

If attorney effort were the only concern, then an obvious economic solution exists:
attorneys should “buy” cases from plaintiffs, paying an upfront fee to the plaintiff in
exchange for 100% ownership of the settlement or judgment. Even if this were legal
(and it is not), there would be practical reasons why this financial arrangement would
not be universal. First, it is sometimes important to provide incentives to plaintiffs as
well. If the plaintiffs were paid a lump-sum at the onset, they would have little incentive
to cooperate with the lawyer or to put forth effort to maintain credibility on the stand. In
short, the attorney and the plaintiff may be viewed as a “team,” and sharing the outcome
may be the second-best solution to the moral-hazard-in-teams problem. Second, we will
see that the presence of asymmetric information may make selling the case undesirable
for other reasons.

3.6.2. Asymmetric information

Plaintiffs and their attorneys typically have access to different information that is rel-
evant to the case. The plaintiff will have first-hand knowledge of the extent of his or
her injuries and the extent of contributory negligence. The attorney, on the other hand,
knows more about his or her abilities and expertise in handling the case and knows
more about the law that is relevant to the case. Suppose that the plaintiff can pinpoint
the probability that the case will win at trial—it is either “high” or “low.” The prob-
lem that the attorney faces in negotiating the contingent fee contract is analogous to
the famous “Market for Lemons” problem: it is efficient for the attorney to “buy” the
plaintiff’s case (perhaps for risk-sharing or moral-hazard concerns) but he doesn’t want
to overpay for a “lemon” (i.e., a low-probability-of-winning case). Absent regulations
on contingent fees, Rubinfeld and Scotchmer (1993) show that attorneys offer a menu
of contracts in equilibrium: one with a high contingent percentage (and a relatively high
purchase price) and the other with a low contingent percentage (and a lower purchase
price). The client who believes that his case has a high chance of winning self-selects
into the latter contract. Intuitively, the client signals the high quality of his case by his
willingness to accept greater ownership of the case outcome. Rubinfeld and Scotchmer
also characterize the equilibrium menu of contracts when the attorney has private infor-
mation: the attorney signals his high quality through his willingness to accept contingent
payment.

Dana and Spier (1993) show that contingent fees are the privately optimal financial
arrangement when the attorney has better information than the plaintiff about the merits
of the case. Intuitively, if the attorney were paid by the hour he would have little incen-
tive to reveal to the client if the case lacked merit, and would pursue even claims with
negative expected value.83 Through the contingent fee, the plaintiff can be assured that

83 Dana and Spier’s (1993) model features equilibrium wages above the lawyers’ opportunity cost of time.
These attorney rents may result from fixed costs associated with overhead, case management, or perhaps
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the attorney will make a more appropriate decision, pursuing only cases that are more
likely to win at trial. This is an important insight and may be contrasted with the popular
wisdom: in Dana and Spier (1993) contingent fees may lead to less (rather than more)
litigation than otherwise.84

3.6.3. Settlement externalities

Using the same notation as in section 2, if the case goes to trial, the defendant will
lose x + cd and the plaintiff and his attorney will (jointly) gain x − cp.85 As before,
let x represent the plaintiff’s expected judgment at trial and let cp and cd be litigation
costs for the two sides. Absent agency issues, the settlement range would simply be
[S, S̄] = [x−cp, x+cd ]. The lower bound of the settlement range will change, however,
depending upon the contingent fee received by the plaintiff’s attorney, the allocation of
costs, and who retains control over the settlement decision.

Formally, let α represent the attorney’s fractional share of the joint cost (cp) and
let θ be the attorney’s share of the judgment or settlement. If the case goes to trial, the
lawyer’s payoff will be θx−αcp while the plaintiff’s payoff will be (1−θ)x−(1−α)cp.
If the case settles out of court for S, on the other hand, the attorney’s payoff is θS and
the plaintiff’s payoff is (1−θ)S. The settlement offer that makes the attorney indifferent
between settling out of court and going to trial is

SA = x −
(

α

θ

)
cp,

while the offer that makes the plaintiff indifferent is

SP = x −
(

1 − α

1 − θ

)
cp.

Clearly the lower bound on the settlement range depends crucially upon α, θ , and who
retains control over the settlement decision.

First, suppose the proportion of the winnings received by the attorney is exactly equal
to his share of the litigation costs, α = θ , then there is no conflict of interest between
the plaintiff and his attorney: SA = SP = S = x − cp. The attorney will, for example,
act in their joint interest when making settlement demands and responding to settle-
ment offers. (This so-called “no-conflict” system, proposed by Polinsky and Rubinfeld,

education. Hourly fees would align the interests of lawyers and clients if they could be set to exactly equal the
attorney’s opportunity cost of time (see Emons, 2000). In that case, the lawyer would be indifferent between
pursuing a case and not and there is an equilibrium where the lawyer makes the right decision on behalf of
the client. If hourly fees could be fine-tuned in this way, they would be preferred to contingent fees.
84 See also Miceli (1994). These theoretical results are consistent with the empirical evidence in Helland and
Tabarrok (2003), who show that contingent fees are associated with higher-quality cases and a faster case
resolution, and Danzon and Lillard (1983), who show a higher drop rate with contingent fees.
85 We will abstract from the agency problem between the defendant and the defense attorney and assume that
they always behave in their joint interest.
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2003, also overcomes other agency problems, such as the effort problem identified in
the discussion of moral hazard.)

More realistic, perhaps, is the case where α > θ . This would occur if the lawyer
bears a disproportionate amount of the trial costs—α = 1, perhaps—but only receives
a third of the winnings—θ = 1/3. It is easy to see in this case that the attorney’s and
the plaintiff’s preferences diverge: SA = x − 3cp < S and SP = x > S. Their joint
bargaining position is compromised if the attorney retains control over the settlement
decision—the attorney is sorely tempted to settle for too little.86, 87 (See Miller, 1987.)
Giving the plaintiff control, on the other hand, enhances the bargaining outcome. Since
the costs are “externalized” on the attorney, the plaintiff can credibly threaten to go to
trial unless he receives an offer of at least S = x. (See Bebchuk and Guzman, 1996.)
Put somewhat differently, contingent fees can sometimes serve as a bargaining tool in
settlement negotiations.88

Hay (1997) analyzes a modified fee structure where the contingent fee associated
with a settlement, θs , could differ from the fee associated with a judgment at trial, θt .
In practice, it is not uncommon for the attorney to receive a greater percentage at trial:
θt > θs . This fact is consistent with the idea that contingent fees are designed to both
mitigate agency problems and to extract surplus during negotiations. The interested
reader can easily verify that the lower bound of the settlement range, assuming the
attorney retains control, is:

SA =
(

θt

θs

)
x −

(
α

θs

)
cp.

If the plaintiff retains control, on the other hand, the lower bound is:

SP =
(

1 − θt

1 − θs

)
x −

(
1 − α

1 − θs

)
cp.

If the plaintiff retains control over settlement decisions and has a great deal of bargaining
power, then, Hay shows, the plaintiff will create a contract with a high contingent fee
for trial winnings but low contingent fee for settlements. To take an extreme illustrative
example, θt = 1 creates a very powerful incentive for the attorney to work hard at trial.
This raises the expected judgment at trial, and “scares” the defendant into accepting a
high settlement offer. The plaintiff can benefit from this by setting a lower contingent
fee for settlement. In the extreme, θs = 0 allows the plaintiff to keep all of the money
for himself! Interestingly, the same pattern emerges (although in modified form) when
the attorney has all of the power at trial. θs cannot be too small, however, for if it were,
then the settlement range would disappear.

86 This discussion is assuming, of course, that the contingent fee contract is not renegotiated and that side
payments between the attorney and client during settlement are impossible. In a frictionless world, they would
certainly accept an offer of S = x − cp .
87 Thomason (1991) shows that plaintiffs who represent themselves in litigation have both higher settlement
rates and higher settlement amounts, consistent with the theory.
88 See also Choi (2003). Rickman (1999) who extends the dynamic asymmetric information model of Spier
(1992a) to include the decisions of contingent-fee attorneys.
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3.7. Tribunals

3.7.1. Judges and juries

Condorcet jury theorem Suppose there is a single defendant who is either innocent
or guilty, and N jurors, each of whom privately receives an informative (but imperfect)
signal about the defendant’s guilt. Furthermore, suppose that the jurors have the same
preferences: they would all agree on conviction versus acquittal if they each had access
to all of the signals. More than 200 years ago, Condorcet (1785) proved that majority
voting implements the jury’s preferred outcome in the limit as N approaches infinity.
An important underlying assumption in this analysis is that the jurors vote “sincerely”
or “non-strategically”—they behave as if their vote, and only their vote, matters for
the final outcome. This assumption has been maintained in most of the literature that
followed.

In recent years, scholars have extended the analysis of jury decision making to include
strategic behavior. To see why jurors would vote strategically, consider the following
example, based on Austen-Smith and Banks (1996). There are three jurors who share
a common prior that a defendant is in all likelihood innocent and would—absent addi-
tional evidence—unanimously vote to acquit. However, the jurors would change their
minds and prefer to convict the defendant if (and only if) all three private signals indi-
cate guilt. Suppose the first two jurors vote sincerely (a la Condorcet), entering a vote
for acquittal when the signal is “innocent” and a vote for conviction when the signal
is “guilty.” The third juror, being rational and strategic, will not vote sincerely. With a
majority rule, this third juror’s vote is pivotal only when the votes of the first two jurors
conflict. Therefore the third juror will vote to acquit even when his signal indicates guilt.

Strategic behavior among jurors can lead to unintended outcomes. Take, for exam-
ple, the requirement in criminal courts that a defendant can be convicted only when
the jurors are unanimous in their opinions. This rule is commonly thought to serve to
reduce the probability of a type I error: the erroneous conviction of an innocent man.
Although this is certainly true with sincere (non-strategic) voting, Feddersen and Pe-
sendorfer (1998) have shown that the unanimity requirement can actually lead to more
type I errors than a majority rule. Furthermore, in contrast to the limiting result in the
Condorcet jury theorem, the probability of a type I error may actually increase with
N , the number of jurors. Larger juries can also create a free-rider problem where ju-
rors shirk in their individual responsibilities to pay attention and process information,
reducing the accuracy of the ultimate decision (Mukhopadhaya, 2003).

Empirical work Casual observers tend to argue that judges may be preferred to juries
because (1) juries are not capable of evaluating complex cases and (2) juries tend to be
pro-plaintiff, granting inappropriately large awards for such things as punitive damages
and pain and suffering. These premises have not been completely borne out in practice.
Kalven and Zeisel (1966) survey judges who presided over civil jury trials and showed
that the judges would have come to exactly the same decision as the jury in 78% of the
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cases. Importantly, the divergence was unbiased: the probability that the judge would
have chosen to find a defendant liable when the jury found him not liable was the same
as the chance that the judge would have found the defendant liable when the jury de-
clared him not so. In an empirical analysis of awards, win rates, and settlements, Helland
and Tabarrok (2000) find some confirmation of jury bias: conditional upon a finding of
liability in their overall sample, a judge’s award was on average only 31% of a jury
award. They did find, however, that the plaintiff win rate was lower with a jury trial, and
that controlling for a variety of case characteristics and selection bias got rid of most
(but not all) of the jury bias.89

3.7.2. Adversarial versus inquisitorial systems

Scholars have found it useful to distinguish between adversarial legal systems, such as
the one found in the United States, and inquisitorial legal systems, such as those found
in continental Europe, Japan, and most other non-English speaking countries. In adver-
sarial systems, the two sides in the dispute (or their representative agents) gather and
process information. The two sides are self-interested and selective in what they reveal
to each other and to the court.90 In an inquisitorial system, the gathering and processing
of evidence is centralized and often presided over by a judge.91 Ideally, the inquisitor
would be unbiased and hardworking, striving to uncover the truth. This distinction is,
of course, a caricature—most legal regimes have elements of both.92 Nevertheless, this
stark distinction is useful for identifying the relevant costs and benefits of the different
systems.

At first blush, inquisitorial systems have some obvious advantages over adversarial
systems. In an adversarial process, the two sides gather evidence—evidence that is both
helpful and harmful to their own position—and then choose to present the helpful in-
formation and discard the harmful information. Inquisitorial systems, by virtue of being
centralized, can avoid the duplication (and wasted) efforts inherent in the adversarial
process. Inquisitorial systems also appear to lead to more accurate trial outcomes: in-
quisitors, being disinterested parties, have no incentive to hide relevant information or
mislead the decision maker.93 Closer inspection, however, reveals that these critiques

89 See also Clermont and Eisenberg (1992).
90 The fact that adversarial systems such as that in the United States condone the hiding of damning infor-
mation may appear puzzling at first. Why not require the two sides to reveal all of the information that they
find? The reason may be quite simple: a rule that requires both sides to reveal all information would require a
very sophisticated system of enforcement. In particular, there would have to be sanctions for not revealing all
relevant information. In practice, it would be very difficult or impossible for the court to accurately identify
what evidence should have been revealed. The errors in enforcement would likely have a chilling effect on
the primary economic activity. See the discussion in Shavell (1989a).
91 According to Posner (2003, table 1.1) the ratio of lawyers to judges in the United States is 55 to 1 while in
Germany it is 7 to 1.
92 See the discussion in Parisi (2002).
93 See the informal arguments of Tullock (1980).
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may be overstated and that there may be some distinct advantages of the adversarial
system.

Milgrom and Roberts (1986) present a persuasion game where the parties can strate-
gically withhold evidence at trial. The two parties to the lawsuit have equal access to all
of the relevant evidence and can costlessly and credibly disclose it at trial. They find that
the full information decision arises in equilibrium, even when the court is uninformed
and strategically unsophisticated. The intuition is straightforward: since any piece of ev-
idence will favor one party or the other surely, one party will have the private incentive
to reveal it. In equilibrium, no stone is left unturned. In sum, accuracy is not necessarily
compromised by the private incentives to withhold evidence.94

This stark result may no longer hold when parties have asymmetric access to evidence
or when evidence is costly to gather and disclose. Daughety and Reinganum (2000b)
present a model where the two parties independently engage in a sequential search for
evidence. Although the court’s decision depends on the information presented at trial,
the court is not modeled as a purely Bayesian player. Instead, Daughety and Reinganum
consider decision rules that satisfy axiomatic principles. Equilibrium bias may arise for
several reasons in this setting. First, the two parties may have asymmetric sampling
costs or access to very different sets of information. Furthermore, the parties may have
very different stakes in the future. If the case is ultimately appealed, for example, then
the costs of staging an appeal drive a wedge between what the two parties will win,
creating a pro-defendant bias in the earlier stages.95

Dewatripont and Tirole (1999) argue that adversarial systems are more efficient than
inquisitorial systems in providing incentives for information gathering. Suppose that
two parties, A and B, are engaged in a dispute. An impartial and socially responsible
judge must rule in one of three possible ways: finding for party A, finding for party B,
and an intermediate outcome. Many types of disputes may fit this rough characteriza-
tion. Suppose that A has been injured in an accident with B and that the doctrine of
comparative negligence applies. If B was negligent but A took appropriate care then
the judge would place full liability on B. On the other hand, if party A was negligent
as well, then the judge may split the liability between the two parties. Custody battles
between two parents provide another example: the judge can either award sole custody
to one parent (excluding the other), or can award joint custody where the parents share
the child.

94 Shin (1998) argues that the adversarial system may be even more accurate. In his model, the two parties
each receive an independent signal of the evidence, while the inquisitor receives one signal. The adversarial
system may have an advantage in that the court may be able to glean better information in the event that
nothing about the state of nature is directly revealed at trial.
95 Froeb and Kobayashi (1996) argue that the full information decision may be obtained in the presence of
costly information gathering even if the decision maker is fundamentally biased in favor of one of the parties.
Intuitively, the favored party has less of an incentive to invest in information gathering and “free rides” on
the court’s bias. Despite being given an head start, the favored party may well use the same stopping rule as
before, leading to exactly the same decision as would be made by an unbiased court.
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Dewatripont and Tirole compare two regimes. In the inquisitorial system, an impartial
(but possibly lazy) “inquisitor” is responsible for gathering evidence for both sides. In
the adversarial system, partial advocates for each side are responsible for gathering the
evidence. There may be evidence supporting each side of the case, but this evidence
must be gathered before trial. (In the comparative negligence scenario, the injured party
may be able to find proof of his or her care level. In the child custody scenario, a parent
may be able to find proof of his or her suitability as a guardian.) In particular, if the
gatherer of the information spends K there is a probability “x” that favorable evidence
will be found. If only evidence favorable to A comes to light, the judge will find for A.
Similarly, if the only evidence offered is favorable to B, then the judge will find for B.
If both types of evidence are presented, then the judge will implement the intermediate
outcome.

A crucial assumption in Dewatripont and Tirole’s paper is that incentive schemes can
be conditioned only upon the final judgment at trial and not upon the inquisitor or advo-
cate’s efforts or the evidence, directly. Recall that the intermediate judgment can arise
because either: (1) the inquisitor was lazy and did not put in any effort into gathering
evidence or (2) the inquisitor put in the effort but was unsuccessful at finding the evi-
dence. The inability of the reward scheme to distinguish between these two alternatives
dampens the incentives of the inquisitor. The adversarial system, on the other hand,
provides better incentives for the advocates to find evidence.

The advantages of the adversarial system are easily seen in the following example
where it is assumed that the agents cannot manipulate or distort evidence once it is
gathered. We will assume that the gatherer of information receives a reward, W , only
if the court finds exclusively for one of the two parties. Assuming that the advocate for
party B will put in effort K to find evidence, party A will put in effort when:

x(1 − x)W ≥ K.

That is, when the probability that Advocate A finds evidence, x, multiplied by the prob-
ability that Advocate B does not find evidence, 1−x, multiplied by the reward is greater
than the cost of gathering evidence. Indeed, when W > K/x(1 − x) it is a dominant
strategy for both advocates to gather evidence and the first best outcome is obtained.

Suppose instead that the evidence is gathered by a single inquisitor. Two incentive
compatibility constraints are relevant here. The first is that the inquisitor prefers to
gather evidence for both A and B rather than gathering no evidence at all. By analogy
to the advocate case above, this constraint may be written:

2x(1 − x)W ≥ 2K.

The second constraint is that the inquisitor must prefer to gather evidence for both A
and B (a payoff of 2x(1−x)W−2K) rather than for just one party (a payoff of xW−K):

x(1 − 2x)W ≥ K.

This second constraint is harder to satisfy than the first. Here is the intuition. If the
inquisitor were to succeed in gathering evidence for party A, then any further effort on
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behalf of party B would be counterproductive. With evidence supporting both parties,
the judge would rule for the “intermediate outcome” and the inquisitor would lose his
reward, W .

It is not difficult to see that when x ≥ 1/2 there does not exist a wage, W , that
satisfies incentive compatibility for the inquisitor. In this case, the adversarial system
is more efficient because it generates more information at trial. When x < 1/2, on
the other hand, then it becomes necessary to pay rents to the inquisitor to get him to
gather information favorable to both sides. Here, the adversarial system is more efficient
because it generates the same information as the inquisitorial system but at lower cost
to society. Dewatripont and Tirole confirm these same intuitions when the parties can
conceal information from the court. Interestingly, when x ≥ 1/2, then allowing the
inquisitor to hide information (in order to avoid an intermediate ruling) creates better
incentives—albeit at the expense of generating biased outcomes at trial.

The empirical work on this topic is scant. As part of a series comparing common-
and civil-law countries, La Porta et al. (1997, 1998) provide evidence that common-
law countries are better at protecting the rights of investors than civil-law countries.
For example, they find that common-law countries had vastly more IPOs (initial public
offerings) than those in the civil law tradition. The number of IPOs per million people
was 2.2 for common-law countries, compared with .02 for countries in the French civil
law tradition and .12 in the German tradition. Similarly, common-law countries had a
much higher proportion of outsider-held stock as a fraction of GNP and many more
firms per capita than their civil-law counterparts.96

3.7.3. Alternative dispute resolution (ADR)

Many cases are resolved outside of the legal arena through alternative dispute resolu-
tion (ADR). ADR is a very general term and encompasses both formal and informal
proceedings that help parties resolve their disputes outside of formal litigation. Unlike
settlement, which is typically achieved by the litigants themselves (and their agents—
the lawyers—who represent them), ADR proceedings typically make use of third par-
ties, including arbitrators, who offer opinions and/or advice.97 ADR proceedings reflect
two primary goals: (1) to reduce the transactions costs of reaching an agreement (these
costs could include both the legal costs as well as the non-pecuniary costs to the liti-
gants themselves) and (2) to come to “better” outcomes. Mnookin (1998) presents an
excellent brief survey of ADR in practice and in theory. Although they tend to share
common goals, ADR proceedings take on a wide variety of forms, each of which raises
its own economic issues.

96 Concentrated ownership and insider ownership may be good substitutes for legal protection.
97 Mediation, where a third party may speak confidentially with the two sides and help them to find creative
solutions to their dispute, is another common form of ADR. Since there has been little formal economic
analysis of mediation, the topic has been downplayed here. See Ayres and Nalebuff (1997) for an economic
model of mediation.
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Some ADR systems are specified and designed by the parties themselves at either an
ex ante or an ex post stage. Labor contracts, such as agreements between unions and
employers, and commercial contracts, such as those between the wholesalers, dealers,
and brokers of rough diamonds, include dispute resolution mechanisms to be used in
the future if disputes arise.98 Common features of these contracts include the ability
of the parties to choose the arbitrators (the “third party”) themselves and the binding
nature of the third party’s decision. Even if the parties did not specify the mechanism
in the contract ex ante (perhaps because of drafting costs), they may still decide to
adopt ADR ex post (after the dispute has arisen). Absent externalities and other market
imperfections, the economist’s view of ex ante agreements is that they are in the interest
of society more broadly. Efficiency is served by dispute resolution mechanisms that
reduce the ex post costs of disputes and facilitate economic activity ex ante.99 This is
not necessarily true for mechanisms that are chosen ex post, since ex post agreements
would not naturally reflect the ex ante efficiency concerns. See Shavell (1994).

There are also many ADR systems that are adopted by the government instead of by
the private parties. Many state courts in the United States, for example, have manda-
tory pretrial arbitration for automobile injury and medical malpractice cases. As with
the private systems mentioned above, these court-annexed systems often allow the pri-
vate parties to have some discretion in choosing the arbitrators and are less formal than
trials.100 Unlike the private systems, however, the court-annexed systems are typically
non-binding: either party is free to reject the panel’s decision and proceed to trial in-
stead. Interestingly, some systems include fee-shifting provisions: if the litigant who
rejected the arbitrator’s decision receives a less favorable outcome at trial, then he or she
will have to bear the opponent’s post-arbitration legal costs. (See, for example, Farber
and White, 1991.)

The empirical work on ADR has produced interesting and mixed results. Farber and
White’s (1991) study of medical malpractice claims suggests that pre-trial arbitration
is informative to the private parties and that many cases settle subsequent to the arbi-
trator’s decision. Yoon (2004) presents a time series difference-in-differences analysis
of medical malpractice claims in Nevada and finds that fewer cases go to trial after
the adoption of court-annexed ADR. This encouraging finding is dampened by Yoon’s
additional finding that ADR neither reduces the litigation costs nor shortens the delay
to agreement. The relative dearth of research—both theoretical and empirical—makes
ADR a ripe topic for further investigation.

98 See the excellent case study and informal analysis of the New York Diamond Dealers Club in Bernstein
(1992). In addition to specifying their own set of ADR procedures, the diamond industry also “opts out” of
New York’s contract law by specifying their own rules and codes.
99 Dixit (2003) presents a model where an arbitrator—and expert—observes additional verifiable signals that
are not observed by a court. The contracting parties benefit from this because they are able to write more
complete contracts ex ante.
100 See Bernstein (1993). Wittman (2003) uses California automobile cases to support his theory that litigants
will choose arbitrators whose decision will reflect—and predict—the future outcome at trial. He finds little
difference in the outcomes of cases that are arbitrated versus those that go to trial.
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Finally, there is a small literature considering “final-offer arbitration” (FOA) where
the arbitrator is bound to choose between final offers that are submitted by each side.
FOA is particularly common in employer-union and baseball contract disputes. Farber
(1980) characterizes the equilibrium strategies employed by the two sides when they
share common uncertainty about the arbitrator’s preferred outcome, exogenously given
by z ∼ F(z). Given a final decision, x, the arbitrator’s loss function is quadratic and
given by −(x − z)2. (If unconstrained, Farber’s arbitrator would simply choose to im-
plement his preferred outcome, x = z.) The players face a tradeoff when making their
final offers: by making a more aggressive bid, the probability of acceptance is reduced
(a cost) but the payoff conditional on the offer being chosen is higher (a benefit). In
equilibrium, the plaintiff makes a higher offer than the defendant, but the average of the
two offers equals the expected value of z.

Gibbons (1988) extended Farber’s insights to include equilibrium learning by the ar-
bitrator. In his normal learning model, there are two noisy signals of the underlying state
of the world, z: one signal, sA, is observed by the arbitrator and the other signal, sP , is
commonly observed by the disputants. As in Farber (1980), there is a separating equi-
librium where the parties’ final offers are centered on their private signal. The arbitrator
consequently “learns” the disputants’ signal from their offers and, together with his own
signal, updates his beliefs about z.101 Although not explicitly discussed by Gibbons,
this model has an interesting implication for the accuracy of arbitration. In particular,
although final offer arbitration allows the arbitrator to perfectly learn the signal sP , it
leads to an inefficient ex post decision since the arbitrator is bound to choose one of the
final offers. With “conventional arbitration,” however, the arbitrator is unconstrained.
Gibbons shows that, as in final offer arbitration, there is a fully separating equilibrium
where the arbitrator perfectly learns the parties’ signal, sP , and subsequently chooses
the most efficient outcome. This, of course, begs the question of why we observe final
offer arbitration to begin with.

3.8. Multiparty litigation

3.8.1. Class actions

When an injurer has harmed a group of victims, these victims may, under some circum-
stances, join their claims for the purpose of litigation and/or settlement. Consolidation
has some obvious merits: the plaintiffs, the defendant, and the court may benefit from
scale economies associated with common proceedings and legal representation (see
Miller, 1998). This will obviously affect the private litigation incentives: plaintiffs who
would otherwise have not pursued their claims are now able to do so, increasing the vol-
ume of litigation. The nature of settlement negotiations will change as well. A plaintiff

101 See Farmer and Pecorino (2003) for a model that integrates FOA with settlement incentives. Ashenfelter
et al. (1992) present experimental results comparing different arbitration systems and give other empirical
references. See also Ashenfelter and Bloom (1984).
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who joins a class will sacrifice, to a greater or lesser extent, her individuality. This man-
ifests itself in a variety of ways. First, the plaintiff typically loses direct control over the
attorney (who is now an agent for multiple parties) creating agency problems. Second,
the outcome of a plaintiff’s case typically rides on aggregate class characteristics or the
characteristics of a “representative plaintiff” rather than her individual characteristics.
Each of these issues will be discussed in turn.

Settling for coupons Many lawsuits over the years have settled for coupons as op-
posed to cash. This most commonly happens in antitrust suits, such as the price-fixing
case against the airlines. There, consumers who could prove that they had traveled in the
collusive period received (typically, non-tradable) coupons that could be applied to fu-
ture flights. A main concern with these settlements is that relatively few of the coupons
are ultimately redeemed in many of these suits. Consequently, the plaintiff class typi-
cally values the coupons at less than their face value. The lawyers representing the class,
on the other hand, will often receive compensation that is based on the face value of the
coupons. The coupons settlements could reflect an agency problem between the plain-
tiffs and the lawyer who is representing them. Since the class-action plaintiffs are not
present at the bargaining table, the deal struck in settlement will naturally be susceptible
to corruption.

In addition to the agency problems identified above, coupon settlements suffer from
two additional flaws. First, as emphasized in Borenstein (1996) in a model with imper-
fect competition, the coupon settlement will typically affect the future pricing behavior
of the defendants. Borenstein’s main point can be illustrated in an example with undif-
ferentiated Bertrand-style price competition. In the absence of coupons, the competitive
price would settle at marginal cost and the defendants would make zero profits. If all
consumers receive an abundant supply of coupons, the competitive price would be the
marginal cost of production plus the face value of a coupon. At this price, firms earn
zero profits. Note that the consumers are no better off with coupons than without: the
competitive pricing has completely neutralized the effect of the coupons. With hetero-
geneous consumers, where some receive non-transferable coupons and others do not,
we still see that consumers as a class do not benefit. The price of the product would rise
to reflect that the coupon will be redeemed. Here, consumers who own the coupons will
be better off than before while consumers who did not receive coupons will be worse
off.

Polinsky and Rubinfeld (in preparation) zero in on an important welfare distortion
arising from coupon settlements. Consumers are heterogeneous in their model, with
stochastic per period demand that is uncorrelated across periods. Through a coupon
settlement, consumers receive coupons in proportion to their earlier purchases during
the so-called “injury period.” In this context, several situations can arise. First suppose
a consumer who had low demand in the injury period (and hence a small number of
coupons) ends up with high demand later. This consumer will use all of his or her
coupons and will also purchase additional tickets at full price: the consumer’s purchase
level does not hinge on the coupon’s value. Suppose instead that a consumer who had
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high demand in the injury period (and hence has many coupons) has low demand sub-
sequently. For this consumer, the coupons will increase his purchase level since the
marginal unit is now cheaper. A fundamental distortion can arise in this case: the quan-
tity that this consumer purchases may be inefficiently high in the sense that the marginal
cost of the unit is higher than the intrinsic value that the consumer derives from its
use.102

Settling for taxes In 1997, “The Tobacco Resolution” settled the lawsuits brought
against big tobacco companies by the states (the main plaintiffs) for an expected $13
Billion per year in future tax revenues on cigarettes. The $13 Billion in tax revenues
would not just come out of Big Tobacco’s pockets, however: basic economic theory
tells us that the market price of cigarettes would rise to reflect the tax and the burden
would be borne (at least in part) by consumers. In the extreme, if the tobacco indus-
try were perfectly competitive, then the entire burden would be borne by consumers.
Why would the states and the tobacco companies agree to this settlement? As argued
by Bulow and Klemperer (1998), Tobacco Resolution served the interests of the par-
ties controlling the litigation: the state coffers were enhanced, the lawyers received a
contingent fee tied to the tax revenues, and the tobacco companies effectively received
license to collude and raise their prices. Bulow and Klemperer argue that, at the end of
the day, only about $1 Billion per year would actually be borne by the defendants in that
lawsuit. Since the big tobacco companies are able to externalize liability on consumers
themselves, the deterrent benefit of liability is compromised.

3.8.2. Private incentives to consolidate

Damage averaging Che (1996) assumes that plaintiffs who join a class enjoy
economies of scale from consolidation: the per-plaintiff cost of pursuing litigation de-
creases in the number of plaintiffs who join the class. This may be due, at least in part,
to the streamlined proceedings. Instead of scrutinizing the damages of each individual
plaintiff, the court may make a judgment based on the group average or, equivalently,
on the damages of a randomly chosen plaintiff representative. Instead of receiving an
award that is fine-tuned to his individual characteristics, a plaintiff’s award reflects the
average damages of the entire class.

Absent settlement, it is clear that plaintiffs with weak cases are more likely to join a
class. A weak plaintiff has a stronger incentive to forego an individual hearing in order
to receive an average judgment instead. Che shows that this adverse selection problem
is mitigated when plaintiffs are privately informed about their damages. In short, weak

102 A related distortion is also present in Borenstein’s (1996) model, although the author does not highlight
it. Borenstein also has heterogeneous consumers: some with coupons and others without. The consumers with
the coupons may be over-consuming the product. This should be more likely when: (1) the products are less
differentiated (so prices are lower), (2) when the proportion of consumers with coupons is relatively small,
and (3) when the face value of the coupons is relatively high.
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plaintiffs have an incentive to remain independent, too, in an attempt to “signal” that
they have strong cases and, in equilibrium, fewer weak plaintiffs join the class. Although
the ability to join class actions is shown to reduce the overall litigation spending it does
not necessarily create a Pareto improvement.

Information rent extraction The presence of asymmetric information between the de-
fendant and the plaintiff class, and among the plaintiffs themselves, implies that class
formation can play a valuable strategic role. Che (2002) argues that classes may form to
increase the members’ bargaining power via information aggregation. In his model, the
author assumes that the plaintiffs jointly evaluate a settlement offer and accept only if
each and every member can be made better off than by going to trial. The commitment
to a joint decision changes the defendant’s choice of settlement offer. Instead of thinking
about the distribution of an individual plaintiff’s type, the defendant instead considers
the distribution of the total damages (the sum of the individual damages). The defen-
dant may subsequently choose to make more generous offers to the class as a whole than
when bargaining one-on-one with individuals.103 In this model, the plaintiffs also have
an incentive to exaggerate their types among themselves in order to capture a greater
share of the class settlement. This incentive to exaggerate commits the class to be even
tougher and induces the defendant to make more generous settlement offers.

3.8.3. Joint and several liability

Just as it is common for a single injurer to harm many victims through his actions, there
are many cases where a single victim is harmed by the actions of many injurers. The
issue of how to allocate responsibility among multiple injurers has been a challenge for
policy makers and scholars alike. Common rules include non-joint liability, where each
losing defendant is held responsible only for his own share of the damages, and joint and
several liability, where a single losing defendant can be held responsible for the entire
level of the plaintiff’s damages. While some proponents of joint and several liability
have argued that the rule is good for public policy, the economic effects—especially
those on settlement outcomes—are quite subtle.104

Kornhauser and Revesz (1994a, 1994b) show that settlement effects hinge on several
factors including: (1) the treatment of prior settlements when determining the liability
of a non-settling defendant and (2) the degree of correlation between the defendant’s
cases. They analyze the so-called unconditional pro tanto setoff rule.105 With this rule,

103 Suppose, for example, that there are two plaintiffs and each plaintiff’s type (the expected return at trial)
is either $0 or $1 with equal probability. Taken together, the two plaintiffs have damages $0 with probability
1/4, $1 with probability 1/2, and $2 with probability 1/4. A defendant who would have otherwise offered $0
to each plaintiff individually may now find it in his interest to offer $1 to the group.
104 The survey of Kornhauser and Revesz (1998) also reviews the papers that abstract from the litigation
process. How does joint and several liability perform in terms of deterrence? Other issues are addressed in-
clude the ability of defendants to collect from each other after an adverse judgment and the role of insolvency.
105 Klerman (1996) shows that the results are actually sensitive to the formulation of the rule and compares
some sensible alternatives.



322 K.E. Spier

the liability of a non-settling defendant is reduced, dollar for dollar, by the value of
the previous settlements. Suppose, for example, that the plaintiff’s damages are $80
and there are two defendants. If the first defendant settles for S, the second defendant’s
liability is capped at $80 −S. Kornhauser and Revesz show that joint and several liabil-
ity encourages settlement when the two cases are positively correlated but discourages
settlement when the two cases are independent.

We can see this in a concrete example. Let the unconditional probability of prevailing
against each defendant be 50%. Suppose that the two cases are perfectly correlated:
the two defendants will either lose together or win together at trial. Ignoring litigation
costs, if both cases go to trial at the same time then the expected payment of each
defendant is $20. (They are held liable half the time and split the $80 between them.)
Now let’s think about a settlement game. Suppose each defendant is presented with
an offer to settle for S = $20. If the first defendant accepts the offer then the second
defendant’s liability has changed: under the pro tanto setoff rule, the second defendant’s
liability is capped at $80 − $20 = $60, which implies an expected judgment of $30.
The settlement decision of the first defendant has imposed a negative externality on the
second. The plaintiff may be able to take advantage of this externality and induce the
two defendants to settle out of court for more than $20 apiece. The negative externality
implies an additional incentive for settlement.106

Now suppose that the two cases are independent. If both cases go to trial, each de-
fendant faces an expected judgment of $30.107 Putting aside the costs of litigation,
suppose that the two defendants are presented with offers to settle for S = $30. If
the first defendant accepts the offer, then the second defendant’s liability is capped at
$80 − $30 = $50, which implies an expected judgment of $25. The settlement decision
of the first defendant has imposed a positive externality on the second defendant. Note
that the second defendant would refuse to settle on these terms and would demand (and
receive) a discount. Kornhauser and Revesz show that, for low levels of correlation, the
plaintiff will either reduce the settlement offers (if litigation costs are high) or forego
settlement altogether and take both defendants to trial (if litigation costs are low).

This interesting theory has found some empirical support. Chang and Sigman (2000)
test the results on settlement date for disputes between the Environmental Protection
Agency (EPA) and Superfund defendants, the generators and transporters of hazardous
waste and the owners of waste sites. They find that joint and several liability tends
to promote settlement, and that the results are stronger for cases that are more highly
correlated.

106 Spier (1994a) argues that this may have bad normative implications as it may lead the defendant to
overinvest in precautions ex ante and may encourage frivolous claims.
107 A defendant loses alone and pays $80 with probability 1/4 and shares responsibility and pays $40 with
probability 1/4.
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3.8.4. Most-favored-nation clauses

Many settlement contracts in litigation involving multiple plaintiffs (or multiple defen-
dants) include “most-favored-nation” (MFN) clauses. They work in the following way:
if an early settlement agreement includes an MFN clause and the defendant settles later
with another plaintiff for more money, the early settlers receive these terms, too.108 It is
important to emphasize that these clauses typically apply to settlement payments only
and not to judgments at trial. This feature raises legitimate policy concerns. In the words
of one critic, “Because [defendants] are ‘straight-jacketed’ by the most-favored-nations
agreements with certain prior settling [plaintiffs], the strong public policies favoring
complete settlement are being frustrated.”109

Spier (2003a) argues that MFN clauses economize on delay costs when a single de-
fendant makes repeated offers to plaintiffs who have private information about their
prospects at trial. Without MFNs, recall that settlement negotiations resulted in cases
settling on the courthouse steps (Spier, 1992a). These “11th hour” plaintiffs reject the
defendant’s early offers because they anticipate, correctly, that the defendant’s offers
could only improve with time. Through an MFN clause, the defendant induces these
late-settling plaintiffs to accept early settlement offers instead.110 While early settle-
ment is socially desirable, there can sometimes be undesirable side effects of MFNs. In
particular, the defendant may choose a more aggressive settlement strategy where more
cases end up going to trial than before.

MFNs may also be used as an effective bargaining tool when future plaintiffs have
the power to make offers as well. Intuitively, an MFN commits the defendant to be
tough in future negotiations, placing an upper bound on what a future plaintiff can
extract in settlement. The MFN allows the defendant and the early plaintiffs to capture a
greater share of the future bargaining surplus. When committing to the MFN ex ante, the
defendant and the early plaintiffs do not fully internalize the ex post cost of breakdowns,
since at least part of that cost will be borne by the future plaintiffs. See Spier (2003b). In
a model where early plaintiffs are also privately informed and signal their types through
their settlement offers, Daughety and Reinganum (2004) show that MFNs make early
settlement negotiations more efficient.111 Taken together, the welfare effects of most-
favored-nation clauses are ambiguous.

108 These clauses have been included in prominent class action settlements (e.g., the 1999 Vitamins Antitrust
case) as well as in settlement agreements with individual litigants (e.g., the tobacco settlements with the states
of Florida, Mississippi, and Texas).
109 In re Chicken Antitrust Litigation, 560 F. Supp 943 (Ga. 1979).
110 These ideas are related to Butz (1990), where best-price provisions mitigate the time inconsistency prob-
lem that a monopolist faces when selling a durable good, thereby reducing social welfare. In contrast, here
the reduction in delay improves social welfare.
111 In essence, the potential for a future MFN payment lowers the incentive of an early plaintiff to inflate his
or her settlement demand. This, in turn, reduces the need for the defendant to reject demands so as to ensure
the separation of types.
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3.8.5. Secret settlement

It is not uncommon for private litigants to settle their lawsuits quietly, where neither the
existence of the suit nor the terms of the settlement are observable to the public. Secrecy
may be facilitated through court-ordered sealing of the records, “gag orders,” or through
the parties themselves in their private contracts. Not surprisingly, secret settlements have
attracted attention both in the policy arena and in academia. What are the advantages
and disadvantages of allowing litigants to settle in secret? Secret settlements chill the
flow of information to the public—information about the existence of legal remedies
and the safety of products. There are important externalities at play: the value of this
information accrues to future litigants and is not internalized by the settling parties.

Daughety and Reinganum (1999a, 2002) identify two types of information exter-
nalities. First, open settlements allow future plaintiffs to learn about the defendant’s
involvement in a case. A cancer patient, for example, may not know whether the cancer
was a natural occurrence or whether the condition was caused by (or exacerbated by) a
local waste site. This causal link among cases creates a “publicity effect” whereby an
open (as opposed to secret) settlement makes it more likely that another plaintiff will
file suit in the future. Second, an open settlement may provide future plaintiffs with
information about the expected value of their claim—the “learning effect.” Daughety
and Reinganum (1999a) focus on the former publicity effect by assuming that the de-
fendant’s culpability—assumed to be private information of the defendant—is weakly
correlated across plaintiffs. The uninformed plaintiff uses secret settlements as a screen:
defendants who know that there are other victims are more likely to settle secretly. The
plaintiff is able to extract “hush money” from these defendants in exchange for reducing
the flow of information, money that is in effect coming out of the other victims’ pockets.
In this way, early plaintiffs can enrich themselves at the expense of later plaintiffs.112

Importantly, secrecy can compromise firms’ behavior and product safety choices in a
market setting. Daughety and Reinganum (2005) present a signaling model where the
average safety of consumer products is higher when firms can commit ex ante to settle
all future disputes in the open.

3.9. Additional topics

3.9.1. Plea bargaining

Most criminal cases in the United States are resolved before trial through a process
known as plea bargaining. The prosecutor and the defendant typically negotiate a guilty
plea in exchange for a lesser charge (which is associated with a lighter sentence for

112 Daughety and Reinganum (2002) introduce the learning effect by assuming strong correlation of culpa-
bility across cases. This complicates matters because there is an offsetting effect: as in section 2, defendants
who are more culpable are more likely to settle and this creates an adverse inference on the part of future
plaintiffs.
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the defendant). In many ways, the economic approach to plea bargaining is similar
to that of civil settlement. Many themes—including the avoidance of direct litigation
costs and risks, the role of private information, and the feedback effects on deterrence
and social welfare more broadly—are common to both. They diverge, however, in their
assumptions about the prosecutor’s preferences. In civil cases, the damages paid by the
defendant are typically received by the plaintiff. In criminal cases the prosecutor does
not “receive” the prison sentence directly.

The papers in the plea bargaining literature vary in their assumptions regarding the
prosecutor’s payoff function. Landes (1971), in the first formal analysis of plea bar-
gaining, assumes that the prosecutor maximizes the sum of expected sentences subject
to a resource constraint. His approach is more aligned with the models of civil litiga-
tion and settlement than the literature that follows. Several subsequent papers, including
Grossman and Katz (1983) and Reinganum (1988), assume that the prosecutor repre-
sents the interests of society more broadly with a payoff function that includes type I
and type II errors in addition to litigation costs.

Grossman and Katz assume that the defendant privately observes his guilt, which
is correlated with the probability that he will be convicted at trial. The uninformed
prosecutor can make a single take-it-or-leave-it offer of a reduced sentence in exchange
for a guilty plea. Although they abstract from the direct costs of litigation, both the
defendant and prosecutor are assumed to be risk averse and so, all else equal, they
prefer to settle before trial. As in Bebchuk’s (1984) analysis of civil settlement, the
plea bargain offered by the prosecutor screens among the different defendant types: the
guilty defendant is more likely to accept the offer than the defendant who is convinced
of his innocence.113

Reinganum (1988) extends Grossman and Katz to allow the prosecutor to have bet-
ter information about the probability of conviction at trial, a variable that is correlated
with the defendant’s innocence or guilt.114 The prosecutor’s offer of a plea bargain
serves as a signal to the defendant who would subsequently update his beliefs about
trial. The partial pooling equilibrium has the following form: when the probability of
conviction is below a cutoff, then the prosecutor drops the case (formally, the sentence
offered is zero). When the probability is above the cutoff, then the offered sentence per-
fectly reveals the prosecutor’s private information and is increasing in the probability
of conviction. As in the model of Reingaum and Wilde (1986), the defendant mixes be-
tween accepting and rejecting the prosecutor’s offer with high sentences being rejected
more often.115 An important implication of this model, one that distinguishes it from
Grossman and Katz (1983), is that trials are more likely when the defendant is guilty.

113 Notice that the prosecutor knows that defendants who reject the plea are more likely to be innocent; thus,
he has a greater incentive to drop charges after the plea offer is rejected. This observation is analogous to
Nalebuff (1987). Baker and Mezzetti (2001) extend the model to take this into account.
114 Only the prosecutor’s private information is payoff-relevant to the defendant at trial, although the defen-
dant’s private information is relevant for the social welfare function (which corresponds to the prosecutor’s
payoff).
115 This is an implication of incentive compatibility for the prosecutor.
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Should prosecutors be granted full discretion in the offers that they make to defen-
dants before trial? Reinganum (1988) shows that the answer may be “no,” even when
the prosecutor has the interests of society in mind ex post.116 Reinganum compares the
equilibrium described above to a regime where the prosecutor’s offer cannot be fine-
tuned to the signal received—in other words, a forced “pooling” offer. The equilibrium
that results is akin to Grossman and Katz (1983): the pooling offer screens among the
defendants where the innocent go to trial and the guilty accept the offer. If there are
many guilty defendants in the overall population, then limiting prosecutorial discretion
is socially desirable—with discretion, these guilty defendants are associated with costly
trials. If there are many innocent defendants, on the other hand, then discretion is pre-
ferred. The benefit of the equilibrium described above is that cases against innocent
defendants are likely to be dropped.117

3.9.2. Case selection and the 50% hypothesis

The cases that end up in trial are the “tip of the iceberg”—the vast majority of filed cases
are settled before trial and even more are never filed to begin with. The cases that end
up in the courtroom result from bargaining failures—failures that can arise for many
reasons: asymmetric information, divergent expectations, the long-run interests of the
parties (such as the need to establish precedent in a civil rights case), or a variety of
externalities. In sum, the cases that go to trial are an unusual sample of cases and are
likely to differ—perhaps systematically—from the cases that never reach the courtroom.

In 1984, Priest and Klein presented a “divergent-expectations” model of litigation
and settlement with a striking prediction: for cases that go to trial, the probability of the
plaintiff winning tends towards 50%. In contrast, for cases that settle out of court, the
probability that the plaintiff would win (had they gone to trial instead) could be system-
atically higher or lower than 50%.118 This paper has received a great deal of attention
in the law and economics literature for (presumably) several reasons. First, they illus-
trate that litigated cases are unrepresentative of the broader case population. (Bebchuk,
1984, and others, of course, share this feature.) Second, the “50% hypothesis” is con-
sistent with many people’s rough intuition: if the evidence in a case clearly favors one
party over the other, then the case should settle; if it is unclear who should win, there
is greater scope for disagreement. Finally, the 50% hypothesis readily lends itself to
empirical testing.

Shavell (1996) argues that any plaintiff win rate at trial is possible under more general
assumptions. Most obviously, if both parties firmly believe that the probability that the

116 Reinganum (2000) presents a signaling model where an informed defendant makes an offer to an unin-
formed prosecutor. In this model, the prosecutor’s incentives are not aligned with society’s incentives.
117 To put it somewhat differently, the prosecutor may be the victim of his own discretion. The signaling
equilibrium that results from discretion is socially inefficient. The prosecutor is better off if his hands are tied.
118 Waldfogel (1998) gives a clear presentation of Priest and Klein’s assumptions and results and surveys the
related empirical literature. Asymmetric stakes, including situations where one side has a stronger interest in
the case than the other, would change the results.
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plaintiff will prevail is bounded between, say, 0 and 1/3, then the plaintiff win rates for
both settled and litigated cases must be below 1/2. Less obviously, one can construct
examples with asymmetric information that generate: (1) any given win rate at trial, pT ,
and (2) any given (implied) win rate for settled cases pS . To see why this is true, suppose
that the distribution of plaintiff win- rates, f (p), has full support on [0, 1]. We know
from the earlier presentation of the basic framework that if the plaintiff has private in-
formation about her winning probability then plaintiffs with strong cases (high plaintiff
win rates) are more likely to go to trial than those with weak cases (low plaintiff win
rates). This information structure is consistent with examples where pS < pT . One can
construct a distribution f (p), litigation costs, cp and cd , and an extensive form game
consistent with this outcome. If, on the other hand, the defendant privately observes
the probability winning, then the selection goes in the other direction: defendants with
strong cases (low plaintiff win rates) are more likely to go to trial than those with weak
cases (high plaintiff win rates). This information structure is consistent with pS > pT

and, as above, consistent examples can be constructed.
Priest and Klein’s 50% hypothesis was a limiting result where the errors in observa-

tion become increasingly precise—in the limit, parties beliefs converge and trial rates
approach zero. Given the strong assumptions needed to generate the 50% result, it is
not surprising that there is little empirical result for the strong form of the hypothe-
sis.119 More generally, however, Priest and Klein’s framework suggests that trial rates
may be systematically related to plaintiff win rates. Empirical work along these lines
has been more fruitful. Waldfogel (1995), for example, empirically documents the re-
lationship between litigation rates and plaintiff win rates in a structural model using
data from broad variety of cases (including tort, contract, property, and civil rights) and
argues that his results are consistent with the theory. See also Kessler et al. (1996) and
Waldfogel’s (1998) survey of the literature.

Although most of the literature on the selection of cases for trial uses the divergent
expectations frameworks, some papers have investigated the relationship between trial
rates and plaintiff win rates using asymmetric information. Froeb (1993) considers plea
bargaining involving a privately informed defendant where guilty defendants are more
likely to accept pleas. In his theoretical framework, factors that would increase the num-
ber of cases tried (such as a fall in prosecution costs) should increase the average guilt
of defendants who go to trial. This pattern is documented in Froeb’s sample of criminal
cases.

3.9.3. Decoupling

The preceding discussion has assumed that any judgment against a defendant is auto-
matically awarded to the plaintiff. Tying the defendant’s liability to the plaintiff’s award

119 Many authors have documented systematic deviations from this number. See the references in Waldfogel
(1998).
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is also not necessarily optimal in theory. Polinsky and Che (1991) present a simple
framework where a defendant chooses his level of precautions to reduce the probabil-
ity of an accident, and an injured plaintiff would bring suit only if his or her expected
award, a, exceeded the cost of litigating suit, cp (which is distributed according to den-
sity f (cp) in the plaintiff population). Suppose the defendant’s liability is l. There are
two potential sources of inefficiency in this framework: (1) inefficient precautions by
the defendant and (2) the wasted resources associated with litigation. The first-best out-
come is not achievable when the defendant’s liability is tied to the plaintiff’s award. The
award/liability level that achieves zero process costs, a = l = 0, provides the defen-
dant with no incentives for care. (Conversely, the level that provides incentives for care
leads to a deadweight loss at trial.) The optimal decoupled scheme makes the plaintiff’s
award, a, very small so that only a handful of cases are brought, and, at the same time,
it makes the defendant’s liability l very large so that his expected future liability equals
the social harm that his actions cause. Decoupling creates a strong incentive for settle-
ment because it creates a wedge between the most that the defendant is willing to pay
and the least that the plaintiff is willing to accept: [a − cp, l + cd ].

Decoupling liability also appears in practice. Several states, including Iowa and In-
diana, have adopted split-award statutes where the government keeps a percentage of
punitive awards.120 Kahan and Tuckman (1995) observe that these statutes can lead to
an uneven playing field since the defendant’s stakes are so much larger than the plain-
tiff’s. Consequently, the defendant’s incentives for care may be compromised by the
statute because the plaintiff’s incentives to invest in the case following an accident are
reduced. See also Choi and Sanchirico (2004). Incentives are further compromised be-
cause the negotiated settlement will reflect, to a greater or lesser extent, the plaintiff’s
award at the bottom of the bargaining zone. See Daughety and Reinganum (2003).

3.9.4. Patent litigation

Suppose that a patentee and an imitator are negotiating prior to trial. If the case goes
before a judge, there is a chance that the patent will be invalidated and the imitator will
subsequently compete on equal footing with the innovator. The private settlement of
these cases can be a legal way for competitors (or potential competitors) to collude and
preserve market power at the expense of consumers.

Collusion through settlement is perhaps most obvious when the settlement between
an owner of a patent and a current (or potential) imitator involves a lump-sum fee along
with an agreement not to compete in the future. The patentee and the imitator can divide
the monopoly profits between them through the lump-sum payment according to their
relative bargaining strengths. Collusion can be achieved in more subtle ways, including

120 In Iowa, for example, the plaintiff keeps only 25% of the punitive damage award. This example and
others are discussed in Daughety and Reinganum (2003). See Landeo, Nikitin, and Babcock (2007) for a
recent experimental analysis.
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joint ventures (where one supplies the other) and a variety of royalty arrangements. It is
not surprising that the Department of Justice and the Federal Trade Commission have
watched these settlements with interest and have investigated many of them. See Shapiro
(2003) for a good discussion of these mechanisms, the relevant cases, and proposed
criteria for judicial approval of patent settlements.121

Competitors may also be able to use the threat of patent litigation to soften compe-
tition in a patent race. Marshall, Meurer and Richard (1994) describe a scenario where
the loser of a patent race retains the option of bringing an action against the winner of
the race.122 Since the loser may succeed in this action, the possibility of patent litiga-
tion serves to reduce the differential value between winning the race and losing the race.
The competitors subsequently spend less on research than otherwise, something that is
typically in their joint interest. The overall impact of this collusive strategy on society
more broadly (which includes consumer welfare) could be either positive or negative.
See Reinganum (1989) for an excellent survey of the patent race literature.

Choi (1998) explores strategic decision making and externalities in repeated patent
litigation. When a patentee is deciding whether or not to pursue an imitator, he must
think carefully about the impact that a legal decision will have on future entrants. If
the patent is deemed invalid and subsequently revoked, then the floodgates will open
and industry profits will be dissipated. (On the other hand, if the patent is deemed valid,
then the patentee will enjoy greater protection from the court’s decision.) The patentee’s
decision to litigate the case depends upon the nature of these externalities.

Choi shows that when the patent is very likely to be upheld, then the patentee has
an incentive to litigate. Less obviously, when the patent is likely to be overturned, then
the patentee still has an incentive to litigate. The upside, the off-chance that the current
imitator will be eliminated from the market, is stronger than the downside, the increase
in entry once the patent is invalidated. The key to this last result is that entry will occur
with or without a formal invalidation when the patent is very weak to begin with. When
the probability of patent invalidation is in an intermediate range, however, the patentee
chooses to tolerate early infringement and imitation.

Lanjouw and Schankerman (2001) document interesting correlations between liti-
gation decisions and the characteristics of the patents that are involved. Many of the
empirical findings are consistent with the predictions of the theory. First, they show that
a patent is more likely to be litigated if it serves as the “base of a cumulative chain”—
in other words, there are more rents to captured from future innovators. Second, they

121 Meurer (1989) argues that patent cases may lead to more rather than less litigation when the settlements
are closely regulated. To take an extreme case, when a regulator can force the patentee and the imitator to
compete duopoly style following a settlement, it would be in their joint interest to go to trial in the hopes of
establishing patent validity and the chance of monopoly rents.
122 The patent example is informally described in the conclusion of their paper. Their formal model is one of
procurement, where the loser of the auction can take action to reverse the outcome. The possibility of future
legal action softens competition between the bidders during the auction. Intuitively, the differential value
between winning and losing is smaller than before, since the loser may succeed in winning upon protest or
appeal.
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find support for the idea that firms establish reputations for protecting their intellectual
property through litigation.

3.9.5. Insurance contracts

It is common for liability insurance contracts to: (1) place a dollar limit on coverage
and (2) impose on the insurer a duty to defend the case, including the authority over
settlement and the obligation to bear the legal costs of defense. We will see that these
contracts create a conflict of interest between the insurer and the holder of the policy in
the event of an accident, that these contracts potentially impose negative externalities on
the victims of accidents, and that there is scope for legal intervention in these contracts.

Suppose that a victim—the plaintiff—has been harmed by an insured defendant. The
defendant has an insurance policy, provided by a competitive insurance market, with a
coverage limit of L. The plaintiff expects a random return at trial, x, from distribution
f (x) with expectation E(x). If the case goes to trial and x > L then the insurance
company pays L and the defendant bears the residual, x − L. Suppose further that the
insurer and the plaintiff would each bear litigation costs cp and cd if the case went to
trial. (This is consistent with the insurance company’s so-called “duty to defend.”) If the
case went to trial, the plaintiff would receive E(x) − cp in expectation—the expected
damages at trial minus her litigation costs. When taken jointly, the insurance company
and the defendant expect to pay E(x) + cd . If they were jointly negotiating with the
plaintiff, the case would surely settle for some amount in this range.

Conflicts of interest between the defendant and the insurer arise when the insurance
company holds the authority to settle (Meurer, 1992; Sykes, 1994). If the case goes to
trial, the insurer’s expected losses are:∫ L

0
xf (x)dx +

∫ ∞

L

Lf (x)dx + cd < E(x) + cd .

The coverage limit makes the insurer tough in negotiations, lowering the most that he is
willing to pay in settlement. This is because the defendant bears the downside associated
with adverse judgments above the policy limit:

∫ ∞
L

(x − L)f (x)dx. Consequently, the
insurance company may choose to litigate the case even though it is in the joint interest
of the insurance company and the defendant to settle the case, instead.

Why would the defendant and the insurer ever write a contract that creates these
ex post conflicts? Meurer (1992) argues that the insurance contract has strategic value
for the defendant: it is a strategic commitment to be “tough” in settlement negotiations.
By reducing the most that the insurer is willing to pay in settlement, the contract serves
to extract value from the plaintiff by lowering the plaintiff’s settlement demand. To put
it somewhat differently, even though the conflict of interest may end up harming the
defendant ex post, it may be in his advantage to sign such a contract ex ante. Indeed, a
risk-neutral defendant with no liquidity constraints has an incentive to buy an insurance
contract with these features. The value is coming not from risk aversion but from the
strategic effects in settlement negotiations.
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These insurance contracts are problematic from a social welfare perspective when
neither the defendant nor the insurance company can foresee the distribution f (x) at
the time of contracting. Settlement negotiations can break down on the equilibrium path
in this instance, leading to the dead-weight loss of trials (cp + cd). In theory, this is
similar to Aghion and Bolton’s (1987) analysis of liquidated damages clauses. There,
supply contracts with penalty clauses for breach have private strategic value because
they encourage entrants to price more aggressively but create a social loss when they
prevent entry altogether. Here, the insurance contract induces the plaintiff to accept a
lower settlement amount but may lead to a breakdown in negotiations altogether.123

The ex post conflicts of interest between defendants and their liability insurers are
mitigated in practice by the duty of liability insurers to act in good faith. A famous case,
Crisci v. Security Insurance Co., laid out the obligations of insurers in litigating and
settling cases.124 In particular, the court held that “the insurer must give the interests
of the insured at least as much consideration as it gives its own interests.”125 Formally,
this may be interpreted as forcing the insurer to equally weigh the defendant’s expected
payments at trial,

∫ ∞
L

(x − L)f (x)dx. This would be in the interest of public policy, as
well. Crisci removes the insurer’s incentive to play tough in negotiations and achieve a
settlement in the range [E(x) − cp,E(x) + cd ].

3.9.6. Financial distress

Spier (2002) considers the role of settlement externalities in negotiations between one
defendant and two plaintiffs when the defendant’s wealth is insufficient to cover the
total level of damages should both plaintiffs win at trial. Negotiations can break down
when the probabilities that the plaintiffs will win at trial are sufficiently positively corre-
lated. This may be seen in a simple example. Suppose that two plaintiffs, each of whom
has suffered damages of $80, are suing the same defendant. The defendant’s wealth is
$80, sufficient to cover exactly one claim. Suppose that each plaintiff will prevail with
probability 1/2 and that the claims are perfectly correlated. If both plaintiffs go to trial,
they each will receive $20 in expectation (they win with probability 1/2 and then split
the defendant’s wealth between them). But the plaintiffs will refuse to settle for $20
each: if one plaintiff accepts the $20, the other would rather go to trial with the expecta-
tion of winning the remaining $60 with probability 1/2! When the plaintiffs are acting
individually, the defendant would have to offer a hefty settlement premium to get both
to accept.

Suppose instead that the plaintiffs’ cases are uncorrelated. The expected return for
each plaintiff is $30 if both cases go to trial. Perhaps surprisingly, the defendant may

123 Note that the social cost of trials may be avoidable here if the defendant can engage in negotiations
as well and contribute to the settlement. In practice, transactions costs and information asymmetries may
interfere with renegotiation along these lines. See Sykes (1994).
124 66 Cal. 2d 425, 58 Cal Rptr. 13, 426 P.2d 173 (1967).
125 66 Cal. 2d at 429.
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succeed in coercing the plaintiff to settle for less than this amount. If one plaintiff settles
out of court for $30, then $50 remains in the defendant’s coffers. Since the non-settling
plaintiff wins at trial half the time, his expected return is only $25. In general, when the
degree of correlation between the cases is low, then the defendant’s insolvency creates
a “rush to collect” by the plaintiffs and may allow the defendant to successfully chisel
his offers.

Spier and Sykes (1998) explore how the capital structure of a defendant can affect
negotiations with a single plaintiff when a civil judgment may bankrupt the firm. Not
surprisingly, the outcome of settlement negotiations depends critically on a firm’s debt
level and on the priority afforded the debtholders in bankruptcy. Most interestingly,
they show that even junior debt can have strategic value by making the shareholders
into tougher negotiators. The intuition rests on the fact that while any settlement that is
paid will come out of the shareholders’ pockets, a large award at trial will (eventually)
come out of the debtholders’ pockets. Although the presence of junior debt does not
directly dilute the value of the tort claim, it does so indirectly through its impact on the
bargaining range.

3.9.7. Strict liability and negligence rules

There is a large law and economics literature that compares strict liability to negli-
gence.126 Under strict liability, a defendant is held responsible for a plaintiff’s damages
regardless of his level of care—the defendant is forced to compensate the plaintiff even
if he took appropriate precautions to avoid the accident. Under the negligence rule, the
defendant is held liable only if he failed to take due care. At first glance, strict liabil-
ity appears to have higher transactions costs because every single accident involving
the defendant creates a meritorious legal claim. Under the negligence rule, on the other
hand, a meritorious claim arises only if the defendant was negligent. There are coun-
tervailing factors, however. First, a given case brought under a negligence rule may be
more expensive to try: the plaintiff must establish the defendant’s negligence in addi-
tion to causation. Second, cases brought under a negligence rule may be less likely to
settle since there is more scope for disagreement because the plaintiff and defendant
may have different perceptions or information concerning the defendant’s level of care.
Again, this would lead to higher transactions costs than otherwise. Finally, the neg-
ligence rule can lead the defendant to engage in higher levels of the risky economic
activity, creating more accidents and potentially more lawsuits. When these additional
factors are taken into account, the negligence rule may actually be more expensive than
strict liability.

126 See Shavell (2004) for a survey of this literature. In a frictionless world, both rules can lead to socially
optimal levels of care although they differ in the effects on the level of economic activity.
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3.9.8. Scheduled damages

Another strand of the literature focuses on the accuracy of legal rules. In a model with-
out settlement, Kaplow and Shavell (1994, 1996) argued that legal rules that fine-tune
liability to the plaintiff’s actual level of harm lead to social waste. It is expensive for the
litigants (and for the court) to verify the precise level of damages at trial. The “schedul-
ing” of damages, or standardizing awards for injuries that fall into particular categories
(as in workers’ compensation), can reduce the transactions costs of litigation. Schedul-
ing can be valuable when settlement is possible as well (Spier, 1994c). If the plaintiff has
private information about his damages, for example, then negotiations will sometimes
break down and litigation costs will be borne. Scheduling makes the future outcome
of the case more transparent—there is less to argue about—and can help to promote
settlement and save on litigation costs. There may be a downside of damage sched-
ules, however: schedules may be less effective in encouraging potential injurers to take
precautions to reduce the magnitude of harm. Spier (1992b) makes a related point in
the context of contract design. In a risk-sharing model, it is shown that the benefits
associated with optimal risk sharing may be outweighed by the transactions costs of
enforcing these contracts (e.g., costly state verification and equilibrium litigation activ-
ity).

4. Conclusion

The purpose of this chapter has been to survey the vast literature on litigation and set-
tlement and to synthesize its main themes. Although the set of issues raised in this
chapter are very broad and far reaching, the approach taken in this chapter was quite fo-
cused. The first underlying premise was that those engaged in litigation—the litigants,
their attorneys, the judges, and other interested parties—are rational, self-interested, and
strategic. A second premise was that the primary purpose of the court system should be
to facilitate value-creating economic activity and deter value-destroying economic ac-
tivity.

Section 2 of this chapter laid out the basic economic framework of a potential lawsuit
involving a single plaintiff and a single defendant. It carefully examined the plaintiff’s
decision to pursue litigation and the decision of the plaintiff and defendant to settle their
case out of court. The positive and normative implications that arise in this setting are
surprisingly subtle. We saw that the plaintiff and defendant’s litigation strategies de-
pend critically upon the timing of moves and on the information available to them. We
also saw that the private interests of the plaintiff and the defendant in litigation are not
necessarily aligned with the interests of society, more broadly. The plaintiff may bring
“too many” lawsuits, choosing to hire an expensive attorney to battle a defendant in
court even in situations when the transfer of funds has little corresponding social ben-
efit. The plaintiff may also pursue “too few” lawsuits, particularly if the anticipation of
legal action is a public good, giving potential defendants incentives to take precautions.
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Since an individual plaintiff does not personally capture the social value of deterrence
in this instance, she may not sue often enough, from a societal perspective. Similarly,
the level of expenditures by the plaintiff and the defendant and their private incentives
to settle their dispute are not necessarily aligned with the interests of society. Section 3
showed how this framework has been productively applied in the law and economics
literature.

Economic approaches to studying litigation will likely continue to be popular in the
future. It is clear that a deeper understanding of the economic issues is necessary and
critical for those who are creating public policy. The subtleties—and excitement—of
these issues will also continue to capture the imagination of talented young econo-
mists and legal scholars for years to come. One way that the frontiers are being pushed
forward is through the introduction of new methods and approaches. The law and
economics field more broadly has experienced a growing influence of behavioral as-
sumptions and experimental techniques in addition to the ongoing growth of empirical
work. These approaches are very valuable, allowing us to resolve theoretical ambigu-
ity and pinpoint the magnitude of economic effects. On the theoretical side, there is a
definite need to explore more fully the normative implications of settlement and litiga-
tion. There has been relatively little work, for example, on how the transactions costs of
litigation affect the design of contracts, the organization of economic activity, and the
boundaries of the firm.
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Abstract

In this essay, we discuss empirical research on the economic effects of the civil justice
system. We discuss research on the effects of three substantive bodies of law—contracts,
torts, and property—and research on the effects of the litigation process. We begin with
a review of studies of aggregate empirical trends and the important issues involving
contracts and torts, both positive and normative. We survey some of the more interest-
ing empirical issues, and we conclude with some suggestions for future work. Because
studies involving property law are so divergent, there is no simple description of aggre-
gates that adequately characterizes the subject. In its place, we offer an overview of a
number of the most important issues of interest. We describe (selectively) the current
state of empirical knowledge, and offer some suggestions for future work. The section
on legal process builds on the previous substantive sections. With respect each of the
steps, from violation to trial to appeal, we review some of the more important empirical
contributions.
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1. Introduction

In this essay, we discuss empirical research on the civil justice system. Sections 2–4
discuss research on the effects of three substantive bodies of law: contracts, torts, and
property. Section 5 discusses research on the effects of the litigation process. Section 5
is closely linked to sections 2–4 because each of the substantive topics (as well as other
substantive bodies of law) relies on litigation for enforcement.

Research in all of the areas spans a spectrum from strongly normative to purely de-
scriptive.

Normative economic analyses seek to evaluate the extent to which a law or choice
of law apportions costs and benefits to maximize economic efficiency, defined as social
surplus (consumer plus producer surplus) less transaction costs. Efficient laws appropri-
ately balance the value of deterrence with the risk-bearing, transactions, and other costs
of achieving optimal deterrence. Although it does not fit strictly in an economic frame-
work, normative empirical legal research also examines legal systems’ performance on
other goals, such as distribution and corrective justice. We discuss this work below as
well.

The descriptive arm of the literature is, in general, better-developed than the norma-
tive arm. This is largely due to the fact that observational data on the total costs and
benefits of law-induced economic or social activity are difficult to obtain. For example,
it is impossible to count the total number of contracts that are formed as a result of a
body of law—much less the costs and benefits of those contracts to the parties. A typi-
cal descriptive study might report trends over time in the outcomes of cases (such as the
number of cases, the stage of litigation at which a case is resolved, the probability with
which a case is resolved in the plaintiff’s or the defendant’s favor, and the payment upon
resolution of the case); the correlation between case characteristics and case outcomes;
or the correlation between measures of the legal environment and case outcomes.

Descriptive analyses, particularly those relating to the effect of a law or system of
laws on case outcomes, nonetheless contribute to (normative) policy debates. For exam-
ple, an assessment of a law’s effect on the amount or structure of litigation provides a
first step toward an estimate of the magnitude of a law’s transactions costs. Descriptive
findings about the distributional effects of a law can also be used to assess the law’s
performance on the overall legal system. Finally, descriptive findings show the extent to
which the actual effects of laws conform to their canonical descriptions.

Each of the first two sections of the essay follows a similar format. We begin with a
review of studies of aggregate empirical trends and the important issues involving con-
tracts and torts, both positive and normative. We survey some of the more interesting
empirical issues, and we conclude with some suggestions for future work. Because stud-
ies involving property law are so divergent, there is no simple description of aggregates
that adequately characterizes the subject. In its place, we offer an overview of a num-
ber of the most important issues of interest. We describe (selectively) the current state
of empirical knowledge, and offer some suggestions for future research. The section
on legal process builds on the previous substantive sections. With respect each of the
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steps, from violation to trial to appeal, we review some of the more important empirical
contributions.

2. Contract law

2.1. Introduction

Historically, contract disputes were the most common type of civil litigation in the
United States. In the mid 19th century, contract cases accounted for the vast majority
of all civil litigation (see Galanter, 2001 for an excellent summary of this research).
Over the past 150 years, however, contract litigation has become a decreasingly im-
portant part of state courts’ civil dockets, eclipsed largely by tort cases. Based on case
filings in 17 states, the National Center for State Courts reports that by 1995, the number
of tort cases exceeded the number of contract cases, although very recent rapid growth
in contract cases has reversed this finding (NCSC, 2002).1

In a series of reports, the Bureau of Justice Statistics (1996, 2000a) describes the
characteristics of contract litigation in greater detail. Contract cases are resolved dis-
proportionately in state courts, reflecting the fact that contract disputes are governed
primarily by state law. In 1992, for example, 49,434 contract cases were commenced in
federal district courts, as compared to 366,336 cases that were resolved in state courts in
the Nation’s 75 largest counties. Contract cases reach a conclusion relatively quickly. In
1992, the average time between filing and resolution for a contract case in a studied state
court was 13 months, with a median time of 8.3 months; the average time between filing
and resolution for a tort case in a studied state court was 19.3 months, with a median
time of 13.7 months (Bureau of Justice Statistics, 1995). Relatively few contract cases
are between individuals; most cases involved a business or a government institution. In
1992, only 7.9 percent of cases in a studied state court were between individuals, and
approximately 60 percent of cases did not involve an individual at all.

We organize our review of empirical research in contract law doctrinally. The first
set of studies assesses the effects of contract law versus non-contractual relations on
the formation, interpretation, and enforcement of agreements. The second and third sets
of studies assess the effects of particular terms of statutory contract law. We group
these studies by whether they assess the effects of voluntary terms or mandatory terms
(see Ayres and Gertner, 1989, but see the excellent review of empirical contract studies
by Korobkin, 2002 for an alternative summary of the literature). Voluntary, or default,
rules of contract fill in the gaps in incomplete contracts; parties to a contract are free to
contract around them if they wish. Mandatory, or immutable, rules of contract specify
the conditions necessary for a contract to be enforceable; they cannot be waived by the
parties.

1 This trend in the mix of litigated cases may not represent the trend in the mix of legal claims, if contract
disputes have become disproportionately more likely to be resolved through settlement or arbitration.
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2.2. The effects of contract law versus non-contractual relations

The importance of non-contractual relations in business relationships was recognized
early by Macaulay (1963). In his study, Macaulay interviewed 68 businesspeople rep-
resenting 43 companies and six law firms in an open format. He reported strikingly
little reversion to formal contract law for the settlement of disputes over contingencies
in business agreements. This was not because contingencies were absent from most
agreements; his interviews suggested that contingencies were common, but that busi-
nesspeople gave little attention ex ante to how they might be resolved. Instead, he found
that the value and information inherent in the ongoing relationships that characterized
most of the dealings of his sample firms—combined with the high financial and non-
financial costs of formal litigation—led firms frequently to resolve disputes through
informal means. However, he reported that formal contract law remained important to
businesspeople in some important situations: when the terms of agreements were com-
plex; when repeat dealings were unlikely; and when the size or organization of the firm
meant that employee who executed the deal needed a formal vehicle to communicate its
terms to other members of the firm.

Subsequent work has largely supported Macaulay’s view. In two case studies, Bern-
stein (1992, 1996) examines the use by the diamond and the grain and feed industries of
extralegal mechanisms for resolving contract disputes. In her earlier work, she identifies
which characteristics of contract law and the diamond industry lead diamond merchants
to supplant formal adjudication with their own private arbitration system. She finds that
formal contract law is particularly costly to diamond merchants in each of the three ef-
ficiency terms discussed above. Uncertainty and delay in recovery increases transaction
costs and the costs of the risk of losses; and the use of expectation damages lead to
inefficiently too much breach, and therefore too little economic activity ex ante. On the
other hand, the small number of traders and powerful reputation effects makes the alter-
native of relational contracting in this industry particularly low-cost. In her later work,
Bernstein examines the private system of adjudication used by the National Grain and
Feed Association (NGFA), a trade association of firms and individuals who are active
in cash markets for grain and feed. She reports that NGFA arbitrators, as compared to
generalist courts, place more weight on the specific terms of parties’ agreements than
on business norms or customs. She concludes that firms prefer this private system not
because non-contractual relations are unimportant to the enforcement of agreements in
general, but rather because disputes that require a third party for their resolution are
those in which there is little value in the parties’ ongoing relationship. Based on a com-
parable case-study methodology, Lorenz (1999) makes a similar argument: that a drive
to enhance efficiency (and therefore gains from trade) leads firms to develop specialized
procedural mechanisms to resolve disputes over contracting contingencies.

Using data from a 1995–97 survey of manufacturing firms in Ho Chi Minh City and
Hanoi, McMillan and Woodruff (1999a, 1999b) document how firms in a country with
poorly developed contract law use extralegal mechanisms. They find that such firms are
more likely to offer credit to several types of customers: those with contracts of longer
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duration, those who are members of “business networks” (through which defaulters can
be sanctioned). They also find that third-party intermediaries and ethnic ties are not
important mechanisms. Similarly, based on a survey of 36 Bulgarian firms in 1994,
Koford and Miller (2006) report that ongoing relationships are important because of the
absence of operational contract law in that country.

Johnston (1996) emphasizes how courts have come to respect these non-contractual
relationships and the benefits they create. Based on a sample of 25 opinions reported
by the UCC reporting service that involved a litigated issue surrounding the statute of
frauds—the requirement that contracts involving the sale of goods exceeding $500 must,
with certain exceptions, be in writing to be enforceable—he reports two key findings.
First, he reports a strong negative correlation of the existence of a prior relationship
between the parties and complete absence of any written agreement. Second, he reports
a strong positive correlation of a prior relationship and the judge in the case holding that
an exception to the statute of frauds applied.

Recent studies use international data to assess the efficiency effects of contract law
versus non-contractual relationships. Djankov et al. (2003) measure the impact of fea-
tures of 109 countries’ formal contract law on likely determinants of both economic
efficiency—speed of claims resolution and risk—and of fairness in the resolution of
two common types of contract disputes: eviction of a tenant for non-payment of rent
and collection of a bounced check. They find that increased procedural formalism—
as measured by the use of professional judges and lawyers, and the restrictiveness
of evidentiary and legal rules—in a country’s law reduces both efficiency and fair-
ness. Johnson et al. (2002), based on surveys undertaken in Poland, Romania, Russia,
Slovakia, and Ukraine in 1997, conclude that the effect of formal contract law is im-
portant to the development of new relationships among firms and to relationships where
“lock-in” is inherently low. Similarly, Bigsten et al. (2000) show that access to for-
mal contract law in six African countries enables firms to engage in more complex
transactions. Finally, Kranton and Swamy (1999) document an interesting unintended
adverse consequence of contract law: reductions in economic efficiency from crowd-
ing out of non-contractual relationships. Based on an historical examination of civil
courts in colonial India, the authors report that the introduction of formal contract law
enhanced competition in credit markets, leading not only to lower interest rates and
greater efficiency, but also to unwillingness of lenders to insure farmers against adverse
natural events, leading to potentially lower efficiency.

2.3. The effects of voluntary, or default rules of contract law

Voluntary, or default, rules of contract fill in the gaps in incomplete contracts. Theoret-
ically, default rules only matter to the extent that the Coase theorem does not hold. If
transaction costs are sufficiently small, and there are no bargaining costs or other mar-
ket failures, then parties will contract around default rules to establish whatever terms
are optimal for their particular situation. If the Coase theorem does not hold, then con-
tract law should set default rules according to what the parties would have wanted or
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intended, were the transaction costs of negotiating the omitted terms sufficiently small
(Ayres and Gertner, 1989). Empirical studies of the impact of default rules generally
follow the theoretical path above. The studies begin with a test of the Coase theorem.
Then, to the extent that the Coase theorem is rejected, some of the studies investigate
the source of the failure of the Coase theorem, and the efficiency or other implications
of a particular choice of default rule.

The literature is divided on the importance of default rules. Some work finds that,
at least to a first approximation, the Coase theorem holds in bargaining over contract
terms. In an experimental study, Schwab (1988) found that changes in the default terms
in a hypothetical labor/management negotiation exercise did not significantly prevent
the parties from designing the contract in a way that maximized the sum of their re-
wards. Although the generalizability of this experiment to actual contract negotiations
has been questioned (see Korobkin, 1998, discussed below), other work has found that
parties “contract around” default terms in real-world situations. Based on a survey of
the general counsels of 182 corporations on a broad range of contracting practices,
Weintraub (1992) concludes that firms are able to undo default rules that are not jointly
optimal. He finds that three default rules of canonical contract law—- failure to enforce
promptly repudiated promises, promises to deliver a good when no comparable good is
available at the same price, and promises that would, due to unforeseen events, require
the liquidation of the promisor—are only selectively followed in practice. Based on
telephone interviews with 25 firms involved in the purchase and sale of goods, Keating
(2000) investigates the impact of the default rules specified in Section 2-207 of the Uni-
form Commercial Code, also known as the “battle of forms” provision. (Section 2-207
governs which contract terms will govern an agreement when parties’ offer and accep-
tance contain conflicting, often standard-form, terms.) He finds that firms have adjusted
“fairly well” to the default rules imposed by the Section, and that they “don’t seem to
worry that much” about it.

Other work finds that the Coase theorem does not hold. In an experimental setting
similar to Schwab’s, Korobkin (1998) found that changes in the default terms in a
hypothetical negotiation over shipping services did affect parties’ contracts. Because
transaction costs in the exercise were low and bargaining power was equally distrib-
uted, he hypothesizes that default terms affect contracting behavior because of “status
quo bias,” due to loss aversion or regret avoidance. McChesney (1999) investigates the
effects of the rule of tortious interference—which imposes tort liability on third par-
ties who induce a promisor to breach. In a model without transaction costs, imposing
liability for tortious interference would be inefficient, since the expectation damages
imposed on a promisor would be sufficient to provide incentives to breach only when
it maximized the joint value of the parties relationship. But if transaction costs make
renegotiation of agreements prohibitively costly, or lead damages to be systematically
below their (economically efficient) expectation levels, then tortious interference may
be efficient. Based on an analysis of 134 cases from the early 20th century alleging tor-
tious interference, McChesney finds that the doctrine affects incentives to breach, and
that it is more likely to be imposed in those circumstances in which it enhances effi-
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ciency. Based on interviews with construction lenders and general contractors, Mann
(1996) assesses the consequences of the default rule of first-in-time creditor priority in
the context of construction contracts. He compares the responses of interviewees with
experience contracting in Missouri, which imposes an unusual contractor-first creditor
priority rule, to the response of interviewees with experience contracting under the tradi-
tional default rule, and concludes both that the default rule affects contracting outcomes,
and that the contractor-first priority rule offers efficiency advantages. Kahan and Klaus-
ner (1997) propose a novel reason why default terms might matter: increasing returns to
scale, or network effects, in the use of a given default term. They study how event-risk
covenants in 101 investment-grade bond issues varied between 1988 and 1993. They
find that learning and network effects exist in corporate contracts, and that these exter-
nalities in general can lead privately optimal agreements to be economically inefficient
from a social perspective.

2.4. The effects of mandatory rules of contract law

In contrast, mandatory rules of contract law cannot be waived by the parties. In the ab-
sence of a market failure, such rules necessarily reduce economic efficiency, because
they prevent parties from agreeing on terms that they find may jointly beneficial. How-
ever, in the presence of market failures (such as asymmetric information), mandatory
rules may be efficient; mandatory rules may serve other (distributive) goals as well.

Empirical studies of the effects of mandatory rules fall into two groups. The first
group is largely positive in nature and focused on the effects of the doctrine of promis-
sory estoppel. To be enforceable under canonical contract law, the promisor in an
agreement had to receive some consideration in exchange for his promise; under this
rule, gratuitous promises were not considered valid. The doctrine of promissory estoppel
limited the application of this mandatory rule, making gratuitous promises enforceable
when the promisee took an action in reliance on the promise.

The empirical literature disagrees about the importance of promissory estoppel. In
an analysis of 222 cases alleging promissory estoppel decided between 1981 and 1985,
Farber and Matheson (1985) find that requirement of reliance in the doctrine had been
interpreted narrowly, thereby reducing the importance of the requirement of consid-
eration. They suggest that modern contract law generally regards any agreement “in
furtherance of economic activity” as enforceable. Other studies find that courts are gen-
erally unwilling to waive the consideration requirement in contract law. Pham (1994)
reports that the doctrine is used infrequently, not as an exception to the consideration
requirement but as an all-purpose qualification to a range of mandatory contract rules.
In an analysis of 362 cases decided between July 1, 1994 and June 30, 1996, Hillman
(1998) reaches a similar conclusion: that the requirement of reliance in the doctrine has
been substantially retained, reducing the limitation it imposes on the requirement of
consideration (and other) requirements of contract law.

Other studies are more explicitly normative in nature. Although these studies agree
that mandatory terms of contract are important, they disagree over their implications.
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Rice (1992), for example, examines 628 state supreme and appellate court decisions
from 1900 to 1991, and finds that the application of one class of mandatory contract
terms—the implied covenant of good faith—promotes neither economic efficiency nor
legitimate distributional goals of contract law. In contrast, Ayres (1995) suggests that
mandatory disclosure requirements in contracting would enhance efficiency and other
legitimate goals. He sent 203 testers to negotiate for the purchase of a new car according
to a fixed script, varying only the race and gender of the testers. Ayres found that black
and female testers paid higher prices, and concludes that mandatory disclosures by car
dealers (for example, of the average price for which each make of car is sold) would
lead both to more efficient markets for new cars and to reduced price discrimination on
the basis of race and gender.

3. Torts

3.1. Introduction

Over the past 150 years, the number of tort law cases has expanded relative to its clos-
est relative, contract cases. In a series of reports analogous to those on contract cases,
the U.S. Department of Justice, Bureau of Justice Statistics (1995, 1997, 1999, 2000b)
describes the characteristics of tort litigation in detail. Like contract disputes, tort cases
are generally governed by state law and resolved in state courts. In 1994, for example,
41,166 tort cases were resolved in federal district courts, compared to 378,314 cases
resolved in state courts in the Nation’s 75 largest counties in 1992. Tort cases take sig-
nificantly longer to resolve than contract cases. In 1992, the average time between filing
and resolution for a tort case in a studied state court was 19.3 months, with a median
time of 13.7 months (Bureau of Justice Statistics, 1995). Because tort litigation primar-
ily involves damages related to a personal injury, the vast majority of tort cases (unlike
contract cases) report an individual as the plaintiff (94 percent). Tort cases dispropor-
tionately involve auto accidents. In 1992, 60.1 percent of tort cases in the Nation’s 75
largest counties involved an auto accident; the second, third, and fourth most common
types of tort cases were premises liability (17.3 percent), medical malpractice (4.9 per-
cent), and products liability (3.4 percent) (Bureau of Justice Statistics, 1995).

There is disagreement over the causes of the long-run growth in tort cases. One view,
elaborated by Schwartz (1981, 1992) and Priest (1988) among others, emphasizes that
the expansion of the scope of tort law is due substantially to the rise of judicial and
public-policy activism in the 1960s and 1970s. According to this view, the shifting of
the costs of accidental injury from (largely individual) plaintiffs to (largely institutional)
defendants has occurred because of increasing acceptance of two positions: (1) institu-
tional defendants are generally more able to prevent accidents, (2) it is good policy to
provide insurance through the tort system for the costs of those accidents that can not be
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prevented.2 Another view, elaborated by Galanter (1996) and Eaton et al. (2000) among
others, is that the growth in tort claims has been slower, more gradual, and only weakly
related to reforms of the 1960s and 1970s, after appropriate adjustment for population
and other factors.

Most empirical research in tort law, however, is concerned with assessment of the ef-
fects of tort law on distributional goals and economic efficiency, where efficiency (as in
contract law) involves the tradeoff between transactions costs, incentives for appropriate
activity, and least-cost allocation of the risk of harm or loss. We organize our review of
empirical studies of tort law by type of accident, because the most important empirical
issues differ for different types of accidents. Subsection 4.2 reviews the effects of tort
in medical malpractice cases. The important empirical issue in this context is assessing
the extent to which the cost and asymmetries of information in markets for medical care
interact with conventional tort doctrine to create incentives for “defensive medicine”—
the use of treatments with minimal medical benefit, or the refusal to use treatments with
substantial benefit, out of fear of legal liability. Subsection 4.3 reviews the literature on
the effects of tort law in auto accident cases. The most important empirical issue in this
context is comparing the transaction costs, incentives for accident avoidance, and com-
pensation paid under the traditional tort system versus a no-fault system administered
through mandatory first-party insurance. Subsection 4.4 reviews work on product lia-
bility. Subsections 4.5 and 4.6 conclude with discussion of two important policy issues
that span across sectors: the issue of punitive damages and the issue of mass torts. We
leave the discussion of the role of the tort system in the environmental and labor law to
other chapters; see Dewees, Duff, and Trebilcock (1996) for an excellent review of the
empirical and theoretical issues in these contexts, and for an alternative review of the
issues covered in this section. We also omit discussion of constitutional tort litigation,
a federal cause of action for civil damages and injunctions against state officials who
deprive others of constitutional and certain federal statutory rights; see Eisenberg and
Schwab (1987) for an empirical study of this type of claim.

3.2. Medical malpractice3

Injuries due to malpractice create substantial economic costs. According to the Institute
of Medicine (2000), medical errors are the leading cause of accidental death in the
United States: estimates of the number of deaths due to medical errors in 1997 range
from 44,000 to 98,000. Medication errors alone account for approximately 7,000 deaths
per year, exceeding the number of deaths due to workplace injuries. Weiler et al. (1993)
find that nearly one percent of hospital admissions in New York State in 1984 involved
an injury due to negligent care; the proportion of serious injuries due to negligence was
even higher.

2 But see Shavell (1987) for an analysis that shows the limited circumstances under which this hypothesis is
likely to be true.
3 Pieces of this section have appeared previously in Kessler and McClellan (1996).
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In theory, the liability system should provide physicians with the incentives to take the
socially optimal amount of care against medical injury. By making doctors responsible
for the costs of injuries that they negligently cause, the negligence rule should lead
doctors’ private decisions as to whether and how to practice medicine to reflect society’s
overall interests by leading them to balance in expectation terms the social benefits of
medical care, the costs of precaution, and the costs of negligence.

In practice, several factors—most notably, the pervasiveness of insurance in the health
care sector—drives a wedge between these seemingly-sensible incentives and socially
optimal medical decision-making. On one hand, market failures may create incentives
for too little precaution. First, because of transaction costs or asymmetries of infor-
mation, patients often do not file malpractice claims even when there is evidence of a
negligent medical injury (Harvard Medical Practice Study, 1990). Second, because mal-
practice liability insurance is at most weakly experience-rated (Sloan, 1990), physicians
may bear little of the costs of patient injuries from malpractice. (However, physicians
bear significant uninsured, nonfinancial costs of patient injuries, including the value of
lost time and emotional energy in responding to a malpractice claims, Office of Tech-
nology Assessment, 1993).

On the other hand, market failures can create incentives for too much precaution,
or “defensive medicine.” The practice of “defensive medicine” can take two forms:
positive defensive medicine and negative defensive medicine. Positive defensive medi-
cine involves the supply of care that is relatively unproductive for patients; negative
defensive medicine involves declining to supply care that is relatively productive for
patients.

Positive defensive medicine is driven by moral hazard from health insurance, which
means that neither patients nor physicians bear the most of the costs of care in any
particular case. The costs of precautionary services financed through health insurance
are generally larger than the uninsured cost of the physician’s own effort. Doctors and
patients make decisions that balance the costs of precaution that they bear against the
costs imposed on them by the malpractice system. Thus, even if medical malpractice
tort law allocated the burden of medical injuries with neither errors nor transaction costs,
insensitivity to the true costs of care would lead physicians and their patients to prefer to
take socially excessive precautions against injuries. The added burden due to errors and
transaction costs only intensifies this effect. As Danzon (1991) observes, the fact health
care providers’ precautionary behavior may be ex post difficult to verify may give them
the incentive to take inefficiently too much care. Craswell and Calfee (1986) prove that
such excessive care results from the all-or-nothing nature of the liability decision: small
increases in precaution above the optimal level can result in large decreases in expected
liability.

Negative defensive medicine is driven by the fact that patients reap substantial sur-
plus from medical care for which they can not compensate providers, while providers
bear malpractice risk for which they can not charge patients. If doctors weigh the mal-
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practice downside of a course of care against only a fraction of the upside, then they
may withhold treatments that may be in patients’ best interests.

Both forms of defensive medicine may be much more economically important than
the costs of awards and settlements imposed by the malpractice system. If the costs of
precaution borne by patients and physicians account for a small share of the total costs,
but the costs imposed by the malpractice system are roughly proportional to the costs
of awards and settlement payments, then a given change in malpractice awards would
induce a much greater change in the costs of medical care. Thus, although the direct
cost of malpractice tort awards, including transaction costs, is relatively insignificant
at roughly one percent of medical spending (Danzon, 2000), the indirect costs of the
malpractice tort system, in terms of wasteful medical treatment or loss of life due to
medical errors, is likely to be far greater.

We organize our review of empirical assessment of the effects of malpractice tort
law in three parts (but see Danzon, 2000 for an excellent and comprehensive alternative
review). The first arm of the literature surveys physicians about their opinion of the role
of the malpractice system in determining medical treatments (Reynolds et al., 1987;
Moser and Musaccio, 1991; Office of Technology Assessment, 1994; Klingman et al.,
1996). Although surveys indicate that physicians believe that the existing malpractice
system leads to economically inefficient medical care decisions, surveys only provide
information about physicians’ self-reported perceptions of the effects of law: they do
not measure behavior in real situations.

We discuss the remainder of the literature in two subsections below. The second arm
of the literature estimates the effects of the characteristics of claims and of malpractice
laws on compensation and other dimensions of “malpractice pressure”—the incentives
for hospitals and physicians to shield themselves against the costs of legal liability.
Although estimates from this literature have contributed to our understanding about
how malpractice law works in practice, they only show how the malpractice system
affects incentives, not how it affects treatment behavior—and therefore the cost and
quality of care. The third arm of the literature seeks to directly measure the effects of
variation in malpractice law and malpractice pressure across states on actual medical
care decisions, health care costs, and patient health outcomes. This literature finds that,
at least in areas with high levels of malpractice pressure, reductions in liability lead
to increases in economic efficiency—that the tort system on net creates incentives for
defensive medicine—although studies differ in their assessment of the magnitude of this
effect. Because of the lack of empirical research, we omit discussion of two important
alternatives to the tort system for apportioning damages from medical injury: no-fault
insurance (but see Studdert et al., 1997; Studdert, Brennan, and Thomas, 2000; and
Studdert and Brennan, 2001 for a simulation of the costs and benefits of a hypothetical
no-fault system) and contract (which, because of the pre-existing relationship between
the parties, is a viable alternative to tort (e.g., Shavell, 1987); see Havighurst, 1995 for
a theoretical evaluation of apportionment of medical liability through contract).
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3.2.1. Effects of malpractice law on malpractice pressure

Simple statistical indicators suggest that the role of the malpractice system in health
care has grown over the past 40 years. As Danzon (2000) points out, the number of
malpractice claims per physician and the award paid per claim increased rapidly in the
US from the 1960s to the 1980s. Claim frequency increased at more than 10 percent per
year, reaching a peak of 17 claims per 100 physicians in 1986. Awards paid per claim
increased at roughly twice the rate of inflation (Danzon, 1986), with some evidence of
even greater growth for the most costly cases (Shanley and Peterson, 1987). In turn,
malpractice liability insurance markets experienced two “crises,” one in the mid-1970s
and one in the mid-1980s, in which prices for malpractice insurance skyrocketed and
availability of insurance contracted (see Danzon, 2000, section 4.2, for a cataloguing of
the literature on malpractice insurance). Taken together, these factors led states’ legis-
latures to change their laws governing medical malpractice claims to reduce liability.

Numerous studies have investigated the effects of the characteristics of malpractice
claims and tort law on measures of malpractice pressure such as malpractice claims
rates, the awards paid to and other measures of the disposition of claims, and malpractice
liability insurance premiums. This literature reports three main findings. First, economic
loss, rather than fault, is consistently the most important characteristic of claims in
determining the probability and size of award (Danzon and Lillard, 1983; Farber and
White, 1991; Brennan et al., 1996). Second, the changes in state laws designed to re-
duce liability significantly reduced the incentives to supply precautionary care. Danzon
(1982, 1986) and Sloan et al. (1989) find that tort reforms that cap physicians’ liabil-
ity at some maximum level or require awards in malpractice cases to be offset by the
amount of compensation received by patients from collateral sources4 reduce payments
per claim. For example, based on 1975–1978 data, Danzon (1982) reports that states
enacting caps on damages had 19 percent lower awards, and states enacting manda-
tory collateral source offsets had 50 percent lower awards. Based on 1975–1984 data,
Danzon (1986) reports that states enacting caps had 23 percent lower awards, and states
enacting collateral source offsets had 11 to 18 percent lower awards. Based on 1975–
1978 and 1984 data, Sloan et al. (1989) find that caps reduced awards by 38 to 39
percent, and collateral source offsets reduced awards by 21 percent. Danzon (1986)

4 Reforms requiring collateral-source offset revoke the common-law default rule which states that the defen-
dant must bear the full cost of the injury suffered by the plaintiff, even if the plaintiff were compensated for all
or part of the cost by an independent or “collateral” source. Under the common-law default rule, defendants
liable for medical malpractice always bear the cost of treating a patient for medical injuries resulting from
the malpractice, even if the treatment were financed by the patient’s own health insurance. Either the plaintiff
enjoys double recovery (the plaintiff recovers from the defendant and his own health insurance for medical
expenses attributable to the injury) or the defendant reimburses the plaintiff’s (subrogee) health insurer, de-
pending on the plaintiff’s insurance contract and state or federal law. However, some states have enacted
reforms that specify that total damages payable in a malpractice tort are to be reduced by all or part of the
value of collateral source payments.
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also finds that collateral-source-rule reforms and statute-of-limitations reductions re-
duce claim frequency. Based on data from malpractice insurance markets, Zuckerman
et al. (1990) and Barker (1992) reach similar conclusions: Zuckerman et al. find that
caps on damages and statute-of-limitations reductions reduce malpractice premiums,
and Barker finds that caps on damages increase profitability. Third, the two reforms
most commonly found to reduce payments to and the frequency of claims, caps on
damages and collateral source rule reforms, share a common property: they directly re-
duce expected malpractice awards. Caps on damages truncate the distribution of awards;
mandatory collateral source offsets shift down its mean. Other malpractice reforms that
only affect malpractice awards indirectly, such as reforms imposing mandatory periodic
payments (which require damages in certain cases to be disbursed in the form of annuity
that pays out over time), have had a less discernable impact on liability and hence on
malpractice pressure.

Taken alone, estimates of the impact of reforms on frequency and severity from these
analyses are only the first step toward answering the policy question of interest. They
provide evidence only of the effects of legal reforms on doctors’ incentives; they do
not provide evidence of the effects of legal reforms on doctors’ behavior. Identifying
the economic efficiency of precautionary behavior due to legal liability requires a com-
parison of the response of costs of precaution and the response of losses from adverse
events to changes in the legal environment.

3.2.2. Effect of malpractice law and pressure on the components of economic
efficiency

The third arm of the literature investigates how treatment decisions and patient health
outcomes respond to malpractice pressure. Early work estimates the effect of physi-
cians’ actual exposure to malpractice claims to clinical practices and outcomes (Rock,
1988; Harvard Medical Practice Study, 1990; Localio et al., 1993; Baldwin et al., 1995).
Rock, Localio et al., and the Harvard Medical Practice Study find results consistent with
defensive medicine; Baldwin et al. do not. However, concerns about unobserved hetero-
geneity across providers and across small geographic areas qualify the results of all of
these studies. These studies use frequency of claims or magnitude of insurance premi-
ums at the level of individual doctors, hospitals, or areas within a single state over a
limited time period to measure malpractice pressure. Because malpractice laws within
a state at a given time are constant, the measures of malpractice pressure used in these
studies arose not from laws but from primarily unobserved factors at the level of in-
dividual providers or small areas, creating a potentially serious problem of selection
bias. For example, the claims frequency or insurance premiums of a particular provider
or area may be relatively high because the provider is relatively low quality, because
the patients are particularly sick (and hence prone to adverse outcomes), because the
patients had more “taste” for medical interventions (and hence more likely to disagree
with their provider about management decisions), or because of many other factors; the
sources of the variation in malpractice pressure are unclear and probably multifactor-
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ial. All of these factors are extremely difficult to capture fully in observational datasets,
and could lead to an apparent but non-causal association between measured malpractice
pressure and treatment decisions or outcomes.

More recent work seeks to address this endogeneity problem by identifying the ef-
fects of malpractice pressure with variation across states and over time in malpractice
law reforms, which are arguably exogenous (but see Danzon, 2000 for a critique of this
assumption). Much of this work has investigated the consequences of malpractice pres-
sure for positive defensive medicine. Kessler and McClellan (1996) use longitudinal
data on essentially all elderly Medicare beneficiaries hospitalized with serious cardiac
illness from 1984, 1987, and 1990, matched with information on the existence of direct
and indirect law reforms from the state in which the patient was treated. They found
that reforms that directly limit liability—such as caps on damages—reduced hospital
expenditures by 5 to 9 percent in the late 1980s, with effects that are greater for is-
chemic heart disease (IHD) than for heart attack (AMI) patients.5 In contrast, reforms
that limit liability only indirectly were not associated with any substantial expenditure
effects. Neither type of reforms led to any consequential differences in mortality or the
occurrence of serious complications. The estimated expenditure/benefit ratio associated
with liability-pressure-induced intensive treatment was over $500,000 per additional
one-year survivor, with comparable ratios for recurrent AMIs and heart failure. Thus,
treatment of elderly patients with heart disease does involve defensive medical prac-
tices, and limited reductions in liability can reduce this costly behavior.6

Two recent studies identify the mechanism through which direct reforms affect physi-
cian behavior, in order to help predict whether existing reforms under new market
conditions, or new and untried types of reforms, will have similar effects. Kessler and
McClellan (2002b) match longitudinal Medicare data with law reforms and data on
health insurance markets to explore the ways in which managed care and liability re-
form interact to affect treatment intensity and health outcomes. They report that direct
reforms reduce defensive practices in areas both with low and with high levels of man-
aged care enrollment. Managed care and direct reforms do not have long-run interaction
effects that are harmful to patient health. However, at least for patients with less severe
cardiac illness, managed care and direct reforms are substitutes, so the reduction in de-
fensive practices that can be achieved with direct reforms is smaller in areas with high
managed care enrollment.

Kessler and McClellan (2002a) integrate four unique data sources to illuminate how
reforms affect malpractice pressure, and how reform-induced changes in the incentives
provided by the liability system affect treatment decisions, medical costs, and health
outcomes. That paper matches by state and year the longitudinal Medicare data dis-
cussed above (updated to include all years from 1984–1994) with data on law reforms;

5 Because IHD is a less severe form of illness, IHD patients may have more “marginal” indications for
intensive treatment, leading to a greater scope for defensive practices.
6 Dubay et al. (1999) confirm that defensive practices exist in non-elderly populations, although they report

that the costs of defensive medicine in obstetrics are small.
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physician-level data on the frequency of malpractice claims from the American Medical
Association’s Socioeconomic Monitoring System (AMA SMS); and malpractice-claim-
level data from the Physician Insurers Association of America on claim costs and claim
outcomes. They report that although direct reforms improve medical productivity pri-
marily by reducing malpractice claims rates and compensation conditional on a claim,
other policies that reduce the time spent and the amount of conflict involved in de-
fending against a claim can also reduce defensive practices substantially. For example,
at least for elderly heart disease patients, an untried reform that reduced the legal-
defense burden on physicians and hospitals by one-quarter—which is within the range
of policy possibilities—could be expected to reduce medical treatment intensity by ap-
proximately 6 percent, but not to increase the incidence of adverse health outcomes.
In the same population, a policy that expedited claim resolution by six months across-
the-board could be expected to reduce hospital treatment costs by 2.8 percent, without
greater adverse outcomes. This finding is consistent with Kessler and McClellan (1997),
which reports broad differences in physicians’ perceptions of the impact of malpractice
pressure in states with and without liability reforms.

Other work has investigated the consequences of malpractice pressure for negative
defensive medicine. For example, Dubay et al. (2001) find that a decrease in malprac-
tice premiums that would result from a feasible policy reform would lead to a decrease
in the incidence of late prenatal care by between 3.0 and 5.9 percent for black women,
and between 2.2 and 4.7 percent for white women. However, although they found ev-
idence that malpractice pressure was associated with greater delay and fewer prenatal
visits, they found no evidence that this negatively affected infant health. More recent
work finds substantial evidence of negative defensive medicine. Hellinger and Encinosa
(2003) report that the supply of physicians was approximately 12 percent greater in
states with caps on non-economic damages, as compared to states without them.

3.3. Auto accidents

After medical errors, auto accidents are the second-leading cause of accidental death in
the United States, with just over 40,000 deaths per year (U.S. Department of Transporta-
tion, 2003). Adding the costs of less severe injuries increases the estimated magnitude of
costs of auto accidents. Roughly two-thirds of all civil litigation involves an automobile
accident (Rolph et al., 1985). According to the Urban Institute (1991), auto accidents
cause a total of $420 billion in total damage every year. Approximately one-quarter of
this amount, or $100 billion, is passed through the automobile liability insurance sys-
tem.

Empirical research in the auto accident context has focused on comparisons of the
performance of tort versus no-fault systems (but see Vickrey, 1968; Wittman, 1986;
White, 1989; Kessler, 1995; and Edlin, 2003 for comparisons of the incentives for pre-
caution provided by different systems of tort law). Under auto no-fault systems, some
proportion of losses from accidents are compensated by a driver’s own (mandatory) in-
surance regardless of negligence, with the remainder apportioned by tort law. Under tort
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law, losses from accidents are borne by the party at fault. The empirical question gener-
ally takes the following form: can no-fault systems achieve the same level of deterrence
as tort systems, but with lower transactions costs and significantly better performance
on generally-accepted compensation goals?

There is substantial agreement that no-fault systems administer compensation for
auto accidents with much lower transaction costs than does the tort system. According
to Carroll et al. (1991), costs of litigation, settlement, and other administration of com-
pensation in a typical tort liability system amounted to about 33 percent of the cost of
injuries covered by insurance; this excludes the publicly-financed costs of administer-
ing the civil justice system, which are substantial (Kakalik and Robyn, 1982). Under a
typical no-fault plan, they find that transaction costs would be reduced by about 39 per-
cent. On a base of $100 billion per year (Carroll et al.), this amounts to a lower-bound
estimate of efficiency improvements of $13 billion per year (100*.33*.39).

Carroll et al. (1991) also show that no-fault would deliver compensation faster and
make it more closely track economic loss. Under a typical tort system, claimants receive
initial compensation payments 181 days after the accident; under a typical no-fault sys-
tem, claimants receive initial compensation payments 116 days after the accident, or
36 percent faster. In addition, under a typical tort system, claimants with less serious
injuries tend to receive more than their economic loss (see also Carroll and Abrahamse,
1999, and the work cited therein, for evidence on the extent of overcompensation due to
fraud and abuse), with fully 62 percent of all injured people receiving more than their
economic loss; claimants with more serious injuries tend to receive less than their eco-
nomic loss, with 27 percent of injured people receiving less than their economic loss.
By comparison, under a typical no-fault system, only 22 percent of injured people re-
ceive more than their economic loss, and 16 percent receive less than their economic
loss.

From a theoretical perspective, the overall impact of mandatory no-fault on accident
rates is ambiguous. In theory, mandatory no-fault compensation for damages unambigu-
ously reduces the incentives to take care, because drivers do not directly bear the costs
of their negligence. In practice, however, several factors might mitigate this result. Un-
der a typical no-fault system, a driver would still have incentives to take care to avoid
injury, to avoid criminal and traffic penalties, and to avoid the premium increases that
would likely accompany an accident under a conventionally-experience-rated no-fault
insurance policy (Loughran, 2001).

The empirical papers investigating the effects of no-fault on accidents share a com-
mon research design. They use data at the state/year level on the rate of fatal auto
accidents; the characteristics of states and their populations, such as weather, alcohol
consumption, real income, miles of roads, the mean and variance of vehicle speeds, the
proportion of vehicle registrations that are trucks, hospitals per square mile, and the
age, education, and employment statuses of their population; and state auto accident
law, including whether or not the state had mandatory no-fault insurance, the scope of
losses covered by the no-fault system; and other laws governing the apportionment of
damages from auto accidents. They estimate the effect of no-fault on the fatal accident
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rate by comparing the trend in the fatal accident rate in (all or a subset of) the seventeen
states that adopted no-fault insurance between 1971 and 1990 to the accident rate in all
other states, holding constant other covariates.

These papers generally find that no-fault leads to greater numbers of fatal accidents,
with some papers based on earlier data finding no effect. Based on 1967 to 1975 data,
Landes (1982) finds that no-fault systems with relatively low “tort thresholds” lead to
increases in fatal accident rates of approximately 4 percent, and (more expansive) no-
fault systems with high tort thresholds lead to increases in accident rates in excess of
10 percent. In contrast, follow-up work by Kochanowski and Young (1985) using data
from 1975, 1976, and 1977, and by Zador and Lund (1986), using data from 1976 to
1980, found no effect of no-fault on accident rates.

Later work, and work based on data from other countries, has consistently found that
the decreased incentives created by no-fault increases the accident rate. Cummins et
al. (2001) use data from 1968 to 1994. Using simple ordinary least squares regression
(“OLS”)models, they find that no-fault increases the accident rate statistically signif-
icantly by 5 percent; in simultaneous-equations models of the joint process by which
states adopt no-fault and the effect of no-fault, they find that no-fault increases the ac-
cident rate by as much as three times this amount. Cohen and Dehejia (2003) use data
from 1970 to 1998 and find in OLS models that no-fault leads to an increase in traffic
fatalities of approximately 6 percent. Sloan et al. (1995) report that tort liability ac-
complishes this reduction in fatal accidents by reducing the prevalence of one of the
key determinants of auto accidents—binge drinking.7 McEwin (1989), using state data
from Australia and New Zealand from 1970 to 1981, and Devlin (1990), using provin-
cial data from Canada from 1967 to 1984, also find positive effects of no-fault on the
fatal accident rate of 16 and 9 percent, respectively.

In a series of papers, O’Connell and various coauthors (O’Connell and Joost, 1986;
O’Connell et al., 1993, 1995, 1996), Abrahamse and Carroll (1995), and Carroll and
Abrahamse (1999) argue that a “choice” system of auto insurance offers a viable com-
promise that addresses the limitations of both mandatory no-fault and tort. Under a
choice system, drivers choose whether to be insured under a traditional tort law or under
an administrative no-fault system. Those who choose the tort system retain traditional
tort rights and responsibilities, but those who choose no-fault can neither recover for nor
are liable for those losses that are designated to the no-fault system. However, as Kabler
(1999) points out, none of this work explains why a choice system would avoid the
adverse accident effects of no-fault systems. And, adverse selection by (high-premium)
risky drivers into the no-fault system may decrease the value of retaining tort coverage
so much that a choice system would collapse into mandatory no-fault.

7 See Chaloupka et al. (1993), Sloan et al. (1994), and Ruhm (1996) for a comparison of the effectiveness
of tort liability versus other approaches for deterring fatalities due to drinking and driving.
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3.4. Products liability

Losses from injuries from products are controlled differently than are losses from other
types of accidents. First, regulatory mechanisms other than tort provide important incen-
tives for product safety. The Consumer Products Safety Commission, The Occupational
Health and Safety Administration, The Food and Drug Administration, The Federal Avi-
ation Administration, and the Environmental Protection Agency all regulate the safety
of products. Second, over the past three decades, most US jurisdictions have adopted
strict liability for injuries from products (Keeton et al., 1984). This means that man-
ufacturers and retailers are liable for damages caused by product defects, even if they
exercised all possible care in the preparation and sale of the product (Restatement (Sec-
ond) of Torts, Section 402A (1977)).

This combined regulatory/liability system could provide incentives for either too
much or too little precaution from the perspective of economic efficiency. On one hand,
the joint regulatory/liability system may provide incentives for economically efficient
precautionary care decisions as well as or better than the basic “negligence rule.” For ex-
ample, if regulatory agencies’ monitoring is infrequent and ability to impose sanctions
is limited, and transaction costs limit the tort system’s ability to provide sufficient incen-
tives for safety, then a combined regulatory/liability system may be socially preferred
to either system standing alone. On the other hand, the combined costs imposed by a
system of strict liability for product-related accidents and the regulatory system may
lead to too much precaution. This excessive precaution can take two forms: socially in-
sufficient or misdirected product innovation and insufficient or misdirected product use
(e.g., activity levels).

We organize our review of the empirical literature in the same three parts as in medical
malpractice (see also Litan, 1991 and Congressional Budget Office, 2003 for excellent
alternative reviews). The first arm of the literature seeks to assess the impact of law
and regulation using surveys and case studies. Some of this work finds product liabil-
ity law has small or ambiguous effects on innovation and activity level (e.g., Eads and
Reuter, 1985; Johnson, 1991); some finds evidence of adverse efficiency effects (e.g.,
Mackay, 1991); and some finds evidence of both socially constructive and adverse ef-
fects (e.g., Garber, 1993). However, because of the context-specific nature of this work,
the findings are often difficult to generalize beyond the firms or individuals featured in
the study.

We discuss the remainder of the literature in two subsections below. As in medical
malpractice, we first describe work that estimates the effects of the characteristics of
claims and of products liability laws on compensation and other dimensions of “liabil-
ity pressure”—the incentives for product safety. Then, we discuss work that seeks to
directly measure the effects of variation in products liability law and liability pressure
on the three components of the efficiency costs and benefits of products liability law:
accidents and deaths; the costs and availability of products; and measures of innovation,
research, development, and productivity.



362 D.P. Kessler and D.L. Rubinfeld

3.4.1. Effects of products liability law on liability pressure

Numerous studies have sought to assess whether liability pressure in the products area
has been rising or falling nationally over the past 20 years. Indices constructed by
Eisenberg and co-authors from filed cases conclude that liability pressure has been
falling (Henderson and Eisenberg, 1990; Eisenberg and Henderson, 1992; Eisenberg
et al., 1996; Eisenberg, 1999). However, these analyses do not account for liability
pressure created by claims that were not litigated, i.e., that did not result in a court
filing. To the extent that the selection of cases has been changing over time, indices
based only on filed cases will be biased (but see Eisenberg and Henderson, 1992 for
an argument why selection bias is unimportant to their findings). Indeed, indices based
on insurance premiums and other data that include all payments to claimants, whether
or not they result in a court case, find a dramatic increase in the cost of products li-
ability (e.g., Viscusi, 1991). The expansion of compensation through the tort system
reported in these studies is consistent with the findings of Henderson (1991), who finds
“fairness” more important than “efficiency” in judges’ reasoning in products liability
cases.

Although this work provides background about trends over time in the incentives pro-
vided by the tort system, it does not identify how products liability law affects incentives
for care. Since many determinants of liability pressure other than law have changed
over time, national trends reflect some combination of these effects and changes in
law. Three studies provide evidence that limitations on liability reduce liability pres-
sure. Viscusi (1990) uses data from products liability insurance markets from 1980 to
1984. He finds that state statutes designed to reduce liability pressure—including those
that provide a state-of-the-art defense, a statute of limitations for producer liability,
and collateral-source offsets and other damages restrictions—reduce products liabil-
ity premiums, reduce insurer loss ratios, and increase insurance availability. Manning
(1994) estimates the effect of liability costs on product prices by comparing the dif-
ference in trends from 1950–1989 in the prices of the DPT vaccine (which confers
immunity from diphtheria, pertussis (whooping cough), and tetanus) and the DT vac-
cine (which confers immunity from diphtheria and tetanus only). He argues that this
identifies the impact of liability costs because the DPT and DT vaccines have roughly
comparable costs of production, but the DPT vaccine has significantly higher liability
costs (because of the possibility of rare but serious complications from its pertussis
component). He finds that the wholesale price of the DPT vaccine rose by over 2,000
percent during the study period, and that 96 percent of the price increase was due to
litigation costs. Manning (1997) estimates the effect of liability costs on the relative
U.S./Canadian prices charged by the manufacturer of 121 of the 200 most prescribed
prescription drugs in 1990. He compares the relative prices of drugs with substantial
liability risks, as measured by litigation history, controlled substance designation, rela-
tionship to vaccine liability costs, risk-assessment survey response, and drug-reference
book risk rating, to the relative prices of drugs without such risks, holding other de-
terminants of relative prices constant. He finds that liability risk roughly doubles the
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average US/Canadian price differential, and increases the median price differential by
about one-third.

3.4.2. Effects of products liability law and liability pressure on economic efficiency

The third arm of the literature investigates how products liability law affects economic
efficiency. Some studies identify the efficiency effects of products liability law by com-
paring national trends in accident rates after versus before periods of expansion of
product liability pressure. Priest (1988) compares trends in the rate of accidental deaths
and injuries from products for the late 1970s to trends for the 1960s and early 1970s.
He finds an increase in product deaths and injuries in the later period, and concludes
that the expansion of product liability had minimal (if any) beneficial effects on acci-
dent avoidance. Martin (1991) analyzes data from the aviation industry using a similar
methodology. He finds sharper declines in the aviation accident rate from 1950–69 than
from 1970–89.

Like the work on trends over time in the incentives provided by the tort system,
though, this work is only suggestive, since many other determinants of the accident
rate (such as regulatory policy) may have been changing contemporaneously with ag-
gregate trends in products liability pressure. Two studies attempt to control for such
factors. Campbell et al. (1998) use data on labor productivity (gross state product per
worker) by industry from 1970 to 1990. They compare trends in productivity in states
that adopted liability law reforms, such as caps on damage awards, to trends in pro-
ductivity in states that did not, holding constant fixed differences across states and the
time-varying political and economic characteristics of states. They find that states that
changed their liability laws to reduce levels of liability experienced greater increases in
productivity that states that did not. Viscusi and Moore (1993) use data from 1980–84
from the Profit Impact of Marketing Strategies (PIMS) study, containing balance sheet
and income statement items for distinct lines of business from large firms, matched by
3-digit SIC industry code with data from the same period on product liability cost mea-
sures from the Insurance Services Office. They report a positive effect of liability on
product innovation at low to moderate levels of liability pressure, but a negative effect
of liability on product innovation at high levels of liability. In addition, they find that
liability pressure has a greater effect on product innovation than on process innovation.

3.5. Punitive damages

The economic effects of punitive damages—those in excess of what is necessary to
compensate a plaintiff for his economic and noneconomic losses—is an important pol-
icy issue that applies to each of the four types of tort cases discussed above. On one
hand, punitive damages may be necessary to induce optimal precautionary behavior in
two situations: those in which injurers’ behavior is undetected, and those in which can
escape liability, and those in which the benefits enjoyed by injurers should be excluded
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from social welfare (Polinsky and Shavell, 1998). On the other hand, if punitive dam-
ages are awarded in other situations, or in amounts disproportionate to the probability
of defendants’ escaping liability, then they may lead to socially excessive precaution.

We organize our review of the empirical literature in the same three parts as in medical
malpractice and products liability (see also Robbennolt, 2002 for an excellent alternative
review of the empirical literature on punitive damages). The first arm of the literature
seeks to assess the impact of punitive damages using surveys. Baker (1998) reports that
lawyers believe that statutory restrictions on punitive damages would be at best only
partially effective, because juries will inflate compensatory damages to offset their re-
duced ability to impose punitive damages. Launie et al. (1994) report that a sample of
100 small business owners and 100 corporate counsel believe that punitive damages in-
crease estimated settlement payments by 13 percent. However, as in the case of surveys
in products liability, the context-specific nature of this work makes findings difficult to
generalize beyond the firms or individuals featured in the study.

We discuss the remainder of the literature in two subsections below. As in medical
malpractice, we first discuss work that estimates the effects of punitive damages on
measures of “liability pressure”—the incentives for safety. Then, we discuss work that
seeks to directly measure the effects of punitive damages on the efficiency of tort law.

3.5.1. Effects of punitive damages on liability pressure

Numerous studies have sought to assess whether punitive damages have an important
effect on the incentives for accident avoidance. Most of this work has investigated the
frequency and magnitude of punitive damages awards in litigated cases (Peterson et al.,
1987; GAO, 1989; Daniels and Martin, 1990; Hensler and Moller, 1995; Moller et al.,
1997; Eisenberg et al., 1997, 2002). The studies report similar overall probabilities of
a punitive damage award, ranging from 4.7 percent of jury verdicts in Cook County,
Illinois and California from 1980–84 (Peterson et al., 1987), to 4.9 percent of 25,627
jury verdicts from state trial courts in eleven states from 1981–85 (Daniels and Martin,
1990), to 6 percent of 6,053 trials in the Civil Trial Court Network sample of state trial
courts in 45 counties in 1991–92 (Eisenberg et al., 1997). However, punitive damages
are awarded substantially more frequently in certain types of cases, including those in-
volving financial injuries (Moller et al., 1997); business/contract cases (Peterson et al.,
1987); and fraud and intentional tort cases (Peterson et al., 1987; Eisenberg et al., 2002).
The median punitive damage award is roughly equal to the median compensatory dam-
age award, but the mean punitive damage award is much larger (Eisenberg et al., 1997),
because of a small number of very large punitive damage cases. The two RAND stud-
ies that examine punitive damage awards over time (Peterson et al., 1987; Hensler and
Moller, 1995) find that although the frequency of punitive damage awards in trials have
remained roughly constant, total punitive-damage dollars awarded has risen substan-
tially. However, as in the products liability context, the frequency, severity, or trend in
frequency or severity of punitive damages awarded in litigated cases does not account
for liability pressure created by claims that were not litigated, i.e., that did not result in
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a court filing. As Polinsky (1997) explains, because litigated cases are such a small and
characteristically unrepresentative sample of all claims, extrapolating the results from
these studies to the universe of claims is not possible without substantial additional
assumptions that are unlikely to be correct.

Other studies have sought to identify the liability pressure created by punitive damage
awards with broader measures. Koenig (1998) reports on several studies conducted by
the Texas Department of Insurance (TDI) analyzing all closed liability insurance claims
in that state. Insurance adjusters review each claim in the TDI data and apportion set-
tlement payments into compensatory and punitive damages. In these studies, the TDI
estimates the effect that statutory restrictions on punitive damages adopted by Texas
in 1995, requiring plaintiffs to show clear and convincing evidence of malice to obtain
punitive damages. TDI concludes that punitive damages accounted for between 10 and
16 percent of all claims payments, depending on the size of the claim and the time
period and that the restrictions on punitive damages would reduce liability insurance
premiums by 4.5 percent, or approximately $428 million.

As with litigated cases, the liability pressure created by punitive damages varies sub-
stantially across case types. Using 1983 data on commercial bodily injury (other than
medical malpractice) insurance claims of $25,000 or more, the Insurance Services Of-
fice (1988) shows that less than one percent of payments to such claims are attributable
to punitive damages. Karpoff and Lott (1999) use event studies to estimate the impact
on firms’ stock prices of several key Supreme Court decisions, congressional actions,
and specific lawsuits that changed firms’ exposure to punitive damages liabilities. They
find little evidence that the announcement of changes in the legal environment affect
valuations, but substantial evidence that the announcement of specific lawsuits affect
valuations by more than the direct cost of the punitive damage award.

A new literature based on jury experiments investigates whether punitive damages
are awarded in situations and in amounts that would create the incentives for optimal
precaution (Baron and Ritov, 1993; Sunstein et al., 1998; Viscusi, 2001a, 2001b, 2002).
The experiments ask jury-eligible participants to report the punitive damages that they
would award in hypothetical fact situations under different sets of jury instructions or
statutes. The experiments also ask participants about the reasoning that they used to
reach their decision. The studies find that punitive damages depend neither on the defen-
dant’s ability to escape detection (as would be necessary to achieve economic efficiency)
nor on other case characteristics that would be necessary to achieve most notions of dis-
tributional “fairness”. In addition, the studies conclude that offering juries additional
guidance by increasing the specificity of jury instructions (e.g., by providing them with
a mathematical formula for determining punitive damages) have little effect (see espe-
cially Viscusi, 2001b). Sunstein et al. (1998) suggest that this is due not to differences
in individuals’ moral judgments or interpretations of fact situations, but rather to their
difficulty in translating such judgments into financial terms.
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3.5.2. Effect of punitive damages on economic efficiency

Only one study seeks to assess the effect of punitive damages on economic efficiency.
Viscusi (1998) compares several measures of the costs of accidents from states that
allow punitive damage awards to those from the four states that do not allow punitive
damage awards (Michigan, Nebraska, New Hampshire, and Washington), controlling
for other characteristics of states that may affect accident costs. He finds that allowing
punitive damages has no significant effect on the rate of toxic chemical accidents, on
toxic chemical releases, or on accidental death rates (but see the critique in Eisenberg,
1998). Because punitive damages have no effect on precautionary behavior, but impose
substantial uncertainty and transaction costs on potential injurers, he concludes that they
decrease efficiency.

3.6. Mass torts

How the liability system handles mass torts is another important policy issue that
stretches across case types (see Hensler, 2001 for an excellent review and empirical
analysis of mass torts, which we largely follow below). “Mass tort” is not a formal le-
gal term; it usually denotes the consolidated litigation of a large number of tort claims
arising out of a single accident or use of a single product. Such consolidation may
include certification as a class action, but may also include other, less formal and
less restrictive procedures (for discussion, see Peterson and Selvin, 1988). For exam-
ple, “multi-districting,” one doctrine used in mass tort cases, allows federal courts to
aggregate cases involving common questions of fact into a single court by assigning re-
sponsibility for managing some or all phases of the litigation to a specific judge (Hensler
et al., 1985). Empirically, mass torts account for only one-fifth of class action lawsuits,
and class actions account for approximately 35 percent of mass torts (Hensler, 2001).
In the 1980s, mass tort litigation grew significantly; Hensler and Peterson (1993) de-
scribe in detail the cases, including litigation over Agent Orange, Bendectin, the Dalkon
Shield, the Hyatt skywalk collapse, the MGM Grand hotel fire, asbestos, and others, and
provides some hypotheses about its causes.

As with class actions, the main efficiency argument in favor of the various mass tort
procedural techniques is that they create economies of scale in litigation, thereby reduc-
ing the costs of evaluating numerous similar claims. No empirical studies have assessed
comprehensively the efficiency or distributional consequences of mass-tort treatment of
claims. However, in a number of formal reports and academic papers, researchers at
the RAND Institute for Civil Justice have examined the characteristics of the largest
and most costly (and still ongoing) of all mass torts—the asbestos litigation. Carroll
et al. (2002) contains a comprehensive description of this work and bibliography; we
summarize its key findings here.

Asbestos is a naturally-occurring mineral that is inexpensive to mine and process. As-
bestos has many favorable properties, including strength, durability, and fire-retardancy.
However, inhalation of asbestos fibers that occurs as a result of its handling and use
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causes a variety of lung diseases. Widespread occupational exposure to asbestos from
1940 to 1979 has been estimated to cause more than 225,000 premature deaths from
1985 though 2009, and large numbers of other less severe injuries and disability. After
the 1973 decision in Fibreboard vs. Borel8 finding asbestos manufacturers strictly liable
to workers injured as a result of their product, increasing numbers of product liability
lawsuits began to flow into the courts.

Carroll et al. (2002) report that over 600,000 people have filed asbestos claims
through the end of 2000, with annual filings rising sharply in recent years. Over 6,000
companies in 75 out of 83 different types of industries have been named as defendants,
ranging to include essentially every type of economic activity in the U.S. They find that
a total of $54 billion has already been spent on asbestos litigation, over half of which
has been consumed by transaction costs. Increasing numbers of less severe injuries ac-
count for most of the recent growth in the asbestos caseload. Estimates of the number
of future claims and future costs vary widely. Best case scenarios predict approximately
1.2 million claimants and a total cost of $200 billion; worst case scenarios predict 3
million claimants and a total cost of $265 billion. The RAND researchers conclude that
for asbestos compensation, the tort system is falling short of all of its principal objec-
tives: deterrence of potential injurers, compensation of injured victims, and provision
of “corrective justice.”

4. Property

4.1. Introduction

The empirical literature relating to private property is quite diverse in its coverage. If
there is one central theme, however, it relates to the design of mechanisms for allocating
property rights and the rules for transfer of those rights, in the presence of transactions
costs. The principal tradeoff behind these mechanisms is between incentives for optimal
investment and transaction costs. This theme is not entirely new. Property law resembles
contract law in situations where transaction costs are typically low, and resembles tort
law in which transaction costs are often high.

In 4.2 we review studies of the development of private property; we follow this with
an analysis of the efficiency/transaction costs tradeoff of different rules for the indi-
vidual acquisition of previously shared property. Section 4.3 examines a closely related
issue: the efficiency consequences of different rules of shared ownership—the allocation
of rights to property for which the transaction costs of creation of individual rights is
prohibitively high. In 4.4 we review the work that defines what the boundary of optimal
property law should be, i.e., when property rules should be forgone in favor of liabil-
ity rules. Work in this area was fundamentally shaped by Ronald Coase (1960), who

8 493 F.2d 1076, cert. denied 419 U.S. 869, 95 S.Ct 127, 42 L.Ed.2d 107.
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observed that any allocation of property rights is efficient as long as there are no trans-
action costs and property rights are well-defined and enforced. Finally, 4.5 examines
the consequences in terms of economic growth of the violation of the second assump-
tion behind the Coase theorem: when property rights are poorly enforced and/or poorly
defined.

4.2. The development of private property

The development of rights of private property has been a fundamental underpinning of
our capitalist economic system. In the subsection that follows we discuss the creation
of property rights generally; we follow this with a more focused discussion of property
rights on shared property.

4.2.1. Creating property rights

Theoretical debates have surrounded such issues as the time span of private property
rights, the alienability of those rights, and the appropriate use of public lands. Accompa-
nying and complementing these theoretical debates have been a wide range of historical
and empirical studies of the development and evolution of private property rights. For
example, citing evidence from a study of Indians in Labrador, Demsetz (1967) posited
the theory that all property rights regimes evolve efficiently in response to changes in
economic conditions. Ellickson (1993) focuses his attention on regimes associated with
close-knit societies in which power is broadly dispersed and members interact regularly.
He questions the ability of Demsetz’ theory to explain the development of the institution
of slavery and other coercive regimes associated with cultures that were not close knit.
With respect to close knit societies only, Ellickson points to economic efficiency, to the
importance of non-economic concerns such as liberty, privacy, equality, and commu-
nity. In support of his broader theory, he offers case studies of land ownership regimes
at settlements during the colonial period in U.S history (Jamestown and Plymouth) as
well as other non-U.S settlements, including those in Israeli (kibbutzim) and Mexico
(ejidos).

A number of scholars have gone further back in time in their analysis of the evolution
of private property, focusing on the development of rights of aboriginal peoples. Bailey
(1992) reviews a wide range of studies of aboriginal societies, concluding that economic
considerations play a significant role in explaining the evolution of rights. Moving from
culture to culture, property rights vary according to use, resources, and particular eco-
nomic circumstances. Bailey and others have emphasized the benefits associated with
the development of private property rights.9 Anderson and Swimmer (1997) broaden
the discussion by emphasizing the importance of costs. They offer a more focused

9 See, for example, Anderson and Hill (1990), who study the American West; Alston et al. (1996), who
study the Brazilian frontier; and Anderson and Lueck (1992), who study American Indian reservations.
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original study that includes a cross-sectional empirical analysis of 40 early American
Indian tribes. Their analysis supports the conclusion that rights of access to property
vary depend on the relative value of the property resources and the different costs of
establishing and enforcing property rights.10

More modern studies of the evolution of property rights have focused on a number
of closely related questions. First, can one explain which properties are owned publicly
and which remain in the private sector; see, for example, Troesken (1997). Second, how
important is the registration of land and the associated security of ownership important
in the development of private property; see, for example, Miceli et al. (2001, Kenya),
and Miceli and Sirmans (2000, U.S.). Third, what affect did local government regula-
tions of land use have on the rate of development of private property; see, for example,
Fischel (1990, growth controls).

4.2.2. Creating individual rights in shared property

One important deviation from the classic “Coase Theorem” framework arises when
resources are “common pool.” In such situations, access to a resource is at best only
partly excludable; the resulting absence of entry controls leads to the “tragedy of the
commons” in which the resource is overutilized. In essence, inefficiencies arise because
there is no clear-cut mechanism by which individual agents can contract to exclude oth-
ers and to prevent the dissipation or elimination of economic rents. Partial solutions to
the tragedy of the commons involve means by which private property rights to common
property are assigned. The empirical literature involves a series of qualitative studies,
quantitative studies, and experiments that offer evidence as to the success of these pri-
vate property regimes. Grafton et al. (2000) offer a relatively recent overview of the
empirical literature, as well as a case study of a British Columbia fishery. Libecap (1989)
describes the nature and complexities of the contracting issues that arise when one at-
tempts to put into place property rights arrangements involving common resources.11

One empirical approach has been to compare the success of various private property
regimes on a cross-sectional basis within the U.S. Agnello and Donnelley (1975) find
that oyster fisheries in states with private property regimes were more productive than
those in states that had limited open-access regimes. Townsend (1990) and De Alessi
(1998) both point to evidence that the regulation of common resource fisheries is not
enough; it is essential to create appropriate property rights. Grafton et al. (2000), fo-
cusing on halibut fishing, conclude that it may take years for the efficiency gains from
privatization to materialize, and that both short-run and long-run gains can be at risk
if there are restrictions on private property rights (on the duration, transferability, and
divisibility of those rights and by other inhibiting regulations). They also point to the

10 For further development of the theory underlie many of empirical studies, see, for example, Lueck (1994,
1995).
11 For an application to the study of oil fields, see Libecap and Wiggins (1984); for parking, see Epstein
(2001).
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potential adverse impact of preexisting regulations, such as rate-of-return regulations on
public utilities.

The particular method used to create private rights to public resources can obviously
make a difference. The use of transferable property rights has become quite popular
in recent years, both with restrict to the use of air resources (transferable emissions
permits) and with respect to fisheries (transferable quotas).12 Transferable permits have
generally been deemed successful. With respect to sulfur dioxide, each public utility was
given an allowance for tons of emissions each year; the private right is transferable and
bankable. As reported by Schmalensee et al. (1998), the result was an active market in
emissions rights from the inception of the program in March 1997, and an improvement
in economic efficiency.

4.3. Shared ownership

Institutions can facilitate exchange by defining and enforcing property rights and by
enforcing contractual agreements. One institutional form which can in theory achieve
commercial benefits is the cooperative, an arrangement in which individuals share own-
ership of common property. Such ownership can be enforced purely through contract,
or through the exercise of coercive power by the state. A number of historical stud-
ies have evaluated particular institutional arrangements to better understand the specific
factors that affect the costs of creating and enforcing property rights. Pirrong (1995) re-
views a variety of commodity exchanges, concluding that as a general rule commodity
exchanges were able to facilitate private arrangements to share ownership. Specifically,
the commodity exchanges were able to achieve five goals: commodity measurement,
contract enforcement, the policing of theft and fraud, and the mitigation of informa-
tion asymmetries. The one exception was the Chicago Board of Trade, which failed to
regularize its measurement of grains and to reduce significant information asymmetries
between buyers and sellers. This empirical study, along with a number of others, has
served to provide support for the view of Ellickson (1991) and North (1990) that private
cooperation can facilitate private rights without the state playing an active role. Ellick-
son’s study of cattle farming in Shasta County, for example, leads one to conclude that
norms of cooperation that are based on mutual interests of affected parties can serve as
the basis of a system of shared ownership, even if the parties do not interact repeatedly.

4.4. Property rights versus liability rules

The extent to which rights of property ownership are valuable to individuals depends in
part on the mechanisms by which these rights are enforced. In a classic article, Calabresi
and Melamed (1972) characterize the trade-offs between liability rules (enforcement

12 With respect to air resources (sulfur dioxide), see, for example, Joskow and Schmalensee (1998) and
Joskow et al. (1998); with respect to fisheries, see, for example, Grafton et al. (1996).
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through suits for damage) and property rules (enforcement through injunctive reme-
dies). Property rule regimes are generally seen as more efficient when transactions costs
and the likelihood of strategic behavior are low, whereas liability rule regimes can be
designed to minimize the possibility of strategic behavior and can work more effectively
when transactions costs are high.13

A variety of empirical and experimental studies have been undertaken to evaluate
the extent to which the law relies on one or both enforcement mechanisms and the
effectiveness of those mechanisms. One set of applications has included empirical stud-
ies of the extent to which bargaining arises in property rights situations. For example,
Farnsworth (1999) finds no evidence that parties bargain after judgments are reached
in nuisance cases; this counters one’s expectations that a judgment would serve to clar-
ify the assignment of property rights. Apparently in the 20 nuisance cases under study
the relationship among the parties was sufficiently acrimonious as to make bargaining
difficult.

Another set of applications of considerable interest has been the normative and posi-
tive evaluation of situations under which the government has required the sale of private
property. Thus, a regulatory taking can be seen as the imposition of a liability rule to
enforce the ownership of certain types of private property, whereas property otherwise
immune from a taking would be protected by a property rule.

While the takings debate has generated substantial normative debate, the empirical
analyses of the pros and cons of government regulation of private property have been
much more limited. A 1998 paper by Heller (1998) focuses on the “anti-commons prob-
lem.” In an anti-commons, multiple owners of a property each have the right to exclude
others from the use of that resource, but no one has the privilege of sole use of the prop-
erty. With too many owners exercising their right to exclude, the property is likely to
be under- rather than over-used. Heller applies this theory to the utilization of property
rights in Russia, explaining, for example, why many Russian storefronts were empty
while street kiosks were full of goods. In an interesting empirical study, Miceli and Sir-
mans (2000) point out that even if it appears efficient to divide a property; that such a
situation is likely to generate hold-out problems. They evaluate conditions under which
the imposition of a “right to partition” the land, can (and cannot) improve social welfare.
The authors also evaluate a remedy that requires the forced sale of the parcel of land,
with the proceeds divided among the owners. They find that this remedy is often unfair
and inefficient because it does not account for and preserve the subjective values that
individuals may place on their particular parcels of land. They prefer a remedy in which
the land is partitioned, and individual property ownership is maintained, despite the fact
that there is a risk of strategic behavior and a potential cost of buying and reassembling
the land.

13 Calabresi and Melamed (1972) consider a third method for enforcing property rights—inalienability (rights
that cannot be given away or sold, such including the vote, human rights, and certain body organs. For a
valuable discussion of the conditions under which alienability applies, see Rose-Ackerman (1985).
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In one intriguing study of the evolution of agricultural and fishing rights in Iceland,
Eggertsson (1992) describes how initial private ownership of large tracts of land evolved
into communal property. The resulting commons problem was responsible, in part
(other causes included adverse trade relations, volcanic eruptions, pests and plagues,
and a cooling climate) for the long-term economic decline of the Icelandic economy,
running through the 18th century.

4.5. Consequences for efficiency and economic growth of poorly defined/enforced
property rights

A system of poorly defined or inadequately enforced property rights can be expected,
as a matter of theory to create economic inefficiencies and to inhibit or otherwise limit
economic growth. In short, economic growth requires a government or governmen-
tal entities that establish property rights so individuals and firms can contract with a
minimum of transactions costs.14 A variety of historical studies, covering a range of
substantive areas, provide support for this proposition.15 With respect to water rights,
the changes that occurred in the Western U.S. in the latter part of the 19th century of-
fer a case in point. Kanazawa (1998) points out that California had adopted a system
of water law that recognizes both riparian and appropriative rights. In riparian regimes
rights are based on ownership of land and water rights are derived from use, not from
physical possession. These rights are often less clear than appropriate rights, which are
based on possession. Kanazawa offers empirical evidence that courts tended to promote
appropriative claims when transactions costs were high to encourage the reallocation of
water rights to their highest and best use.

Another focus in the property rights literature has been on the question of the extent
to which property rights are essential if one is to improve the well-being of the poorest
nations and their inhabitants. Using a cross-section sample of 47 countries with data
focusing on changes from 1960 to 1989, Keefer and Knack (1997) find that deficient
property rights institutions (as measured by indicators of the rules of law, the pervasive-
ness of corruption, and the risk of expropriation and contract repudiation) cause poor
countries to fall back rather than catch up with their richer counterparts. More recently,
using a cross-section of over 100 countries for the 1975–95 period, Norton (1998) finds
that well-defined property rights improve the lot of both poorer countries and the poorest
inhabitants of those countries.16

In recent years, it has become more and more apparently that the specification and
effective enforcement of a system of private property rights is essential if developing
economies are to make a successful transition to a democratic capitalistic system which

14 The underlying theory is laid out, for example, in Norton (1998) and North (1981).
15 These studies include work by Barro (1991), Keefer and Knack (1997), and Knack and Keefer (1995).
16 Other recent studies with a geographical focus include Migot-Adholla et al. (1991; Sub-Sahara Africa) and
Lanjouw and Levy (2002; Ecuador). For a study of the importance of the effectiveness of government, see,
for example, La Porta et al. (1999).
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supports economic growth. For an interesting discussion of the difficulties of achieving
a transition to a system of private property in Russia, see, for example, Shleifer, Boycko,
and Vishny (1993, 1995).

5. The litigation process

5.1. Introduction: the costs of litigation

Litigation arises when the action of an injurer harms or allegedly harms a victim. The
harm may be intentional as in the case of most crimes, accidental as in the case of many
torts, or incidental as in the case of many nuisance situations. The behavior of injurers,
and, in some cases, victims (their precaution and levels of activity) affect the frequency
and extent of harm to one or both parties. Economic efficiency requires balancing the
cost of harm against the cost of avoiding it, including the costs of risk bearing.

Most early studies of the costs of litigation were longitudinal in nature. In conducting
those studies, social scientists focused primarily on the “supply” of social harm.17 In
this framework, harms are seen not only as a function of the particularities of the legal
system, but also as the consequence of more basic socioeconomic determinants. For
example, automobile accident litigation may be affected by automobile registrations,
gasoline prices, the average age of drivers, income levels, and urbanization. With respect
to the legal system, differences among legal rules (e.g., strict liability vs. negligence),
differences in rights of action, whether the trier-of-fact is a jury or a judge, and whether
the attorney works on an hourly or contingent fee basis, are among the factors that can
affect the costs of litigation.

Clark’s (1990) comparison of litigation trends in Europe and Latin America since
1945 is a useful example of a longitudinal study of litigation. Clark suggests different
rates of litigation among Spanish regions from 1945 to 1967 or for Italian regions from
1952 to 1968 are best viewed as representing differential adjustments to varying en-
vironmental conditions. However, Clark and other similar longitudinal studies tend to
avoid structural explanations that might reflect underlying sociological, economic, and
political factors. Other than a passing reference to theories of the business cycle and
to models of the evolution of courts, Clark does not look for variables that might char-
acterize changes in the economy or to changes in the legal system that would produce
more or less harmful behavior.18

More recent time series studies of litigation have focused on the apparent “explosion”
of litigation that occurred in the 1960s and 1970s. Analyses of these and more recent
periods have typically been descriptive in style, emphasizing the substantive areas of law

17 See Cooter and Rubinfeld (1990).
18 A conceptually more appealing analysis is that of Stookey (1990), whose model allows social crises to
affect rates of dispute, which in turn affect litigation rats. Stookey notes that changes in litigation rates crate
pressures for policy changes, which in turn induce changes in litigation rates.
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in which litigation has grown most rapidly. For example, Galanter (1986) describes a
rapid increase in products liability filings and in jury awards. Galanter also points to the
fact that more than 98% of all civil cases are filing in state rather than federal court. As
a result, any significant trends in litigation rates are likely to show up using state court
data, which has been reported over the years by the National Center for State Courts.
Finally, Galanter points to the interesting comparative fact that while many countries
have lower overall rates of case filings than the U.S., that the per-capita use of the courts
is in the same range in the U.S., Canada, Australia, England, Denmark, and Israel.19

5.2. The chronology of a legal suit

Initially, in the first stage of the chronology of a lawsuit, there is an underlying event
in which one or more persons or entities (an “injurer” or “injurers”) allegedly harms
others (a “victim” or “victims”). The frequency of harm will generally be influenced by
the choices that potential injurers make about the levels of activity in which they engage,
and the precaution that they take when engaging in those activities. Activity levels are
typically not easily monitored by public enforcers or by courts, so that much litigation
(and the empirical evidence surrounding that litigation) centers on the alleged injurer’s
level of precaution. The activity levels and extent of precaution chosen by those who
are potential victims may also affect the frequency of harm.

As will be true at each stage of the litigation “game,” the “rational” decisions of
potential injurers and victims will be dependent on their expectations as to the stream
of benefits and costs associated with their activity and precaution choices. These benefit
and cost streams, are of course, related directly to the decisions that are likely to be
made in each of the further stages of the litigation game.20

In the second stage of a legal dispute, the party that allegedly suffered harm typically
hires an attorney and then decides whether and where to assert a claim. If made on a
rational and self-interested basis, these decisions will be the solution to a sequential
game that balances the costs of asserting the claim against the benefits that might be
expected through settlement or trial. The extent to which the attorney’s interests are
or are not aligned with those of the client is a significant issue for any legal system.
Moreover, this principal-agent problem is likely to be significantly influenced by the
fee arrangement under which the attorney operates.

The third stage of litigation occurs after the claim has been filed, but before trial.
Pre-trial litigation efforts, which relate generally to the discovery process, include re-
sponding to complaints, answering interrogatories, and taking depositions. By providing
information, the discovery process serves to help the parties sharpen their expectations
about trial outcomes. Consequently, the pre-trial discovery process provides the central

19 Galanter (1986), p. 7.
20 For a general overview of the litigation process, with an emphasis on normative issues, see Cooter and
Rubinfeld (1989); see also Kaplow and Shavell (2002).
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input for the fourth stage of the litigation process, settlement bargaining. If the par-
ties can reach a cooperative outcome is reached the case settles; the non-cooperative
alternative is a trial.

The fifth stage of the litigation process is the trial itself. Trials can be costly exercises,
although costs are likely to vary widely depending on the stakes in the case, and the
nature of the forum in which the trial takes place (jury vs. judge trial, arbitration vs.
litigation, etc.). Because litigation is costly, trials are typically negative sum games,
with a possible exception that can arise when external benefits to one party make the
payoffs of the trial game substantially asymmetric.

It is useful for our purposes to also distinguish a sixth stage of the litigation game—
the trial outcome itself. Judgments by judges or juries can be injunctive or compensatory
or a combination of the two. If both parties are satisfied with the judgment, the litigation
process ends. However, one or both parties can opt for the seventh stage—an appeal to
a higher court or courts.

The theoretical game-theoretic literature describing each of the stages of the litigation
process, and/or combinations of several stages is substantial. However, the empirical ev-
idence that is needed to provide the foundation for those models is in much more limited
supply. In the subsections that follow, we highlight some of the relevant empirical lit-
erature. Because our focus is on the litigation process itself, we begin with the filing of
the lawsuit.

5.3. Forum and law choice

An individual who believes that he or she has suffered harm must (with the assistance
of an attorney) choose the appropriate law and the appropriate forum in which to file.
It is not unusual for the victim to have a range of law and forum options, depending on
whether state, federal, or foreign statutes apply. Moreover, defendants face forum choice
options as well. Thus, a defendant facing a patient infringement claim in a jurisdiction
believed to be sympathetic to the plaintiff may choose to file a declaratory judgment
claim in a more friendly location.

The ability and the incentive to forum shop are both likely to be influenced by the
decision rules that courts use to resolve conflicting forum claims. There are two related
questions of interest. First, suppose that a claim is filed in one jurisdiction involving
parties that operate in several jurisdictions. Which jurisdiction’s law should apply? Sec-
ond, suppose that the parties file related claims in two distinct jurisdictions. How do the
jurisdictions decide which should take precedence?

The former question has been the focus of much legal debate and some empirical
analysis. Indeed, the legal footing on which the choice of law (or alternatively the con-
flict of laws) doctrine relies has evolved over the past half century. Under the First
Restatement of Conflict of Laws (1934), for example, solutions were likely to depend
on non-legal factors, rather than on the substantive laws of the conflicting jurisdictions.
The Second Restatement (1971) gives credence to the laws of the possible forums, but
suggests taking into account a wide range of factors, including, but not limited to: (i) the
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relevant policies of each forum; (ii) the protection of justified expectations; (iii) the cer-
tainty, predictability, and uniformity of results; and (iv) the ease of determination and
application of the law.21

Under the Second Restatement, judges are afforded substantial discretion in making
choice of law decisions. In a study of 802 multi-court opinions involving choice of laws,
Borchers (1992) found a wide variation in the pattern of results. Courts that tended to
rely on the First Restatement tended to favor rules that favored plaintiffs’ recovery less
often than those that relied on the Second Restatement. In addition, courts that relied
on the First Restatement were less likely to benefit local parties than those than did
not. On the whole, Borchers reaches the conclusion that whatever the cited basis, most
courts use their own judgment, in the process finding a way to do what they believe is
substantively appropriate without necessarily following the law. However, Thiel (2000)
comes to a contrary conclusion, based on a reanalysis of Borchers’ data using more
sophisticated econometric techniques.22 Thiel finds little evidence to support the theory
that judges are more favorably inclined to residents or to plaintiffs, although he does
(not surprisingly) find that judges tend to favor the law of their own forum.

Thiel’s article is (to our knowledge) the first that makes an effort to draw empirical
implications from theories of interest-group politics. He suggests that the competition
among jurisdictional laws can be seen as dynamic prisoners’ dilemma game, in which
the cooperative outcome (which maximizes the joint welfare of the two jurisdictions)
may or may not be achieved.23

Whether forum shopping enhances or diminishes economic efficiency is open to de-
bate. The positive case for shopping is based on the possibility that a party can choose
a forum that will allow from a quicker and more accurate trial. For example, a num-
ber of authors have argued that Delaware’s successful effort to develop a specialization
as a center for corporate law has generated a positive “race-to-the-top,” not a race-to-
the bottom.24 The case against forum shopping is based on the view that differences
in expected awards across forums reflect true differences in the cost of failing to take
precaution. Suppose, for example, that the cost of precaution is sufficiently high in the
jurisdiction in which a plaintiff is injured so as to make the injurer non-negligent in
tort. If the plaintiff were to file in a jurisdiction in which precaution is less costly, the
defendant will be overdeterred and litigation costs will be excessive.25

There is evidence that forum shopping has increased substantially over the past thirty
years. For example, the fraction of state court cases that were removed to federal court

21 See Borchers (1992), p. 362, citing section 6 of the Second Restatement.
22 Thiel uses a two-limit Tobit model, which builds on the assumptions that (1) some choice of law arguments
are not made by each party to the litigation because the interest is not sufficient to cross an appropriate
threshold, and (2) judges can only apply choice of law analyzes when the issue is raised by one or both
parties.
23 For another study that takes an interest-group, political science perspective, see Solimine (1989).
24 See, for example, Bebchuk et al. (2002) and Romano (2002).
25 For a normative discussion of forum shopping along with empirical evidence, see Clermont and Eisenberg
(1995).
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increased from 15% in 1970 to over 30% by the year 2000.26 This is consistent with
the view that defendants often choose more friendly forums after plaintiffs have filed
suit. The alternative explanation is that defendants are simply responding to an ineffi-
cient forum choice by plaintiff. Clermont and Eisenberg recently attempted to sort out
a number of competing interpretations of the increased forum shopping.27 They studied
a large sample of cases (utilizing a database obtained from the Administrative Office of
the Courts of three million federal cases terminated over thirteen years) involving diver-
sity of jurisdiction; in such cases federal as well as state court venues are available to the
parties. While plaintiffs were successful in 71% of cases overall, their success in cases
removed to federal court was only 34%. This was due in part to the ability of defen-
dants to move cases away from plaintiff-friendly jurisdictions (which may or may not
be efficiency-enhancing). However, it also reflects a case selection effect, since to some
extent the cases that were removed were relatively weak from plaintiff’s perspective,
wherein the strong plaintiffs’ cases had been settled or otherwise resolved. Using re-
gression analysis to control for characteristics of cases and hopefully the case-selection
effect, the authors concluded that forum-shopping effects remain substantial. Forum se-
lection through removal, all else the same, reduces a plaintiff’s probability of success
from 50% to 39%.28

Because of their focus on diversity cases, Clermont and Eisenberg make the plausible
presumption that the dominant advantage of forum shopping inures to the defendant.
Their view is that the transfer of forum causes some plaintiffs to abandon their cases or
to settle on relatively unfavorable terms; moreover, it also makes litigation more difficult
for the plaintiff. Yet, absent the ability to transfer, forum shopping clearly can and has
benefited plaintiffs. One recent study lays out the substantial benefits to both parties
from forum shopping in patent litigation cases.29

In summary, empirical evidence supports the view that there is substantial forum
shopping by plaintiffs, whose effects are diminished but not eliminated by defendants’
ability to transfer cases. These effects appear significant, even after controlling for im-
portant case and selection effects. As with other areas of litigation, there remain many
unanswered questions related to the choice of laws and forum. To what extent do defen-
dants make an initial strategic forum choice, as, for example, by filing for declaratory
judgment? What are transactions costs that are imposed by the forum-shopping process?
What risks are put on the parties by the uncertainty surrounding choice of law and choice
of forum? While the current state of empirical research is useful, more will be needed
before the normative issues relating to forum and law choice can be resolved.

26 Clermont and Eisenberg (2002), p. 4.
27 This discussion is based on Clermont and Eisenberg (1998), which reports results from their 1995 paper.
28 The authors also examined cases that were transferred from court to another, rather than removed from
state to federal court. Plaintiffs’ probability of winning in transferred cases, other things equal, falls from
50% to 40%.
29 Moore (2001).
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5.4. Pre-trial

The litigation process is best viewed as a non-zero sum game in which each of the
parties reveals information about the strength of its strategic threat point. It is widely
accepted that trials tend to arise when the judgment expected by the plaintiff is greater
than the judgment expected by the defendant, i.e., when the plaintiff is relatively opti-
mistic. Indeed, in order for settlement to be possible, the savings in costs to the parties
must exceed their relative optimism about trial.30 Thus, settlements tend to occur when
relative optimism is small, whereas trials tend to occur when the plaintiff expects a
large trial judgment and the defendant expects a relatively small judgment. Typically,
one would expect the pre-trial discovery process to move the discovering party’s expec-
tation closer to the trial outcome that would occur if all information were pooled, while
at the same time reducing the variance of the distribution of expected values, thereby
reducing the risks that the litigating parties face.

Any pre-trial information that decreases the mean of the plaintiff’s distribution of
possible trial outcomes will make the plaintiff less optimistic and thereby decrease the
probability of trial, and conversely for the defendant. Moreover, because trial occurs
in a relatively small number of cases where the plaintiff is optimistic relative to the
defendant, a reduction in variance caused by the pooling of information is likely to result
in fewer trials as well. It is useful to view the pre-trial discovery process as including the
voluntary disclosure of information, which will tend to support each side’s optimism,
and the mandatory disclosure, which will have the opposite tendency.31

Pre-trial discovery can satisfy an additional goal, by increasing the likely accuracy of
any settlement that the parties reach. An accurate settlement is a hypothetical settlement
that would be reached if the parties had complete information about the law and the
facts of the case, and the defendant paid an amount equal to the complete information
judgment to the plaintiff (or a correspondingly appropriate injunction were imposed if
an equitable remedy were required). Similarly, discovery can increase the accuracy of
trials by improving the information available to the court.

Finally, the legal rules surrounding pre-trial processes also have implications for the
incentive of the parties to take precaution and on the probability that harm will occur in
the first place. Discovery that is likely to increase the relative optimism of the plaintiff
(or the relative pessimism of the defendant) is likely to increased the expected value of
a claim, and thereby the likelihood that a case will be filed.32 This will, in turn, increase
deterrence by increasing the potential defendant’s incentive to take precaution. Discov-
ery could encourage plaintiffs to drop claims that have little merit, i.e., claims that were

30 For an overview of the economics of discovery, see Rubinfeld (1998) on which portions of this subsection
are based; for a more formal analysis, see Cooter and Rubinfeld (1994).
31 For a general discussion of voluntary vs. mandatory disclosure see Hay (1994) and Shavell (1989).
32 This abstracts from changes in the probability of settlement; if plaintiff becomes more optimistic, the
probability of trial could increase, which, other things the same, could diminish the expected value of the
claim (because trial costs could be large).
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based on false optimism. In general, broad discovery rules are likely to increase deter-
rence to the extent that they improve the specificity of the litigation process, which has
the effect of increasing the gap in liability costs between failing to take care and taking
care.33

The theory of pre-trial discovery makes clear the trade off between the costs of pre-
trial discovery and the costs of trial. A more extensive and more costly discovery process
is likely to increase the probability of settlement (which is typically well over 90%) and
thus to save on trial costs. However, discovery can itself be highly costly, and the appro-
priate balance is not clear. If discovery had no effect on settlement, the cost of obtaining
information through discovery should be around 10% of the cost of finding that infor-
mation through trial in order for discovery to save transactions costs directly. However,
discovery can increase the likely of settlement, which itself reduces transactions costs,
so the ultimate trade-off is less transparent. Moreover, discovery can be used strategi-
cally by the parties; since discovery costs are typically borne by the responding party, it
can be advantage for a party requesting discovery to engage in broad discovery simply
to raise its rival’s costs.

Interestingly, there is substantial variation in discovery practices across different le-
gal environments, which offers a potential and relatively untapped source of empirical
information that is relevant to the normative questions that have just been asked. We
know that discovery practices (and costs) vary with legal environments, based among
other things, on (i) whether the system is adversarial as in the U.S. (a common law
country), or inquisitional, as in most European countries (which operate under civil
law); (ii) whether there is substantial reliance on juries as triers-of-fact, as in the U.S.,
but not England34; (iii) whether there is substantial fee shifting from losing to winning
parties; as in the U.K. and parts of Europe, but not in the U.S.; and (iv) whether the un-
derlying culture relies heavily on attorneys, and relies on the court system to encourage
the provision of information and to resolve disputes, as in the U.S., but not in Japan.35

Some historical, primarily non-econometric evidence supports the view that discov-
ery efforts are responsive to economic incentives. Thus, there is a strong finding of a
positive correlation between the stakes of the case and discovery effort.36 Surprisingly,
however, one study found that cases with greater discovery tended to settle less than
those with less discovery.37 While the author did control for case complexity and case
size, the formal analysis did not reflect the relatively complex set of strategic incentives
facing the parties.

33 P’ng (1987).
34 There is some empirical evidence that delays in getting to trial are on average greater for judge trials than
for jury trials (Eisenberg and Clermont, 1996), and alternative dispute resolution processes do not reduce
delay (Heise, 2000).
35 Langbein (1985) offers an interesting qualitative comparison of discovery in the U.S. and in Germany. For
a comparison with Japan, see Ramseyer and Rasmusen (1997).
36 See, for example, Trubek et al. (1983), pp. 95–96 and Glaser (1968). For a more general overview of the
non-econometric empirical evidence, see McKenna and Wiggins (1998).
37 Glazer (1968).
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On the whole, there has been very little econometric work on the pre-trial be-
havior of the parties. One important exception is Shepherd (1999). In a study based
on an interview survey of attorneys in 369 federal civil cases, Shepherd estimated a
simultaneous-equations tobit model that emphasized the interdependent nature of the
strategic discovery choices made by plaintiffs and defendants. He modeled each party’s
discovery effort as a function of the expected recovery in the case, the expected non-
monetary recovery, various case-specific factors, the fee-arrangement with the client,
and the discovery effort by the opposing party. Shepherd found that plaintiffs typically
choose their discovery independently of the defendant, i.e., they do not respond strate-
gically. Defendants, however, respond almost entirely to the plaintiffs’ discovery efforts
in a manner consistent with a tit-for-tag game-theoretic strategy. Finally, plaintiff attor-
neys operating under hourly fee arrangements tend to conduct on average more than 5
days more discovery than do attorneys operating under a contingency. Whether these
and other results will hold up in future studies that use data sets that allow one con-
trol more effectively for case characteristics and to measure discovery effort objectively
remains an open question.

To our knowledge, there has been little or no research into the costs imposed on the
larger judicial system by the discovery process. Thus, we know little about the costs to
the parties that could associated with the revelation of confidential information, or the
costs to non-litigants who might be affected by case outcomes. Nor, do we have much
information on “discovery abuse,” which might be defined as discovery requests where
the direct information benefit to the requesting party is less than the cost to both parties
of meeting that request.

Much of the empirical analysis of pre-trial discovery has focused on the benefits and
costs of changes in discovery rules, with the most recent evidence flowing from a debate
as to whether recent changes in federal discovery rules that required substantial disclo-
sure by both parties.38 Because half of the local districts opting out of the required
changes, as allowed under the reforms, a more or less natural experiment (but-for selec-
tion effects) was created. Key questions were (i) would mandatory disclosure increase
or decreasing the costs of litigation, and, (ii) would mandatory disclosure delay or speed
up the litigation process?

One recent study by the Federal Judicial Center surveyed 2,000 attorneys involved
in 1,000 cases that were terminated in 1996.39 The survey suggested that attorneys, on
balance, believed that the accuracy of the process was improved, which would tend to
lower costs. Moreover, there was evidence of a small decrease in the time involved in
litigating cases. A second study, conducted by the RAND Corporation, compared the
behavior of a small group of district courts prior to the discovery reforms, some of which

38 The majority of studies of the role of discovery have been undertaken primarily by socio-legal scholars.
See, for example, a Federal Judicial Center study (Connolly et al., 1978), the work that emanated from the
Wisconsin Civil Litigation Research Project (Trubek et al., 1983), or more recently a study by the National
Center for State Courts (Keilitz et al., 1993).
39 Willging et al. (1997).
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had a form of mandatory disclosure and some of which did not.40 In this case, the RAND
group found no significant differences in delay or litigation costs, but some increased
dissatisfaction of attorneys who operated under mandatory disclosure rules. Whether
changes in disclosure rules really have little effect, or whether we simply have not been
able to measure those effects with sufficient precision, remains an open question.41

5.5. Settlement

We suggested previously that cases are less likely to settle the greater the relative opti-
mism of the plaintiff about the trial outcome. More generally, the basic economic model
of litigation suggests that settlements will occur if there is a positive cooperative surplus
to be enjoyed by settling.42 This surplus consists of three elements (1) the sum of the
trial costs of the two parties; (2) the difference between the plaintiff’s and defendant’s
subjective expected payoffs from going to trial; and (3) the sum of the risk-bearing costs
borne by both parties. To put this formally, let

Tp(Td) = subjective value to plaintiff (defendant) associated with a successful
trial outcome;

ctp(ctd) = cost to plaintiff if the case is settled.

Then, according to theory, cases will settle when G = (Tp − Td) + (ctp + ctd) > 0.
This model of settlement rules out the possibility of strategic behavior by one or

both parties; such behavior must be the result of an effort by the parties to increase
their share of the cooperative surplus from settling the case. One practical approach to
account for strategic behavior is to add randomness to the settlement-trial decision, in
which case the probability of settlement is a function (usually a cumulative distribution
function) of the size of the cooperative surplus, measured directly or proxied by a series
of case-specific variables. A substantial number of empirical studies of the settlement-
trial decision have been authored over the years. The earliest studies by socio-legal
scholars have been both longitudinal and cross-sectional. Only in the past decade or
two, however, have economists begun the task of specifying and estimating structural
models of the behavior of the parties, and they have done so to answer a variety of
interesting questions.

One question is whether augmenting compensatory damages will result in more or
fewer trials. Theory tells us to expected three competing effects: (1) the tendency of
relative optimism to cause cases to go to trial will be strengthened, which will reduce the
probability of settlement; (2) the cost of trying cases will increase, which will increase
the probability of settlement; and (3) the risks faced by both parties will increase, which

40 Kakalik et al. (1998).
41 For another study that found no effects, see Huang (2000).
42 For overall reviews of the relevant theoretical literature, see Cooter and Rubinfeld (1989), Daugherty
(2000), Hay and Spier (1998), and Kaplow and Shavell (2002).
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should increase the probability of settlement. In one study of a large number of antitrust
trials, Perloff and Rubinfeld (1987) found evidence suggesting that, where reputation
effects are important and where the parties tend to be pessimistic, treble damages leads
to a decrease in the proportion of settled cases and an increase in the number of trials.

Other studies, however, have come to contrary conclusions, including Danzon and
Lillard (1983), who studied medical malpractice claims. Danzon and Lillard model
four equations: two trial equations explain the probability of plaintiff winning and the
amount of the verdict, while the settlement equations explain the minimum demand of
the plaintiff and the maximum offer of the defendant. The authors assume that increased
stakes increase the randomness in the model proportionally, but the cost of litigation less
than proportionately. This leads to their conclusion that higher stakes will cause more
cases to be litigated. They also find the higher the plaintiff’s probability of winning at
trial the lower the probability that the case will be tried.

Recent studies of settlement behavior have become more sophisticated in their ability
to account for selection effects and the close link between settlement behavior and trial
outcomes. Viscusi (1988) focuses on the decisions to drop and to settle product liability
claims. He concludes that the expected award had from two to nine times the influence
of the variance on settlements. Fournier and Zuehlke (1989) estimate a plaintiff’s settle-
ment demand equation that explicitly accounts for self-selection, using a survey of civil
filings from 1979–81. They find that higher trial awards and increased variance both
increase the probability of settlement.

Viscusi and Scharff (1996) account for selection effects at both the drop and the set-
tlement stages of litigation using a large number of product liability cases. They find that
higher trial awards have a greater (positive) effect on the defendant’s settlement offer
than on the plaintiff’s request. Conversely, higher probabilities of winning at trial have
a greater effect on the plaintiff’s request than the defendant’s offer. The first result is
consistent with a defendant that is more risk averse than a plaintiff, whereas the second
result suggest the converse.

Using the same data set described previously, Perloff, Rubinfeld, and Ruud (1996)
estimated a joint model of trial outcomes and settlements. They modeled settlements
as a function of the expected distribution of outcomes, conditional on a case going
to trial. In their model the probability of settlement is a function of the probability
that plaintiff and defendant expect to win at trial as well as the variance of the trial
outcome. They find that risk aversion plays an important role in explaining why cases
settle instead of going to trial. When the probability of winning is near 50%, the variance
of trial outcomes is at its maximum.43 When the probability of success increases above
50%, the variance decreases. Using this fact, and accounting for the importance of risk
aversion, the authors find that for every 1% increase in the probability that the plaintiff
wins, the probability that the case settles increases by nearly 0.13%. Moreover, because

43 In a binomial distribution with success probability p, the variance is p(1 − p), which is maximized at
p = 1/2.
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the magnitude of the risk aversion effect increase with the size of damages awarded,
trebling antitrust damages has a dramatic effect on the probability of settlement. Once
again, were treble damages eliminated, the fraction of cases going to trial would increase
substantially.

While reputation effects per se may or may not be significant in particular cases,
the likelihood that settlement will be reached may be a function of the nature of the
interactions among parties. In one recent study Johnston and Waldfogel (2002) found
even when litigants have no history, that attorneys may be involved in repeated play.
Using a data set on 2,000 federal civil cases filed in the Eastern District of Pennsylvania
in 1994, they found that a history of attorney repeat interaction has a significant positive
effect on the probability that cases settle and that such interactions tend to shorten the
disposition of the litigation generally.

The particulars of settlement behavior depend on the nature of the parties (firms or
individuals, risk neutral or risk-averse, etc.), on the nature of the cases (large stakes,
small stakes, reputation effects, etc.), and more generally on the institutional character-
istics associated with the particular subject matter at issue. We have cited previously
a range of studies of civil litigation generally, and of torts, antitrust, products liability
and medical malpractice.44 However, the range of cases covered almost all areas of civil
litigation, including tax and securities.45

Settlement is often seen as the preferred outcome from a policy perspective because
it avoids trial costs. However, seen from the perspective of the litigants themselves,
the preference for settlement is not so clear. On one hand, Gross and Syverud (1996)
explain, relying in part on a survey of attorneys, the pervasive preference for settlement
in most legal systems.46 On the other hand, Galanter and Cahill (1994) point out that
efforts by the courts to encourage settlement, such as court-ordered mediation, are met
with mixed satisfaction by the litigants.47

5.6. Trial

The outcome at trial is the result of a complex interaction between the efforts that both
parties put into the trial and the underlying facts and law of the case. Perhaps the most
central topic of empirical analysis has been the fraction of cases that are won by plain-
tiffs and by defendants at trial. All researchers working on this question are aware that

44 Other relevant medical malpractice studies include Hughes (1989), Sloan and Hoerger (1991), and Farber
and White (1991).
45 Lederman (1999) studied 400 Tax Court cases, and found significant selection effects. Alexander (1991)
found that fewer than five percent of litigated securities cases were tried to judgment.
46 See also Gross and Syverud (1991).
47 Institutional constraints can affect settlement rates as well. Based on an analysis of the timing of settle-
ments of automobile bodily injury insurance claims, Kessler (1996) found that delay in the trial court system
generally increases delay in settlements, and that tort reforms designed to reduce delay in settlement did not
work as intended. Kessler used two separate cross-sections of settled claims, one from 1977 and one from
1987.



384 D.P. Kessler and D.L. Rubinfeld

the concepts of winning and losing are not well defined, since both may be relative
rather than absolute concepts. The plaintiff “wins” a civil suit, in one sense, if the court
awards damages or provides injunctive relief. Many civil suits, however, concern not
the fact of defendant’s liability, but its extent. From this perspective, the plaintiff “wins”
at trial only if the damage award is larger than the defendant’s settlement offer.

In any case, it is well known that the selection of cases for trial need not, indeed,
is unlikely to be, a random selection of filed cases. Despite the former, and in light of
the latter, a number of papers have focused on whether and under what conditions one
should expect plaintiffs to have a 50% win rate. Priest and Klein (1984) have received
prominent treatment in this debate, in part because they were careful to think through
the selection-bias issues that arise when one accounts for the fact that those cases that
go to trial are likely to be those for which there is no (positive) cooperative surplus.
Their starting point is that one should expect a 50% win rate; if the rate tended to be
higher, for example, defendants would find it in their advantage to settle weaker cases,
and vice versa.

Others, however, have pointed out that the interests of the parties and their attitudes
towards risk may not be symmetric, which could generate win rates that are significantly
different from 50% for plaintiff. For example, if one or both parties are concerned about
reputation effects, the benefits of winning may be greater than those that are trial spe-
cific. Arguing that defendants are likely to be more concerned with reputation than
plaintiffs, Perloff and Rubinfeld (1987) found that approximately 70% of all antitrust
cases in their data set were won by defendants. Wittman (1985, 1988) argued further
than when the parties disagree about the expected trial award, win rates can deviate
substantially from 50%. Perhaps the general points here are best summarized by Shavell
(1996), who points out it is possible for the cases that go to trial to result in plaintiff vic-
tory with any probability, and consequently, that the probability of plaintiff victory in
settled cases, had they been tried, may be any other probability.

Waldfogel (1995) has offered a thorough and broad empirical analysis of the selection
of cases for trial.48 Using data describing contracts, intellectual property, and torts cases
filed in the Southern District of New York from 1984–87 and closed by 1989, Waldfo-
gel finds strong statistical relationships between the rate at which cases go to trial and
plaintiff win rates. When relatively few cases go to trial, the plaintiff win rate tends to
be close to 50% as predicted by the model of selection bias. However, when the trial
rate increases, which is presumably due to significant asymmetries between plaintiff
and defendant expectations about trial outcomes, the plaintiff’s success rates diverging
from 50%, with rates being higher in some cases and lower in others. Because of data
limitations, Waldfogel is unable to explain the underlying source of variation in win
rates across case types.49

48 For an earlier analysis of similar cases, see Eisenberg (1990).
49 See also Siegelman and Donohue (1995), who discuss the complexities of sorting out settlement decisions
and trial outcomes in the context of employment disputes.
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In a somewhat more recent paper, Waldfogel (1998) uses the same data set to evaluate
the divergent expectations explanation of why cases go to trial (as discussed previ-
ously) with an alternative asymmetric information theory. Under the latter theory one
party, perhaps the defendant, knows the probability that plaintiff will win at trial, while
plaintiff knows only the distribution of plaintiff victory probabilities. If the uninformed
plaintiff makes a settlement demand, the defendant will tend to accept that demand only
if the plaintiff’s probability of success is relatively high. As a result, for those cases
proceeding to trial, the plaintiff’s win rate should be consistently below the fraction of
plaintiff winners in the pool of all cases, and presumably smaller than 50%. Waldfogel’s
evidence rejects the asymmetric information theory in favor of the divergent expecta-
tions theory discussed previously.

There is little doubt, as Eisenberg and Farber (1997) point out, that the process by
which lawsuits get filed and go to trial depends not only on the subjective expected value
of the claim, but also psychological and other non-pecuniary motives. In a broad sense,
those cases that are filed and that eventually go to trial, are likely, other things equal, to
be those where the costs of litigation are lowest. Interpreting costs broadly, we can say
that a “litigious” plaintiff is one that views the costs of going to trial to be unusually
low. Using a data set on over 200,000 federal civil litigations, the authors find that
plaintiffs who are individuals are likely to have higher rates of trial than corporations
(lower settlement rates), and consistent with the implied asymmetry of interests, lower
plaintiff win rates.50

The costs of litigation are in part a positive function of the time it takes to dispose of
a case at trial or through settlement. A number of economists and socio-legal scholars
have studied the factors that affect the time of disposition of civil trials. One important
effort along these lines has been made by researchers at the RAND Corporation’s Insti-
tute for Civil Justice. In evaluating the Civil Justice Reform Act of 1990, RAND studied
one year of civil jury case outcomes from 45 of the 75 most populous counties in the
U.S. The study found that the average disposition time for a case that went to trial in
Cook County Illinois, was over five years.51

A useful overview of trends in civil jury verdicts for the decade beginning in 1985 is
offered by the Moller (1996) RAND study. Focusing on all civil jury verdicts reached
in the state courts of general jurisdiction in 15 jurisdictions, Moller found, among other
things, that plaintiffs win slightly more than half their cases. However, the win rate
ranged from a high of 66% in automobile personal injury and business cases to lows of
44% in products liability cases, and 33% in medical malpractice cases.52

Case outcomes often vary from jurisdiction to jurisdiction, and from data set to data
set. Using a national data base on civil filings obtained by the Administrative Office of
the Courts, Clermont and Eisenberg (1992) found win rates of close to 50% for products

50 For a discussion of the possible influence of judicial ideology on case outcomes, see Ashenfelter et al.
(1995).
51 See Heise (2000), Kakalik et al. (1997).
52 See also Peterson and Priest (1982), Shanley and Peterson (1983), and Hubbard (1987).
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liability and medical malpractice cases. Surprisingly, however, they found win rates to
be substantially higher before judges than before juries, despite the fact that plaintiffs
select judge trials in only about 10% of the cases. Whether all of this can be explained
by selection effects arising when cases vary substantially on many dimensions, remains
an open question.

There is a long-line of literature evaluating the relatively abilities of juries and judges
to perform their evaluative functions. Vidmar (1998) provides a useful overview of the
jury literature.53 He notes that in 1993 that only 1.8% of all civil cases filed in U.S. Dis-
trict Courts involved jury trial, and the fraction is very similar (2.0%) for state cases. He
reviews and evaluates issues such as the ability of the jury to evaluate expert testimony,
to comprehend complex legal arguments, and to understand jury instructions. With re-
spect to the question of whether juries have a pro-plaintiff bias, the literature reaches a
negative conclusion.

A recent subject of intensive study and debate has been the ability of juries to eval-
uate claims for punitive damages. It is well known that the distribution of such awards
has a very high variance. What is less settled is the question of whether those awards
are related systematically to factors raised by the issues in the case, or whether they
are largely due to the particularities of juries. In one study, Hastie et al. (1998) used
responses to hypothetical questions about the appropriateness of punitive damages by
experimentally-chosen jurors. Vidmar criticizes this study for, among other things, fo-
cusing on the wrong questions, but is somewhat more sympathetic to Hastie and Viscusi
(1998), who conclude in from a related study that juries are less able than judges to man-
age punitive damage deliberations.54

The influence or lack of influence of judges on trial outcomes has itself been a subject
of some intensive empirical work.55 In evaluating more than 200 district court cases in-
volving the constitutionality of the U.S. Sentencing Commission in 1988, Cohen (1991)
concludes that at the margin judges are likely to promote their own self-interest. Using
data extracted from Jury Verdict Research’s Personal Injury Verdicts and Settlements
(59,304 trials and 27,429 settled cases), Helland and Tabarrok (2000) report than much
of the difference in win rates (higher with judges) and awards (higher with juries) be-
tween juries and judges can be explained away by case selection effects.56

5.7. Appeal

Relatively little empirical work has concentrated on the appellate process. One impor-
tant exception is Kessler et al. (1996). The authors take on the question of whether and

53 Important if only for its historical significance is the class study of juries and judges by Kalven and Zeisel
(1971).
54 See also Viscusi (2001).
55 For one interesting study relating to the D.C. Circuit and environmental appeals, see Revesz (2001).
56 In a related paper, Tabarrok and Helland (1999) show that plaintiffs are more likely to win tort awards and
that the awards are likely to be higher in states in which state judges are elected in partisan races than in other
states (non-partisan elected judges or appointed judges).
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to what extent one should expect deviations from a 50% win rate with respect to ap-
peals, emphasizing that there are a range of factors that empirically explain deviations
from the 50% result. Analyzing 3,529 appeals decided by the Seventh Circuit Court of
Appeals between 1982 and 1987, they find several case characteristics that influence
win rates in the manner than economics would predict. They include: differential stakes
(the party that has the most at stake is more likely to win), differential information (the
better informed the party, the higher the win rate), legal standard favoring one side (ob-
vious), and agency effects (the party represented by an hourly fee lawyer will have a
lower win rate at trial because the attorney will have a higher probability of taking the
case to trial).

Building on our earlier discussion of differential stakes, there are reasons to expect
win rates substantially below 50%. It seems clear that the probability of success on ap-
peal is likely to be quite low for the entire population of tried cases. If the stakes (and
risk aversion) were the same for both parties, then one would predict a 50% success rate
on appeal. However, it seems reasonable to expect that the party that pays the cost of
an appeal does so because the potential reward is quite high and the cost of an appeal
is low (at least in relation to the cost of the trial itself). The implication is, given sam-
ple selection, a win rate of substantially less than 50%. Indeed, that is what Clermont
and Eisenberg (2002) find in a recent analysis using the Administrative Office of the
Courts database described previously. Defendants are successful in reversing loss jury
trial decisions in 31% of their appeals, while losing plaintiffs success in only 13% of
their appeals from jury trials. The authors point out that these results cannot be fully
explained by sample selection, appealing instead to the argument that appellate judge’s
tend to be more favorably disposed to defendants than are either trial judges or juries.57

5.8. Alternatives to litigation: arbitration and mediation

Throughout the years, a wide variety of litigation reforms have been proposed and
in some cases promulgated to streamline the litigation process. We have previously
described a number of studies of the relatively recent attempts at the reform of the dis-
covery process. In this subsection, we briefly highlight some of the empirical work that
has focused on alternative dispute resolution systems, including arbitration and media-
tion.

Many studies of both arbitration and mediation have focused on the effect of var-
ious interventions on the perceived fairness of the process, rather than the economic
effects on settlement behavior. Thus, in one recent study of court-connected civil case
mediation programs in nine Ohio state courts, Wissler (2002) did not attempt to look
at whether settlement rates themselves increased as a result of the mediation (45% of
mediated cases did settle).58 She did, however, find that few cases went to trial whether

57 The differences are less substantial with respect to appeals of decisions by judges (23% success for defen-
dants and 18% success for plaintiffs).
58 Wissler (2002), p. 666. See also Kakalik et al. (1996) and Bergman and Bickeman (1998).
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there was mediation or not—3% of mediated cases and 2% of non-mediated cases were
actually tried. In addition, 2% of the mediated cases and 4% of the non-mediated cases
were resolved by arbitration.59 Interestingly, she also found that when mediators recom-
mended settlement, cases were more likely to settle, while at the same time the parties
were more likely to view the process as unfair. In sum, one cannot reject the possibil-
ity that successful mediated cases were those in which the parties’ expectations were
least divergent; it follows that successful mediated cases were those most likely to settle
without mediation.

Another study focused on a four year study in the Northern District of Califor-
nia of an alternative dispute resolution process called early neutral evaluation. In the
“experiment” half of the cases of certain types were assigned to a mediator and half
were not. Rosenberg and Folberg (1994) report substantial satisfaction with the process.
Moreover, in about half the early neutral evaluation cases parties reporting savings in
litigation costs and shorter disposition times.

The mediation studies just described all involved interventions by the courts. An al-
ternative form of dispute resolution is private in nature, with the parties agreeing to pay
a fee to a third-party to assist with the resolution of the dispute. A useful study of these
forms of mediation was offered by Rolph et al. (1994). The authors studied a wide vari-
ety of civil cases that were active in Los Angeles, California in 1992 and 1993, relying
on interviews with parties and mediators, as well as lawyers’ case records and Court
records. They find that arbitration rather than mediation is the most popular form of
alternative dispute resolution (“ADR”). While they find little or no overall effect on the
civil caseload of the Los Angeles courts, they do express optimism that private forms
of ADR can be successful in the future (91 former judges were offered private dispute
resolution services at the time of the study).60

With respect to arbitration, it is typically thought that such programs can reduce delay
and costs by providing a more efficient substitute for trial. But, as MacCoun (1991) has
pointed out, because most disputes are resolved without trial, such programs are likely
to divert more cases from settlement than from trial. The implication is that arbitration
(and for that matter mediation as well) may actually increase delay and congestion in
the courts. MacCoun found such a result in a study of court-annexed automobile arbi-
tration in New Jersey. After the introduction of the arbitration program there was no
reduction in the rate of cases going to trial, and an increase in the time of disposition of
cases. He concludes for arbitration, as others do for mediation, that alternative dispute
resolution programs appear to offer improvements in the fairness of the process, but do
not necessarily increase economic efficiency, and in some cases, may make it worse.61

There are clearly some who believe that neither private nor public interventions of
the type just described are likely to much success if any. Whether we should stick with

59 p. 669.
60 p. 58.
61 For an earlier overview of the landscape, see Ebener and Betancourt (1985).
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the status quo or make a more radical move remains a subject of open debate. One who
argues for the latter is Hadfield (2001), who suggests that the key to achieving economic
efficiency is to privatize commercial law entirely.

5.9. Fee-shifting

Under the “American rule” each party pays its own costs of litigation, whereas under
the “British rule” the loser pays all. The theoretical literature on fee shifting leaves an
indeterminate prediction as to the effect of a change from the American to the British
rule on the probability of settlement.62 Cooter and Rubinfeld (1989) review that litera-
ture, suggesting that in cases on the margin between trial and settlement where plaintiffs
are likely to be more optimistic about expected trial outcomes, a switch to the British
rule will reduce the bargaining surplus to be gained by settling, which will increase the
probability of trial. However, two forces go in the opposite direction. First, under the
British rule the stakes of the case are effectively increased.63 To the extent that this en-
courages the parties to expend more effort at trial, the former effect will be muted or
eliminated. Second, under the British rule the parties face greater risk, which would be
expected to increase settlements.

Because the direction of the overall effect on the frequency of trials cannot be de-
termined from theory alone, the empirical evidence will be decisive. The view among
many lawyers that fewer suits will occur when the loser pays more is supported in part
by evidence from experimental economics. In one study, Coursey and Stanley (1988)
found a higher settlement rate when their experimental subjects decided disputes under
the British rule as opposed to the American rule. However, in a more recent study, Main
and Park (2000) found a different result—the British and American rules produced no
difference in the frequency of settlements overall. As theory would predict, they did
find that the British rule produces higher settlements in cases in which the plaintiff’s
probability of success is the highest.

There is very little actual empirical and econometric evidence concerning this topic.
One interesting exception is Hughes and Snyder (1995).64 The authors use data from a
natural experiment that arose when the state of Florida switched from the American rule
to the British rule for medical malpractice litigation between July 1980 and September
1985. They draw the conclusion that the British rule does tend to increase the fraction
of cases settled (and the fraction that are dropped). Cases that do go to trial tend to
generate more pro-plaintiff outcomes.

62 A switch to the British system is typically thought to reduce the incentive to bring a suit; see, for example,
Bebchuk and Chang (1996), Polinsky and Rubinfeld (1996).
63 Katz (1988) simulates a 125% increase in costs.
64 See also Snyder and Hughes (1990).
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5.10. Class actions

Class actions allow an attorney or attorneys to bring a civil lawsuit on behalf of a large
number of plaintiffs. Seen from the plaintiffs’ perspective, class actions allow plaintiffs
to recover for harms suffered when it would be uneconomic to bring individual lawsuits.
From the defense perspective, class actions are seen as overdeterring defendants to the
benefit of class attorneys more than the members of the class. Broader policy issues
surround the overall costs of class action litigation, but also the nature of settlements
(e.g., should coupon settlements be allowed?) and the extent of legal fees (how actively
should courts monitor fees?).

Most empirical studies of class actions have been descriptive in nature, focusing pri-
marily on mass tort cases. Hensler (2001) offers a recent, useful review of the literature,
highlighting the results of a study of class actions conducted by the RAND Corpora-
tion’s Institute for Civil Justice.65 She points to the fact that tort cases actually represent
somewhere between 9% and 18% of all class actions active in the 1995–96 period.
Based on interviews with class action attorneys and documentation of active cases she
offers a nuanced view that supports neither of the two extreme positions described pre-
viously. While rich in detail, the study leaves much open to future empirical work, since
it does not attempt to make an overall policy assessment of the benefits and costs of
the class action approach to litigation. Thus, the study found that average compensation
collected or projected to be collected ranged from $270,000 to $840 million, with aver-
age payments per class member ranging from $6 to $1500 in consumer suits and $6400
to $100,000 in mass tort suits. Whether those “benefits” are worth the costs of litigation
remains an unanswered question.

With respect to settlement behavior, it is believed agency issues make it likely that
some cases will settle when it is in the interests of class members to go to trial (because
the attorney can obtain a relatively high fee by settling and avoid the costs of trial). One
early study, Rosenfield (1976), provides some supporting evidence based on a sample
of over 100 class actions. More recent studies have not contradicted this view, but settle-
ment has not typically been a focal point of the work. Thus, Willging’s 1996 study for
the Federal Judicial Center found that a majority of certified class actions were settled,
and this rate was 2 to 5 times as high as cases that contained class actions that were not
settled. However, Willging did not attempt to control for case characteristics that might
distinguish the value of the underlying cases.
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Abstract

This chapter surveys the theory of the public enforcement of law—the use of govern-
mental agents (regulators, inspectors, tax auditors, police, prosecutors) to detect and to
sanction violators of legal rules. The theoretical core of the analysis addresses the fol-
lowing basic questions: Should the form of the sanction imposed on a liable party be
a fine, an imprisonment term, or a combination of the two? Should the rule of liability
be strict or fault-based? If violators are caught only with a probability, how should the
level of the sanction be adjusted? How much of society’s resources should be devoted
to apprehending violators? A variety of extensions of the central theory are then exam-
ined, including: activity level; errors; the costs of imposing fines; general enforcement;
marginal deterrence; the principal-agent relationship; settlements; self-reporting; repeat
offenders; imperfect knowledge about the probability and magnitude of sanctions; cor-
ruption; incapacitation; costly observation of wealth; social norms; and the fairness of
sanctions.
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1. Introduction

Public enforcement of law—the use of governmental agents to detect and to sanction
violators of legal rules—is a subject of obvious importance. Police and prosecutors en-
deavor to solve crimes and to punish criminals, regulators attempt to control violations
of environmental, safety, consumer protection, and financial disclosure laws, and agents
of the Internal Revenue Service seek to enforce the tax code.

The earliest economically-oriented writing on the subject of public law enforce-
ment dates from the eighteenth century contributions of Montesquieu (1748), Beccaria
(1767), and, especially, Bentham (1789). Curiously, after Bentham, the subject of law
enforcement lay essentially dormant in economic scholarship until the late 1960s, when
Becker (1968) published a highly influential article. Since then, several hundred articles
have been written on the economics of law enforcement.1

The main purpose of our chapter is to present the economic theory of public law en-
forcement in a systematic and comprehensive way.2 The theoretical core of our analysis
addresses the following basic questions: Should the form of the sanction imposed on a
liable party be a fine, an imprisonment term, or a combination of the two? Should the
rule of liability be strict or fault-based? If violators are caught only with a probabil-
ity, how should the level of the sanction be adjusted? How much of society’s resources
should be devoted to apprehending violators?

The chapter is outlined as follows. We begin in section 2 by considering the rationale
for public enforcement of law, that is, by asking why society cannot rely exclusively on
private enforcement of law to control undesirable behavior. We then state the problem
of public enforcement of law in general terms in section 3. In sections 4 through 6, we
analyze strict liability and fault-based liability when enforcement is certain, first con-
sidering monetary sanctions, next non-monetary sanctions, and then the two together.
In sections 7 through 9, we perform the same analysis when enforcement is uncertain
because it is costly. In section 10 we summarize the theory, and in section 11 we discuss
enforcement practices in the light of the theory we have reviewed.

We subsequently examine a variety of extensions of our core analysis in sections 12
through 28. These concern mistake, the costs of imposing sanctions, marginal deter-
rence, the settlement process, self-reporting of violations, corruption of law enforcers,
and the fairness of sanctions, among other topics. We conclude in section 29.

1 See, for example, the references cited in Bouckaert and De Geest (1992, pp. 504–526), Garoupa (1997),
Mookherjee (1997), and Polinsky and Shavell (2000a).
2 For other surveys of the theory of public enforcement, see Garoupa (1997) and Mookherjee (1997). For

surveys of empirical research on law enforcement and crime, see Eide (2000) and Levitt and Miles (2007), and
for a survey of empirical research on enforcement of environmental regulation, see Cohen (1999, pp. 78–95).
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2. Why public enforcement rather than private enforcement?

Before proceeding, we should comment on the rationale for public, as opposed to pri-
vate, law enforcement, where, by the latter, we mean the bringing of suits by victims
of harm or those threatened by harm. An important element of the justification for pri-
vate enforcement concerns information about the identity of violators. When victims
of harm naturally possess knowledge of who injured them, allowing private suits for
harm will motivate victims to initiate legal action and thus will harness the information
they have for purposes of law enforcement. This may help to explain why, for example,
the enforcement of contract law and tort law is primarily private in nature: a victim of
a contract breach obviously knows who committed the breach, and a victim of a tort
usually knows who the tortfeasor was. When, however, victims cannot easily identify
who injured them, it may be desirable for public enforcement to be employed.

For public enforcement to be preferred in such circumstances, one still needs to ex-
plain why society cannot rely on rewards of some type to private parties other than
victims (such as friends of violators or entrepreneurial private enforcers) to supply in-
formation and otherwise help in detecting violators. A difficulty with reliance on private
enforcement of this sort is that if a reward is available to everyone, there might be
wasteful effort devoted to finding violators (akin to excessive effort to catch fish from a
common pool). Another problem is that private parties may find it hard to capture fully
the benefits of developing expensive, but socially worthwhile, information systems to
aid enforcement (such as computerized databases of fingerprint records). An additional
obstacle to private enforcement is that force may be needed to gather information, cap-
ture violators, and prevent reprisal, yet the state frequently, if not usually, will not want
to permit private parties to use force. For the preceding reasons, public enforcement
often will be favored when effort is required to identify and apprehend violators.3

3. The general problem of public law enforcement

The general problem of public law enforcement may be viewed as one of maximizing
social welfare. By social welfare, we refer to the benefits that individuals obtain from
their behavior, less the costs that they incur to avoid causing harm, the harm that they
do cause, the cost of catching violators, and the costs of imposing sanctions on them
(including any costs associated with risk aversion). We will be explicit below about the
definition of social welfare in the various contexts that we consider.

3 The differences between public and private enforcement have been discussed by Becker and Stigler (1974),
Landes and Posner (1975), and Polinsky (1980a); see also Shavell (1993) and Friedman (1995). In this chap-
ter, we assume for simplicity that public enforcement is the exclusive means of enforcement, even though
in practice private parties sometimes play a complementary role by supplying information to enforcement
authorities and by bringing private suits. We also abstract from private parties’ efforts to protect themselves
from harm (and how such efforts might relate to public enforcement), though we mention this issue in the
conclusion.
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The state has four major policy choices to make in undertaking law enforcement.
One is about the sanctioning rule. The rule could be strict in the sense that a party
is sanctioned whenever he has been found to have caused harm (or expected harm).
Alternatively, the rule could be fault-based, meaning that a party who has been found to
have caused harm is sanctioned only if he failed to obey some standard of behavior or
regulatory requirement.

A second choice of the state concerns the form of the sanction: monetary versus non-
monetary (both may be employed together). We focus on imprisonment as the primary
type of non-monetary sanction and we assume that monetary sanctions are socially less
costly to employ than imprisonment.

A third choice involves the magnitude of the sanction.
And the fourth choice concerns the probability of detecting offenders and imposing

sanctions. This probability depends on the public resources devoted to finding violators
and proving that they are liable.4

Part A: Basic theory when enforcement is certain

4. Monetary sanctions

In this section we analyze the optimal magnitude of monetary sanctions—which we
call fines—assuming that enforcement is certain. We consider the two basic forms of
liability, beginning with strict liability.

Suppose that individuals would obtain a gain from committing a harmful act, where
the gain varies among them. If an individual does commit the act, he will have to pay a
fine because he is strictly liable. Let

g = gain an individual obtains if he commits the harmful act;

z(g) = density of gains among individuals;

h = harm caused by an individual if he commits the harmful act;5

f = fine; and

w = level of wealth of an individual.

The gain could be a literal benefit, for instance, the utility obtained from taking food
from a cabin in the wilderness, or the savings from not investing in some precaution,
such as not obtaining pollution control equipment.6 The fine cannot exceed an individ-
ual’s level of wealth, which is assumed to be the same for everyone.

4 The framework for studying public law enforcement employed in this chapter derives, in many respects,
from Bentham (1789). Becker (1968) first stated the enforcement problem in formal economic terms and
added the choice of the probability of detection to Bentham’s expression of the enforcement problem.
5 If the harm is uncertain, h can be interpreted as expected harm instead of actual harm; see section 12.
6 For simplicity, we assume that the gain is not itself available to pay the fine. This assumption would hold

if the gain were non-monetary, as in the example of the utility benefit from taking food from a cabin. In many
circumstances, the assumption would not be fitting, but the complications introduced by considering how the
gain enhances an individual’s ability to pay a fine would be distracting.
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An individual will commit the harmful act if and only if his gain from doing so
exceeds the fine:7 g > f .

Social welfare equals the gains individuals obtain from committing the harmful act
less the harm caused.8 Social welfare is not directly affected by the imposition of fines
because the payment of a fine is assumed to be a socially costless transfer of money.9

Since the individuals who commit the harmful act are those whose gains exceed the
fine, social welfare is

(1)

∞∫
f

(g − h)z(g)dg.

The enforcement authority’s problem is to maximize social welfare by choosing the
fine f . We use an asterisk to denote the optimal value of the fine (and other variables
below). It is clear from (1) that

(2)f ∗ = h,

assuming that such a fine is feasible. Hence, individuals commit the harmful act if and
only if their gain exceeds the harm, which is first-best behavior. Note, however, that
there will be underdeterrence if the individual’s wealth is less than h, in which case the
optimal fine equals the individual’s wealth.

Now consider the fault-based sanctioning rule, in which an individual who causes
harm is sanctioned only if he failed to obey some standard of behavior. In the present
framework, we assume that if an individual commits a harmful act, his gain must equal
or exceed some threshold level of gain in order for him to be free of liability; otherwise,
he is considered to be at fault. Let

ĝ = threshold level of gain under the fault-based sanctioning rule.

If an individual’s gain is less than ĝ he will commit the harmful act whenever g > f ,
while if his gain equals or exceeds ĝ, he will commit the harmful act regardless of
his gain. In other words, the individual will commit the harmful act under fault-based
liability if g > min(f, ĝ). Thus, social welfare is

(3)

∞∫
min(f,ĝ)

(g − h)z(g)dg.

7 We assume for simplicity that he does not commit the harmful act if he is indifferent.
8 Some writers have questioned whether gains from committing harmful acts should necessarily be credited

in social welfare; see, for example, Stigler (1970, p. 527) and Lewin and Trumbull (1990). If the gains from
some type of harmful conduct were excluded from social welfare, the main consequence for our analysis
would be that, for this type of conduct, society would want to achieve greater, possibly complete, deterrence.
That, in turn, would tend to make a higher sanction and a higher probability of detection desirable.
9 In practice, of course, some costs are incurred in collecting fines, such as the cost of identifying and

confiscating the individual’s assets if the individual resists paying the fine. We discuss the implications of
such costs in section 16.
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The enforcement authority’s problem is to maximize (3) by choosing the standard ĝ

and the fine f . It is straightforward to see that

(4)f ∗ = ĝ∗ = h

results in first-best behavior. In particular, if g < h, the individual would be at fault if
he committed the harmful act, and would bear a fine equal to h, so he would not commit
it. If g ≥ h, he would not be at fault if he committed the harmful act and therefore
would not have to pay anything, so he would commit the act. Note that f ∗ and ĝ∗ are
not unique: first-best behavior also can be achieved by setting ĝ > h, with f = h, or by
keeping ĝ = h and setting f > h.

Although we have seen that the first-best outcome can be achieved under both strict
liability and fault-based liability (when a fine equal to h is feasible), the two forms of
liability differ in the information required to implement them. To apply strict liability,
the state only needs to know the harm. Under fault-based liability, however, the state
needs to know more: it also needs to ascertain the gain of the individual (to determine
whether he was at fault).

To illustrate strict and fault-based liability, suppose that a firm contemplates whether
to discharge a pollutant that would cause harm h, rather than to transport it to a waste
disposal site at cost g. Under strictly-imposed fines, the firm would incur a fine of h if
it pollutes, so would not do so unless its savings from not transporting the waste, g, is
greater than h. Under fault-based fines, a polluting firm would incur a fine of h only if
the cost of transporting the waste g is less than h; thus, the firm would pollute only if
g ≥ h.

5. Nonmonetary sanctions

In this section we analyze the optimal magnitude of nonmonetary sanctions—which we
assume to be prison sentences10—when enforcement is certain. Let

s = length of prison sentence, where s is in [0, sM ]; and

d(s) = disutility from prison sentence of length s; d(0) = 0; d ′(s) > 0.

The maximum sentence sM can be interpreted as life imprisonment, and is assumed to
be the same for everyone.

Under strict liability, if an individual commits the harmful act, he will bear a prison
sentence.11 Thus, he will commit the act if and only if his gain from doing so exceeds
the disutility of the prison sentence: g > d(s).

10 It will be clear that most of what we have to say about imprisonment here and in subsequent sections
would carry over, with only slight modification, to other forms of non-monetary sanctions, such as probation,
electronic monitoring, community service, or, in the extreme, the death penalty.
11 Strict liability is in fact an unusual form of liability when the sanction is imprisonment. (An example of
a strict liability criminal offense is the serving of liquor by a bar to underage individuals.) As will be seen,
fault-based liability tends to be superior to strict liability when the sanction is imprisonment.
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Social welfare equals the gains individuals obtain from committing the harmful act,
less the harm caused, and less the cost of imposing prison sentences. The cost of prison
sentences is the sum of the disutility suffered by the sanctioned individuals and the cost
to the state of maintaining a prison system. Let

c = cost to the state per unit of prison sentence; c > 0.

Thus, social welfare is

(5)

∞∫
d(s)

[g − h − (d(s) + cs)]z(g)dg.

The enforcement authority’s problem is to maximize social welfare by choosing the
prison sentence s. From (5), the first-order condition can be written as

(6)(h + cs)(dZ(d(s))/ds) =
∞∫

d(s)

[d ′(s) + c]z(g)dg,

where Z(·) is the cumulative distribution function for z(·). The left-hand side is the
marginal benefit of raising s: h + cs is the social gain from deterring the marginal
individuals, while dZ(d(s))/ds is the number of such individuals deterred.12 The right-
hand side is the marginal cost of raising s: individuals who are not deterred incur
additional disutility d ′(s) and cause the state to incur additional imprisonment costs c.

The optimal prison sentence could lead to either underdeterrence or overdeterrence
due to the costs of prison sentences. To see why, suppose the sentence were such that
individuals committed the harmful act if and only if their gain equaled the harm. If
the sentence were raised above this level, some individuals would be deterred, which
would reduce prison costs, but those who would not be deterred would bear longer
sentences. Depending on which effect is stronger, it may be desirable to raise, or lower,
the sentence, leading to overdeterrence or underdeterrence. Note that a marginal change
of the sentence from the initial level does not affect the gains net of the harm because
the marginal individuals are those whose gains equal the harm.13

Regardless of whether the optimal prison sentence causes underdeterrence or overde-
terrence, the strict sanctioning rule does not achieve the first-best outcome because it
leads to the imposition of costly sanctions.

Now consider the fault-based sanctioning rule, with a standard ĝ. Analogously to the
case of fines, an individual will commit the harmful act under fault-based liability if
g > min(s, ĝ). If s < ĝ, then there will be some individuals who commit the harmful

12 The disutility of imprisonment and the benefit from committing the harmful act do not appear in (6)
because they offset each other for the marginal person.
13 The point that underdeterrence or overdeterrence may result when the prison sentence is optimally chosen
was made by Polinsky and Shavell (1984, p. 94). See also Kaplow (1990b).
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act who will be found at fault, those for whom s < g < ĝ. Then social welfare would be

(7)

∞∫
s

(g − h)z(g)dg −
ĝ∫

s

(d(s) + cs)z(g)dg.

If s ≥ ĝ, then social welfare is

(8)

∞∫
ĝ

(g − h)z(g)dg.

The enforcement authority’s problem is to maximize (7) or (8) by choosing the stan-
dard ĝ and the sentence s. It is straightforward to see that

(9)s∗ = ĝ∗ = h

results in the first-best outcome. First observe that first-best behavior will occur. In
particular, if g < h, the individual would be at fault if he committed the harmful act,
and bear a sentence equal to h, so he would not commit it. If g ≥ h, he would not be at
fault if he committed the harmful act and therefore would not bear any sentence, so he
would commit the act. Second, given (9), costly sanctions will not be imposed because
individuals will never choose to be at fault. Hence, the first-best outcome is achieved.
Note that s∗ and ĝ∗ are not unique: the first-best outcome also can be achieved by
keeping ĝ = h and setting s > h.

The preceding discussion shows that when sanctions are costly, the fault-based sanc-
tioning rule is superior to the strict sanctioning rule. Not only does the fault-based rule
lead to first-best deterrence, it does so without anyone actually incurring a costly sanc-
tion.14

6. Combined sanctions

In this section we consider the optimal mix of fines and imprisonment sanctions when
they can be used together. Under the strict sanctioning rule, social welfare in this case is

(10)

∞∫
f +d(s)

[g − h − (d(s) + cs)]z(g)dg.

First observe that it cannot be optimal to employ a prison sentence unless the fine has
been set as high as possible, equal to individuals’ wealth level w. To see why, suppose
otherwise, that f < w and s > 0. Then it would be possible to raise f and lower s so
as to keep f + d(s) constant, thereby leaving behavior unaffected but lowering the cost
of imprisonment (see (10)).

14 This advantage of the fault-based rule was originally emphasized in Shavell (1987b), which also considered
the possibility of error, and thus of the bearing of sanctions. On the latter issue, see section 15 below.
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Whether it is optimal to use a prison sentence in addition to a fine depends on whether
a fine alone is sufficient to achieve first-best deterrence. If wealth levels are high enough,
if w ≥ h, then a fine equal to harm is feasible and there would be no need for a prison
sentence. If, however, w < h, then relying on fines alone would lead to underdeter-
rence and it might be desirable to employ a prison sentence in addition to the maximal
fine of w. To see whether a prison sentence would be desirable in these circumstances,
consider the derivative of (10) with respect to the sentence s when f = w:

(11)[h − w + cs][dZ(w + d(s))/ds] −
∞∫

w+d(s)

[d ′(s) + c]z(g)dg.

It follows that the condition for a positive prison sentence to be optimal is that

(12)[h − w][dZ(w)/ds] >

∞∫
w

[d ′(0) + c]z(g)dg.

The left-hand side of (12) is the value of deterring the marginal individuals, while the
right-hand side is the marginal cost of imposing prison sentences on individuals who
are not deterred. If a positive prison sentence is socially desirable, it is determined from
the first-order condition associated with (11).

Next consider the optimal mix of fines and imprisonment under the fault-based sanc-
tioning rule. The key point is that, unlike under strict liability, it is always desirable to
employ prison sentences to obtain compliance with the fault standard if fines alone are
inadequate to do so. This is because, as noted above, sanctions are not actually imposed
when the fault standard is complied with, so there is no social cost from using the threat
of prison sentences to obtain compliance. Thus, any combination of fines and prison
sentences that induces potential offenders to comply with the fault standard is optimal.

Part B: Basic theory when enforcement is uncertain

In this part we investigate the level of enforcement resources that the state should devote
to detecting offenders. We assume that the higher the level of expenditures on enforce-
ment, the greater is the probability of detection. Let

e = enforcement expenditures by the state; and

p(e) = probability of detection given e; p′(e) > 0; p′′(e) < 0.

We derive the optimal probability of detection15 and, along with it, the optimal magni-
tude of sanctions.16

15 We implicitly assume that enforcement expenditures e determine a single probability of detection. Thus,
we do not consider an issue identified by Lando and Shavell (2004), that it may be advantageous to concentrate
enforcement resources on a subset of potential offenders (for example, by auditing taxpayers whose last names
begin with certain letters) rather than to spread enforcement resources evenly.
16 Although we assume that the probability of detection can be set independently of the level of sanctions, the
two might be connected. This is because high sanctions may lead juries to be less likely to convict defendants,
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7. Monetary sanctions

In this section we analyze the optimal probability and magnitude of fines, first assuming
that individuals are risk neutral and then that they are risk averse.

7.1. The risk-neutral case

Under the strict liability rule, an individual will commit the harmful act if and only if
his gain from doing so exceeds the expected fine: g > pf . Social welfare, which now
reflects the enforcement expenditures of the state, is

(13)

∞∫
p(e)f

(g − h)z(g)dg − e.

The enforcement authority’s problem is to maximize (13) by choosing enforcement
expenditures e (and thus the probability of detection p), as well as the level of the
fine f .

Before considering the complete problem, suppose that enforcement expenditures are
fixed, resulting in the probability of detection p. It is obvious that if pf = h, namely,
the expected fine equals the harm, (13) will be maximized over f since the first-best
outcome will be achieved. In other words,

(14)f ∗ = h/p,

assuming that such a fine is feasible. Individuals then commit the harmful act if and
only if their gain exceeds the harm, which is first-best behavior.17 Note, however, that
there will be underdeterrence if individuals’ wealth is less than h/p, in which case the
optimal fine equals their wealth.

Now suppose that both enforcement expenditures and the fine are chosen by the
state.18 Then the optimal fine is maximal: f ∗ = w. To demonstrate this, suppose that f

is less than w. Then f can be raised and e lowered so as to keep p(e)f —the level
of deterrence—constant. Because the behavior of individuals is unaffected but enforce-
ment expenditures fall, social welfare rises (the first term in (13) does not change but e

is lower). Hence, the optimal f cannot be less than w. In other words, because any
particular level of deterrence can be achieved with different combinations of the fine
and the probability of detection, society should employ the highest possible fine and

or may induce individuals to engage in greater efforts to avoid detection; on these points, see Andreoni (1991)
and Malik (1990), respectively. See also Bar-Gill and Harel (2001) for a discussion of how the level of crime
affects both the probability and magnitude of sanctions.
17 The general formula (14), or its equivalent, was put forward by Bentham (1789, p. 173), was emphasized
by Becker (1968), and has been noted by many others since then.
18 Consideration of this issue originated with Becker (1968); early writers on law enforcement did not exam-
ine the issue of the choice of enforcement effort.



414 A.M. Polinsky and S. Shavell

a correspondingly low probability of detection in order to economize on enforcement
expenditures.19

We next show that the optimal probability of detection is such that the expected fine is
less than the harm, p(e∗)w < h—that is, some degree of underdeterrence is desirable.
Observe that the first-order condition determining optimal enforcement expenditures e∗
is

(15)[h − p(e)w][dZ(p(e)w)/de] = 1.

The left-hand side is the marginal social benefit of the deterrent effect from a higher
probability of detection. The right-hand side is the marginal cost of greater spending
on enforcement. It follows from (15) that p(e∗)w < h. To explain this result, suppose
that p were such that pw = h. Then there would be no first-order loss of social welfare
from lowering p because the individuals who would be induced to engage in the harm-
ful activity would obtain gains equal to harm. But enforcement costs would be saved,
making it desirable to lower the probability. How much p should be lowered depends
on the resulting savings in enforcement expenses compared to the net social costs of
underdeterrence.20

Under fault-based liability, analogues of the above conclusions hold. The optimal fine
is maximal and the optimal probability of detection is such that the expected fine is less
than the harm. Moreover, the optimal fault standard is less than the first-best standard.
The explanation for these results is essentially that given above. The fine is maximal
in order to reduce the probability of detection and thereby save enforcement costs, and
some underdeterrence is desirable because this also allows savings in enforcement costs.

7.2. The risk-averse case

Now suppose that individuals are risk averse and that social welfare is the sum of ex-
pected utilities of individuals (in the risk-neutral case, social welfare was equivalent to
the sum of utilities). For convenience, assume that the risk of being harmed is the same
for everyone and that individuals buy insurance against harm, paying a premium equal
to the expected harm. An individual’s wealth is his initial wealth, less the taxes he pays,

19 Although the general point that a low probability-high fine combination conserves enforcement costs is
due to Becker (1968), he did not formally consider bounds on fines (and much of his analysis implicitly
presumes that the optimal fine is not maximal). Carr-Hill and Stern (1979, pp. 300–304) and Polinsky and
Shavell (1979, pp. 883–884) observed that Becker’s argument implies that the optimal fine is equal to its upper
bound. Many scholars have noted the unrealism of this result and have introduced additional considerations
that imply that less-than-maximal fines are optimal. We will discuss several important factors of this type,
including risk aversion, general enforcement, and marginal deterrence. See also Andreoni (1991), Bebchuk
and Kaplow (1992, 1993), Malik (1990), and Polinsky and Shavell (1991, 2000b) for discussion of other such
considerations.
20 The point of this paragraph—that some underdeterrence is optimal—was first made by Polinsky and
Shavell (1984).
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less the expected harm he suffers, and less the fine if he has to pay it. Let

U(·) = utility of wealth; U is concave in wealth;

t = tax; and

λ = fraction of population that commits the harmful act.

Both t and λ are endogenous.
An individual will commit the harmful act if g + (1 − p)U(w − t − λh) + pU(w −

t − λh − f ) is greater than U(w − t − λh), or equivalently, if

(16)g > p[U(w − t − λh) − U(w − t − λh − f )].
Note that we are implicitly assuming that the gain g is non-monetary.21 The condi-
tion (16) implicitly determines the fraction of the population λ that commits the harmful
act. The tax t is such that the government breaks even; hence t equals the enforcement
cost e less the fine revenue collected λpf .

Social welfare, the sum of individuals’ expected utilities, equals

(1 − λ)U(w − t − λh)

+
∞∫

p[U(w−t−λh)−U(w−t−λh−f )]
[g + (1 − p)U(w − t − λh)

(17)+ pU(w − t − λh − f )]z(g)dg − e,

since the individuals who commit the harmful act are those whose gains exceed the
expected disutility of the fine.

Suppose initially that the probability of detection is fixed. Then the optimal fine in
the risk-averse case tends to be lower than that in the risk-neutral case for two rea-
sons. First, lowering the fine reduces the bearing of risk by individuals who commit the
harmful act. Second, because risk-averse individuals are more easily deterred than risk-
neutral individuals, the fine does not need to be as high to achieve any desired degree of
deterrence.22

Now consider choosing both the probability and magnitude of fines. The optimal
fine generally is not at its maximum when individuals are risk averse. This is because
the use of a very high fine would impose a substantial risk-bearing cost on individuals
who commit the harmful act. More precisely, reconsider the argument employed in
the risk-neutral case. If f is less than the maximal fine (now w − t − λh), it still is
true that f can be raised and e lowered so as to keep deterrence constant. But due

21 If the gain were monetary, then the condition would become (1 − p)U(w + g − t − λh) + pU(w + g −
t − λh − f ) > U(w − t − λh). The qualitative nature of the results in this section would not be affected.
22 It is possible, however, that the optimal fine is higher in the risk-averse case than in the risk-neutral case,
for the following reason. A way to reduce the bearing of risk is to deter more individuals from committing the
harmful act, for then fewer individuals will be subject to the risk of the fine. See Kaplow (1992).
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to risk aversion, the probability of detection that maintains deterrence falls more than
proportionally, implying that the expected fine, and therefore fine revenue, falls. This
reduction in fine revenue reflects the disutility caused by imposing greater risk on risk-
averse individuals. If individuals are sufficiently risk averse, the decline in fine revenue
associated with greater risk bearing could more than offset the savings in enforcement
expenditures from reducing the probability of detection, implying that social welfare
would be lower.23

In effect, when individuals are risk averse, fines become a socially costly sanction
(reflected in an increase in taxes) rather than a mere transfer of wealth. The more risk
averse individuals are, the better it is to control their behavior by using a lower fine and
a higher probability of detection, even though this raises enforcement costs.

As in the risk-neutral case, there is a reason when individuals are risk averse to reduce
enforcement costs by setting the probability such that some individuals will commit the
harmful act even though their gain is less than the harm—meaning that there will be
some underdeterrence.24

Under fault-based liability, the conclusions are different from those under strict lia-
bility. The differences are due to the fact that individuals are induced to comply with
the fault standard and therefore do not bear risk. Consequently, the results are the same
as those in the risk-neutral case: the optimal fine is maximal; the optimal probability is
relatively low; and the optimal fault standard is such that there is some underdeterrence.

Because, as just emphasized, fines are not actually imposed under fault-based lia-
bility, fault-based liability is superior to strict liability, under which risk is borne. This
advantage of fault-based liability is analogous to the advantage of fault-based liabil-
ity over strict liability when imprisonment is used—a costly sanction is not actually
imposed.

Another advantage of fault-based liability is that it may result in lower enforcement
expenditures than under strict liability. Specifically, because fines are not imposed under
fault-based liability, it becomes desirable to use a high (maximal) fine, which allows a
relatively low probability of detection to be employed.

Of course, in reality, as we will be discussing below, mistakes may occur under fault-
based liability, resulting in the imposition of risk. To the extent that risk exists under
fault-based liability, the main result obtained under strict liability—that fines should not
be maximal—carries over to fault-based liability.

23 The point that the optimal fine may be less than maximal when individuals are risk averse was proved
initially by Polinsky and Shavell (1979) in a model with two levels of gain. See also Kaplow (1992), who
demonstrates in an example that the fine may be less than maximal. It can be shown in the general model
under discussion here that the optimal fine must be less than maximal if the cost of raising the probability of
detection is sufficiently small (given that the wealth of individuals is not too low). The idea of the proof is
that, if the cost of raising the probability were zero, the optimal probability would be one and the optimal fine
less than maximal (equal to the harm). The conclusion follows by a continuity argument.
24 It also is possible, however, that overdeterrence would be optimal. The reason is that the imposition of risk
can be reduced by discouraging individuals from engaging in the harmful activity.
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8. Nonmonetary sanctions

In this section we analyze the optimal probability and magnitude of prison sentences,
first assuming that individuals are risk neutral, then that they are risk averse, and finally
that they are risk preferring. The last case is of particular relevance for imprisonment
sanctions, as will be explained.

8.1. The risk-neutral case

We assume here that d(s) = s, that is, that the disutility of imprisonment rises in propor-
tion to the length of the sentence. This implies that individuals are indifferent between a
sure sentence of s and an uncertain sentence with a mean of s. Thus, individuals display
a risk-neutral attitude towards imprisonment sentences.

Under the strict liability rule, an individual will commit the harmful act if and only if
his gain exceeds the expected sentence: g > ps. Social welfare is

(18)

∞∫
p(e)s

(g − h − p(e)(s + cs))z(g)dg − e.

The enforcement authority’s problem is to maximize (18) by choosing enforcement
expenditures e and the length of the sentence s.

In this case the optimal sentence is maximal: s∗ = sM . As seen above, when the
sanction is a fine, the optimal sanction is maximal. This is also true here even though
the sanction is costly to impose. To demonstrate that s∗ = sM , suppose that s is less
than sM . Then s can be raised and e lowered so as to keep p(e)s constant. The behavior
of individuals is unaffected because p(e)s has not changed. The social cost of impris-
onment also is unaffected because p(e)(s + cs) is constant. In other words, although
the sentence is higher, proportionally fewer individuals are imprisoned. But because
enforcement expenditures fall, social welfare rises. Hence, the optimal s equals sM .

The optimal probability of detection is such that the expected prison sentence could
lead to either underdeterrence or overdeterrence. This is essentially for the reasons dis-
cussed above (see section 5) when the probability of detection was fixed at one. Here,
however, there is an additional factor favoring underdeterrence, namely that by lowering
the probability, enforcement resources are saved.

Under fault-based liability, first observe that it must be optimal to have compliance
with the fault standard. If the expected sentence were less than the standard, so that some
individuals would choose to violate the standard and bear the expected sentence, then it
would be optimal to lower the standard to the expected sentence. For then, the behavior
of individuals would be the same, but the cost of imprisonment would be avoided.

Next observe that the expected sentence must equal the standard, rather than be
higher. Otherwise, the probability of detection could be lowered without affecting be-
havior, but enforcement costs would be saved.
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It is clear, too, that the optimal sentence must be maximal. This is for the now famil-
iar reason that, otherwise, the sentence could be raised and the probability of detection
lowered proportionally, without affecting behavior, but saving enforcement expendi-
tures (imprisonment costs are zero because of compliance with the standard).25 Given
s∗ = sM , the optimal probability satisfies p(e)sM = ĝ because of our observation in
the previous paragraph.

The optimal standard ĝ∗ is less than the harm h; in other words, there is some un-
derdeterrence. This is true for a reason already discussed: by lowering the standard,
enforcement costs are saved, but there is no first-order effect on social welfare due to
more individuals committing the harmful act because their gain equals the harm.

Finally, as we previously emphasized, fault-based liability possesses the advantage
over strict liability that costly sanctions are not actually imposed (in the absence of
mistakes). Moreover, because the optimal sentence is maximal for this reason, a low
probability of detection can be used.

8.2. The risk-averse case

We assume now that the disutility of the sentence d(s) rises more than in proportion to
the sentence. This could occur because of an increasing desire of a prisoner to join the
outside world or a growing distaste for the prison environment as time in jail increases.
This assumption implies that individuals prefer a sure sentence of s to an uncertain
sentence with a mean of s. In other words, individuals are risk-averse in imprisonment
sentences.

Under the strict liability rule, an individual will commit the harmful act if and only if
his gain exceeds the expected disutility of the sentence, g > pd(s), and social welfare is

(19)

∞∫
p(e)d(s)

g − h − p(e)(d(s) + cs))z(g)dg − e.

The optimal sentence is again maximal: s∗ = sM . The reasons given in the risk-
neutral case are reinforced here. As s is raised and e lowered so as to keep p(e)d(s)

and the behavior of individuals constant, p declines proportionally more than s rises
because of individuals’ risk aversion. In other words, ps declines, which implies that
the public cost of imprisonment pcs falls.26 Hence, social welfare rises both because
the cost of enforcement declines and the cost of imprisonment declines.

The optimal probability of detection is such that, as in the risk-neutral case, the ex-
pected prison sentence could lead to underdeterrence or overdeterrence.

25 Note, too, that the expected sentence remains constant, so even if imprisonment costs were borne, they
would not change.
26 Note the contrast with the case of risk aversion in fines, in which the decline in the expected sanction
pf meant a decline in revenue to the state and thus an increase in taxes. Here the decline in the expected
sanction ps means a decline in expenses to the state and thus a decrease in taxes.
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Under fault-based liability, the results are essentially the same as in the risk-neutral
case because, if the fault standard is complied with, risk is not borne. Thus, it is optimal
to have compliance with the fault standard; the expected disutility of the sentence must
equal the standard; the optimal sentence is maximal; there is some underdeterrence;
and fault-based liability is superior to strict liability. A difference, however, is that the
probability of detection needed to obtain compliance with the fault standard can be
lowered because individuals are risk averse.

8.3. The risk-preferring case

Finally, suppose that the disutility of the sentence d(s) rises less than in proportion
to the sentence. This could occur because the disutility from the stigma of being in
jail might be substantial from having spent even a short amount of time there, but not
increase much with the length of imprisonment.27 Individuals’ discounting of the future
disutility of imprisonment also makes earlier years of imprisonment more important
than later ones. The present assumption implies that individuals prefer an uncertain
sentence with a mean of s to a sure sentence of s; individuals are risk-preferring in
imprisonment sentences.

Under the strict liability rule, social welfare is again given by (19). The optimal sen-
tence, however, might be less than maximal: s∗ ≤ sM . Now, when the sentence is
raised, the probability that maintains deterrence cannot be lowered proportionally, im-
plying that the expected prison term rises. Because the resulting increased cost to the
public of imposing imprisonment sanctions might exceed the savings in enforcement
expenditures from lowering the probability, the optimal prison term might not be maxi-
mal.28

Under fault-based liability, the results are again essentially the same as in the risk-
neutral case.

9. Combined sanctions

Under the strict sanctioning rule, as we explained above, it never is optimal to employ a
prison sentence unless the fine has been set as high as possible, since fines are socially
cheaper sanctions. Whether it is optimal to use a prison sentence in addition to the
maximal fine depends on the extent of underdeterrence that would result if fines were
used alone, and the social cost of imprisonment.

Under the fault-based sanctioning rule, the key point is that it is always desirable
to employ the maximal prison sentence in addition to the maximal fine, since neither
sanction is actually imposed. By using maximal sanctions, the probability of detection
can be set at a low level, thereby saving enforcement costs.

27 Also, the first years of imprisonment may create special disutility due to brutalization of the prisoner.
28 The results in this section were first presented by Polinsky and Shavell (1999) (although Shavell (1991b)
notes the result in the case of risk neutrality).
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Part C: Basic theory summarized and compared to practice

10. Summary of the basic theory

In this section we summarize the main points from parts A and B:
(a) When the probability of detection of a harmful act is taken as fixed and individuals

are risk neutral, the optimal fine is the harm divided by the probability of detection,
for this results in an expected fine equal to the harm. However, the risk aversion of
individuals tends to lower the level of the optimal fine.

(b) When the probability of detection can be varied, relatively high sanctions may be
optimal, for this allows a relatively low probability to be employed and thereby saves
enforcement costs. Indeed, the optimal fine is maximal if individuals are risk neutral in
wealth, and the optimal imprisonment term is maximal if individuals are risk neutral or
risk averse in imprisonment. Optimal sanctions might not be maximal, however, when
individuals are risk averse in wealth or risk preferring in imprisonment, both plausible
assumptions, although the motive to set sanctions at relatively high levels in order to
reduce enforcement costs still applies.29

(c) Optimal enforcement tends to be characterized by some degree of underdeterrence
relative to first-best behavior, because allowing underdeterrence conserves enforcement
resources. More precisely, by lowering the probability of detection slightly from a level
that would lead to first-best behavior, the state reduces enforcement costs, and although
more individuals commit the harmful act, these individuals do not cause social welfare
to decline substantially because their gains are approximately equal to the harm.

(d) The use of fines should be exhausted before resort is made to the costlier sanction
of imprisonment.

(e) An advantage of fault-based liability over strict liability is that sanctions that are
costly to impose—imprisonment, and fines when individuals are risk averse—are im-
posed less often under the former rule. Under fault-based liability, individuals generally
are induced (in the absence of mistakes) to obey fault standards, and therefore ordinarily
do not bear sanctions. Under strict liability, however, individuals who cause harm are
sanctioned whenever they are caught.

(f) An advantage of strict liability over fault-based liability is that the former is easier
to apply. Strict liability requires the state to determine only the harm done, whereas
fault-based liability requires the state to ascertain optimal behavior (in order to set the
fault standard) and to observe actual behavior (in order to apply the standard).

11. Theory versus practice

Having reviewed the basic theory of public enforcement of law, we briefly comment on
the relationship between optimal enforcement and enforcement in practice.

29 There are other reasons why optimal sanctions might not be maximal. See, for example, the discussion of
general enforcement in section 17.
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First observe that important features of actual public law enforcement are congruent,
at least in a broad sense, with what is theoretically desirable. Public enforcement is often
characterized by low probabilities of detection. This is true for many criminal acts, and
also is frequently the case in other spheres of public enforcement, such as traffic control
and tax collection.30 That probabilities of detection are low undoubtedly reflects the
cost of raising the probability, a central factor in our discussion.

Corresponding to the low probabilities of detection are relatively high sanctions, often
exceeding harm. For example, it seems that the sentence for theft typically outweighs
the harm from that act, that the penalty for double parking frequently surpasses the
resulting congestion costs, and that the sanction for tax evasion tends to exceed the
social losses thereby created. Sanctions that are in excess of harm are needed for proper
deterrence when the probabilities of enforcement are less than one, as they are in these
examples.

The theory of optimal public enforcement of law also helps to explain why society
uses the sanction of imprisonment when it does—for the category of harmful acts la-
beled criminal, notably, for theft, robbery, rape, murder, and so forth.31 Because such
acts cause substantial harm, yet often are detected with a low probability, the magni-
tudes of desirable penalties are high. If these penalties were solely monetary, they often
would exceed the assets of the individuals who commit the acts, for individuals who
commit crimes tend to have very low assets.32 Imprisonment sanctions, therefore, usu-
ally will be required to maintain an adequate level of deterrence of acts classified as
criminal.33

Note, too, that the standard of liability when imprisonment sanctions are imposed
is generally fault-based—imprisonment is premised on the nature of the wrongful act,
not merely on the fact that harm was done. This is socially desirable because, as we
stressed, fault-based liability reduces the use of socially costly sanctions.

Although actual public enforcement is consistent in many respects with the theory of
optimal enforcement, actual enforcement also appears to deviate in various ways from
what is theoretically desirable. We note two discrepancies of general importance. First,
substantial enforcement costs could be saved without sacrificing deterrence by reducing

30 U.S. Department of Justice (1997b, p. 205, table 25) indicates, for example, that the likelihood of arrest
was 13.8% for burglary, 14.0% for automobile theft, and 16.5% for arson. Kenkel (1993, p. 145) estimates
that the probability of arrest for drunk driving is “only about .003.” And according to Andreoni et al. (1998,
p. 820), the audit rate for individual tax returns was 1.7 percent in 1995.
31 See generally Posner (1985, pp. 1201–1205), Shavell (1985, pp. 1236–1241), and Shavell (2004, pp. 543–
568).
32 For example, in U.S. Department of Justice (1988, p. 35) it is reported that “the average inmate was at the
poverty level before entering jail” and in U.S. Department of Justice (1998, p. 4) it is stated that almost half
of jail inmates reported incomes of less than $600 a month in the month before their most recent arrest.
33 The use of imprisonment sanctions also makes sense in view of their incapacitative function: crimes cause
substantial harm and may be difficult or expensive to deter (for the reason we just emphasized, as well as
others), so that it often will be desirable to incapacitate individuals who have committed them. See section 25.
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enforcement effort and simultaneously raising fines. This is possible in many enforce-
ment contexts because fines are presently very low relative to the assets of violators. For
example, fines for most parking violations are less than $50, penalties for underpayment
of income taxes are typically on the order of 20% of the amount not paid, and fines for
corporate violations of health and safety regulations are frequently minuscule in rela-
tion to corporate assets. In such areas of enforcement, therefore, fines could readily be,
say, doubled and enforcement costs reduced significantly, while maintaining deterrence
at present levels.

Not only can present levels of deterrence be achieved more cheaply, it also seems
that these levels are often too low. This is a reasonable supposition given the limited
use of fines that we just noted and the low probabilities of their application. For ex-
ample, the probability of a tax audit is approximately 2%; when combined with the
modest penalties for underpayment, one would predict substantial tax avoidance.34 Ev-
idence also suggests that the expected fine for driving while intoxicated is on the order
of one-quarter of the expected harm caused by such behavior,35 and that monetary sanc-
tions imposed on corporations equal on average only thirty-three percent of the harms
caused.36 Given the ample opportunities that exist for augmenting penalties, as well as
the possible desirability of increasing enforcement effort, society probably should raise
levels of deterrence in many areas of enforcement.

Part D: Extensions of the basic theory

This concludes the presentation of the basic theory of public enforcement of law. We
now turn to various extensions and refinements of the basic analysis.

12. Accidental harms

In our analysis above, we implicitly assumed that the acts that individuals commit result
in harm with certainty. In many circumstances, of course, acts result in harm only with

34 In 1995 the audit rate for individual returns was 1.7 percent, as noted above, and the civil penalty for
underpayment of taxes ordinarily is calculated as 20 percent of the underpayment that results from wrongful
conduct (such as substantially misstating a valuation). See Andreoni et al. (1998, p. 820). Thus, for every
dollar of underpayment, the expected payment, including the underpayment and the civil penalty, is only
approximately $0.02 (= .017 × $1.20).
35 See Kenkel (1993, p. 145). The expected fine is $12.82 and the expected harm is $47.77 (both in 1986
dollars). While the latter number may seem low, keep in mind that it is the product of the probability that
a harm will occur as a result of drunken driving, and the level of harm if harm does occur. (To properly
determine whether dangerous driving is underdeterred, one also would have to take into account the threat of
liability from private suits brought by accident victims. But the deterrent effect of such suits will be dulled to
the extent that drivers do not have sufficient assets to pay for the harms suffered by accident victims, or have
liability insurance and therefore only partially bear the financial consequences of a lawsuit.)
36 See Cohen (1989, pp. 617–618, 658). Cohen notes, however, that he did not take into account other sanc-
tions imposed on corporate criminals, including restitution, civil penalties, and private tort suits.
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a probability. A driver that speeds only creates a likelihood of a collision; or a firm that
stores toxic chemicals in a substandard tank only creates a probability of a harmful spill.

Essentially all of the results in the basic analysis carry over in a straightforward way
when harms are accidental. If individuals are risk neutral, sanctions are monetary, and
the expected sanction equals harm whenever harm turns out to occur, then induced
behavior will still be socially optimal; further, the optimal magnitude of sanctions is
maximal if individuals are risk neutral because this allows enforcement costs to be
saved, but is not necessarily maximal if individuals are risk averse, and so forth. Our
general conclusions in the basic analysis can thus be interpreted to apply both when
harms occur for sure and when harms occur accidentally.

There is, however, a new issue that arises when harm is uncertain: a sanction can be
imposed either on the basis of the commission of a dangerous act that increases the
chance of harm—storing chemicals in a substandard tank—or on the basis of the actual
occurrence of harm—only if the tank ruptures and results in a spill. In principle, either
approach can be employed to achieve optimal deterrence. To illustrate, suppose that the
substandard tank has a 10% chance of rupturing, in which case the harm would be $10
million; the expected harm from using the tank therefore is $1 million. If individuals
are risk neutral and sanctions are imposed only when harm occurs, deterrence will be
optimal if, as usual, the sanction equals the harm of $10 million (assuming for simplicity
that individuals are always found liable). Alternatively, if sanctions are imposed on the
basis of the dangerous act of using the substandard tank, deterrence will be optimal if
the owner of the tank faces a sanction equal to the expected harm due to his use of the
substandard tank, $1 million.

Several factors are relevant to the choice between act-based and harm-based sanc-
tions. First, act-based sanctions need not be as high to accomplish a given level of
deterrence, and thus offer an advantage over harm-based sanctions because of limita-
tions in parties’ assets. In the example in the preceding paragraph, the owner of the
storage tank might be able to pay the $1 million required if sanctions are act-based but
not the $10 million required if sanctions are harm-based. Second, and closely related,
because act-based sanctions need not be as high to accomplish deterrence, they tend
to be preferable to harm-based sanctions when parties are risk averse. Third, act-based
sanctions and harm-based sanctions may differ in the ease with which they can be ap-
plied. In some circumstances, act-based sanctions may be simpler to impose (it might be
less difficult to determine whether an oil shipper properly maintains its vessels’ holding
tanks than to detect whether one of the vessels leaked oil into the ocean); in other cir-
cumstances, harm-based sanctions may be more readily applied (a driver who causes an
accident might be caught more easily than one who speeds but does not cause an acci-
dent). Fourth, it may be hard to calculate the expected harm due to an act, but relatively
easy to ascertain the actual harm if it eventuates; if so, this constitutes an advantage of
harm-based liability.37

37 Act-based versus harm-based enforcement is discussed in Shavell (1993).
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13. Precautions

In this section we consider a model in which harm is accidental, as in the previous
section, and in which the probability of harm depends on the level of precautions taken
by a potential injurer. Thus, the major difference from the basic model considered in
earlier sections is that the act is continuously variable. The main results of the basic
analysis carry over to the model of precautions. For simplicity, we focus on the case in
which enforcement is certain. Let

x = level of precautions taken by a potential injurer; and

q(x) = probability of harm given x; q ′(x) < 0; q ′′(x) > 0.

The usual social objective of maximizing social welfare now can be expressed as
minimizing social costs, that is, minimizing the sum of the cost of precautions and the
expected harm: x + q(x)h. Let x∗ > 0 be the solution to this problem.

First consider strict liability when the sanction is a fine equal to the harm. Then an
individual’s problem is to minimize x + q(x)h, so he will choose x∗ (and obviously
would not if the fine did not equal harm).

Next consider fault-based liability when the standard corresponds to x∗ and the sanc-
tion is a fine equal to harm. If an individual takes less precaution than x∗, he bears costs
of x +q(x)h, while if he takes precaution equal to or greater than x∗, he bears cost of x.
It is straightforward to show that he will exercise precautions equal to x∗.38

Thus, as in the basic theory, strict liability and fault-based liability result in the first-
best outcome when sanctions are monetary and are applied for sure. Similar reasoning
would demonstrate that all of the other primary conclusions in the basic theory would
carry over to the model of precautions.

To illustrate, reconsider the case when individuals are risk neutral, liability is strict,
and the sanction is a fine. Social costs are x + q(x)h + e. The level of precautions x is
determined by the individual minimizing x + q(x)p(e)f . Again, the optimal fine must
be the individual’s wealth w (otherwise, f could be raised and e lowered without affect-
ing deterrence) and the optimal p is such that pw < h.39 Therefore, at the optimum,
the level of precautions is less than the first-best level.

38 Conditional on choosing x ≥ x∗, his best choice clearly is x∗, as that minimizes his expense, which is x∗.
If he chooses x < x∗, his expense is x + q(x)h, which exceeds x∗ + q(x∗)h > x∗. Hence, x∗ is strictly
optimal for him.
39 Let x(e) be the x determined by the individual’s optimization problem, given f = w and enforce-
ment expenditures e. The individual minimizes x + q(x)p(e)w, with the resulting first-order condition
1 + q ′p(e)w = 0. The social problem is to minimize x(e) + q(x(e))h + e. The first-order condition can
be written as x′(1 + q′h) + 1 = 0. We know that x′ > 0. Therefore, it must be that 1 + q ′h < 0. Solving
for q ′ from the individual’s first-order condition and substituting it into this expression implies that pw < h.
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14. Activity level

We have been assuming that the sole decision that an individual makes is whether to act
in a way that causes harm when engaging in some activity. In many contexts, however,
an individual also makes a choice about his activity level—that is, not only does he
choose whether to act in a harmful way while engaging in an activity, he also chooses
whether to engage in that activity, or, more generally, at what level to do so. For example,
in addition to deciding whether to comply with auto emissions controls (maintaining a
catalytic converter), an individual also chooses how many miles to drive; the number
of miles driven is the individual’s level of activity. Similarly, not only does a firm de-
cide whether to comply with workplace safety regulations, it also chooses its level of
production; the output of the firm is its level of activity.

The socially optimal activity level is such that the individual’s marginal utility from
the activity just equals the marginal expected harm caused by the activity. Thus, the
optimal number of miles driven is the level at which the marginal utility of driving an
extra mile just equals the marginal expected harm per mile driven. The determination of
the optimal level of activity presumes that individuals act optimally when engaging in
the activity—for example, that they drive with appropriate care.

To illustrate this formally, let

r = level of activity; and

U(r) = utility from activity level r; U ′(r) > 0; U ′′(r) < 0.

We suppose that an individual chooses how much precaution to take (see the previ-
ous section) while engaging in a harm-creating activity, with the level of harm being
proportional to his level of activity.40 Then social welfare is

(20)U(r) − r[x + q(x)h].
Note that the optimal level of precaution x∗ minimizes x + q(x)h, and thus is as dis-
cussed in section 13. The optimal level of activity therefore is determined by

(21)U ′(r) = x∗ + q(x∗)h;
that is, the marginal utility from the activity equals the social cost of the activity, which
is the sum of the cost of precautions and the expected harm.

Will parties’ choices about their activity levels and precautions be socially correct
under the two standards for imposing sanctions? The answer is that under strict liability,
their choices about both activity levels and precautions will be socially correct. This is
clear since, assuming for simplicity that enforcement is certain and the sanction is a fine
equal to harm, their objective also is to maximize (20). In particular, because they bear

40 We are employing the model of precautions described in the previous section for convenience. It also
would be possible to develop the points about activity level using the model from the basic analysis, in which
the harm-producing action of an individual is not continuously variable.
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a fine equal to harm, they choose the optimal level of precautions x∗ when engaging
in their activity. And since they incur the full social costs of precautions plus expected
harm when engaging in their activity, they choose the optimal level of activity.

Under the fault-based standard, however, parties will participate in activities to a
socially excessive extent. To explain, observe that parties choose the optimal level of
precautions x∗ in order to avoid the fine, as seen in section 13. Because parties choose
this level of precautions, they will not be found liable for having violated the standard
if harm occurs. Hence, their choice of activity level r is determined by maximizing
U(r) − rx∗, with the corresponding first-order condition

(22)U ′(r) = x∗.
Comparing this to (21), it is evident that r exceeds r∗. The reason is that the private
marginal cost of increasing participation in the activity is only the precaution cost x∗;
it does not include the expected harm. Thus, for instance, if a person complies with
auto emissions standards, he will not be concerned with the fact that the more he drives,
the more pollution he causes (assuming that some pollution occurs even if one obeys
emissions standards). Consequently, he will drive too much.

The implication of the preceding points in relation to firms is that under the strict
sanctioning rule, the product price will reflect both the cost of precautions and the ex-
pected harm caused by production, so that the price will include the full social cost of
production. Hence, the amount purchased, and thus the level of production, will be so-
cially optimal. Under the fault-based rule, however, the product price will reflect the cost
of precautions but not expected harm; thus, the amount sold, and the level of production,
will be excessive.41

These conclusions about firms are of widespread applicability. Notably, safety reg-
ulations and other regulatory requirements are often framed as standards of care that
have to be met, but which, if met, free the regulated party from penalties. Hence, regu-
lations of this character are subject to the criticism that they lead to excessive levels of
the regulated activity. Making firms strictly liable for harm would be superior to safety
regulation with respect to inducing socially correct activity levels.

That parties choose an excessive level of activity under the fault-based rule—of which
regulation is one variant—but not under the strict liability rule, constitutes a funda-
mental advantage of the latter rule. This advantage is stronger the greater is the harm
from engaging in the activity (given that precautions are optimal when engaging in the
activity). Thus, for activities for which expected harm is likely to be substantial, the
disadvantage of the fault-based standard is significant.

More generally, the advantage of strict liability over fault-based liability applies to
any dimension of behavior that affects expected harm but that is not included in the de-
finition of fault. For example, suppose that pollution damage depends both on whether

41 Our discussion here about activity-level considerations in the context of public enforcement closely par-
allels the analysis of activity-level issues in the context of tort liability. See generally Shavell (1980) and
Polinsky (1980b).
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a scrubber is installed as well as on the degree of care with which it is cleaned. Be-
cause the existence of a scrubber is easy to verify but its maintenance might not be, a
fault-based sanctioning system might, of necessity, reflect only the first dimension of
behavior. Consequently, the firm will have a socially inadequate incentive to clean the
scrubber under a fault standard. This problem does not arise under a strict sanctioning
system because the firm has to pay for harm regardless of its cause.

15. Errors

Errors of the two classic types can occur in public enforcement of law. First, an indi-
vidual who should be found liable might mistakenly not be found liable—what we will
refer to as “mistaken acquittal.” Second, an individual who should not be found liable
might mistakenly be found liable—“mistaken conviction.” For an individual who has
been detected, let

εA = the probability of mistaken acquittal; and

εC = the probability of mistaken conviction.

For example, suppose police randomly monitor drivers by stopping them and admin-
istering a blood-alcohol test. The test might understate the amount of alcohol in the
driver’s blood and result in mistaken acquittal, or overstate the amount and lead to mis-
taken conviction.

We initially consider the effect of mistake in the basic model of enforcement, assum-
ing that the sanctioning standard is strict, the sanction is a fine, and individuals are risk
neutral. Given the probability of detection p and the chances of mistaken acquittal and
conviction, an individual will commit the wrongful act if and only if his gain net of his
expected fine if he does commit it exceeds what he bears if he does not commit it:

(23)g − p(1 − εA)f > −pεCf,

or, equivalently, if and only if42

(24)g > (1 − εA − εC)pf.

Note initially that both types of error reduce deterrence: the right-hand side of (24) is
declining in both εA and εC . Mistaken acquittal diminishes deterrence because it lowers
the expected fine if an individual violates the law. Mistaken conviction also lowers de-
terrence because it reduces the difference between the expected fine from violating the
law and not violating it. In other words, the greater is εC , the smaller the increase in the
expected fine if one violates the law, making a violation less costly to the individual.43

42 We assume that 1 − εA − εC > 0, so that the probability that a guilty person will be found liable, 1 − εA,
exceeds the probability that an innocent person will be found liable, εC .
43 This point was first emphasized by Png (1986).
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Because mistakes dilute deterrence, they tend to reduce social welfare. Specifically, to
achieve any level of deterrence, it may be necessary to raise the probability of detection
or the magnitude of a costly sanction to offset the effect of errors.

Now consider the optimal choice of the fine. If the probability of detection is assumed
to be fixed, the dilution in deterrence caused by errors requires a higher fine to restore
deterrence, so the optimal fine is higher.44 If both the probability and the fine are policy
instruments, the optimal fine remains maximal despite mistakes. The explanation is
essentially that given previously: If the fine f were less than maximal, then f could
be raised and the probability p lowered so as to keep deterrence constant, but saving
enforcement costs.

If individuals are risk averse, however, the possibility of mistakes does affect the
optimal fine. As we emphasized in section 7.2, the optimal fine generally is less than
maximal when individuals are risk averse—lowering the fine reduces the bearing of
risk. Introducing the possibility of mistakes may increase the desirability of lowering
the fine because, due to mistaken conviction, individuals who do not violate the law are
subject to the risk of having to pay a fine. Indeed, because the number of persons who
do not violate the law often would far exceed the number who do, the desire to avoid
imposing risk on the former group can lead to a substantial reduction in the optimal
fine.45

The possibility of mistakes generally affects the optimal probability of detection. On
one hand, the deterrence-diluting effects of mistakes means, as we noted, that a higher
probability of detection may be needed to achieve any given level of deterrence; this
effect tends to raise the optimal expenditure on enforcement. On the other hand, because
mistakes reduce the productivity of enforcement expenditures by a factor of 1−εA −εC

(see (24)), the cost of achieving a given level of deterrence is higher; this effect tends to
reduce the optimal expenditure on enforcement. Either of these effects could dominate
and lead to an optimal probability of detection that is higher or lower than in the absence
of mistakes.

Next, consider imprisonment and mistake. As in the case of fines, mistakes of both
type dilute the deterrent effect of imprisonment. Additionally, as in the case without
mistakes, the optimal imprisonment term is maximal if individuals are risk neutral or
risk averse in imprisonment, but is generally not maximal if they are risk preferring in
imprisonment.46

44 Specifically, to achieve first-best behavior, it must be that (1 − εA − εC)pf = h, which implies that f

must be higher the greater are either of the errors, εA or εC .
45 Building on Polinsky and Shavell (1979), Block and Sidak (1980, pp. 1135–1139) emphasize the desir-
ability of lowering sanctions on risk-averse individuals because of mistakes.
46 That the optimal term remains maximal if individuals are risk neutral or risk averse might seem surprising
because one might expect that the chance of mistaken conviction would result in a lower optimal term. But the
usual argument still applies: If the term were not maximal, it could be raised and the probability of detection
could be lowered at least proportionally without sacrificing deterrence. Hence, the aggregate amount of jail
time served by individuals who do not commit the harmful act would remain the same or fall, and enforcement
expenditures would decline.
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The possibility of mistakes also affects individuals’ decisions regarding their par-
ticipation in activities. Everything else equal, mistaken acquittals lead to increased
engagement in the activity, and mistaken convictions result in decreased engagement.
The net effect could be a socially excessive or inadequate activity level.47

We have not yet commented on fault-based liability and mistake. In this context, an
important implication of mistake is that some individuals will bear sanctions even if they
comply with the fault standard. Consequently, both types of error reduce the incentive
to comply with the fault standard in the basic model, for essentially the same reasons as
under strict liability.

However, in the model with variable precautions, there is a possibility that error will
lead to an excessive level of precautions—above the optimal level. Assume that the
actual level of precautions x is observed with an error ε. If the observed level of precau-
tions, x + ε, exceeds the standard x, the person will not be liable because he will not be
found to be at fault. But if x + ε is less than x, then the person will be liable. The person
will be found mistakenly liable if x is greater than or equal to x but x + ε is less than x;
the person will be mistakenly acquitted if x is less than x but x + ε equals or exceeds x.
Note that the probabilities of the two types of error depend on the person’s choice of x.
By choosing an x above x, the person can reduce the risk of mistaken conviction, and
it can be shown that he will be led to choose such an excessive x under fairly gen-
eral conditions. In other words, individuals will often have a motive to take excessive
precautions in order to reduce the chance of erroneously being found at fault.48

Errors also influence individuals’ participation in the activity under fault-based liabil-
ity, similar to the effects of errors under strict liability. The main difference is that there
is a general tendency for individuals to participate in the activity to an excessive extent
under fault-based liability, for the reason explained in the previous section. Only if the
chance of mistaken conviction is sufficiently high would this conclusion be reversed.

Finally, observe that the probabilities of error can be influenced by policy choices.
For example, prosecutorial resources can be increased in order to reduce the probability
of mistaken acquittal, or the standard of proof can be raised to reduce the chance of
mistaken conviction (although this presumably increases the likelihood of mistaken ac-
quittal). Because the reduction of both types of error increases deterrence, expenditures
made to reduce errors may be socially beneficial.49

47 Recall, too, that if the probability of detection is fixed, the fine needs to be raised to offset the deterrence-
diluting effects of mistakes. Raising the fine to this extent, however, leads to an inadequate incentive to engage
in the activity. This problem, in turn, can be remedied by use of an appropriate subsidy for participating in the
activity. For the details behind this point, see Png (1986).
48 This point was first emphasized by Craswell and Calfee (1986).
49 On the value of accuracy in adjudication, see Kaplow and Shavell (1994a).
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16. Costs of imposing fines

We inquire in this section about the implications of costs borne by enforcement author-
ities in imposing fines.50 Our principal observation is that such costs should raise the
level of the fine.

To elaborate, suppose that the probability of detection is fixed at p, that liability is
strict, and that individuals are risk neutral. If fines are costless to impose, the optimal
fine is h/p, the harm divided by the probability of detection (see (14)). Now suppose
that the enforcement authority bears a cost each time a fine is imposed; let

k = cost of imposing a fine on an offender.

It is easy to verify that the optimal fine then is

(25)f ∗ = h/p + k;
the cost k should be added to the fine that would otherwise be desirable. The explanation
is that, if an individual commits a harmful act, he causes society to bear not only the
immediate harm h, but also, with probability p, the cost k of imposing the fine—that
is, his act results in an expected total social cost of h + pk. If the fine is set according
to (25), the individual’s expected fine is h + pk, which leads him to engage in the
harmful act if and only if his gain exceeds the expected total social cost of the act.

There may be other costs associated with the imposition of fines. In particular, sup-
pose that detection is followed by a costly second stage during which the state investi-
gates and prosecutes an individual, and at the end of which a fine is imposed only with
a probability. Let

s = cost of the investigation-prosecution stage; and

q = probability of a fine being imposed after the investigation-prosecution stage.

Hence, the probability that an individual will have to pay a fine is pq and the expected
costs of imposing a fine, including the expected investigation-prosecution cost, become
ps + pqk.

It is readily shown that the optimal fine now is

(26)f ∗ = h/pq + s/q + k.

This formula illustrates a general principle: the optimal fine equals the costs incurred by
society as a result of the harmful act divided by the probability—at the time that each
component of cost is incurred—that the individual will have to pay the fine. Thus, h

is divided by pq because, when the harm occurs, the probability of having to pay the
fine is pq; and s is divided by q because, when the investigation-prosecution costs are

50 We have already discussed the cost of imposing imprisonment sanctions—specifically, the cost to the state
per unit of the imprisonment term, c.
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incurred, the probability of having to pay the fine is q. If the fine is computed according
to this principle, the expected fine will equal the expected social costs due to an individ-
ual committing a harmful act, including the harm caused and the expected sanctioning
costs—that is, h + ps + pqk.

Note that under fault-based liability, the costs of imposing fines is significantly lower,
if not zero. This is because, if individuals comply with the fault standard, they do not
bear sanctions, in which case there are no costs associated with imposing sanctions.
However, if individuals are found at fault (say because of errors), the fines imposed on
them also should reflect the costs of imposing fines.

Finally, observe that not only does the state incur costs when fines are imposed, so do
the individuals who pay the fines (such as legal defense expenses). The costs borne by
individuals, however, do not affect the formula for the optimal fine. Individuals properly
take these costs into account because they bear them directly.51

17. General enforcement

In many settings, enforcement may be said to be general in the sense that several differ-
ent types of violations may be detected by an enforcement agent’s activity. For example,
a police officer waiting along the side of a road may notice a driver who litters as well
as a driver who goes through a red light or who speeds; or a tax auditor may detect a
variety of infractions when he examines a tax return. To analyze this type of situation,
suppose that a single probability of detection applies to all harmful acts, regardless of
the magnitude of the harm.52 (The contrasting assumption is that enforcement is spe-
cific, meaning that the probability is chosen independently for each type of harmful
act.)

The main point that we want to make is that when enforcement is general, the optimal
sanction rises with the severity of the harm and is maximal only for relatively high
harms. To see this, assume that liability is strict, the sanction is a fine, and individuals
are risk neutral. Let f (h) be the fine given harm h. Then, for any general probability of
detection p, the optimal fine schedule is

(27)f ∗(h) = h/p,

provided that h/p does not exceed the maximum feasible fine (say individuals’ wealth
level w); if h/p is not feasible, the optimal fine is maximal. This schedule is obviously

51 The points developed in this section were first presented in Polinsky and Shavell (1992), although early
writers on enforcement theory—including Becker (1968, p. 192) and Stigler (1970, p. 533)—recognized that
sanctions should reflect enforcement costs.
52 It will be clear that the main point developed in this section does not depend on the assumption that the
same probability applies to all acts. The only requirement is that the probabilities for different acts are linked,
all a function of the same enforcement expenditure.
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optimal given p because it implies that the expected fine equals harm, thereby inducing
first-best behavior, whenever that is possible.

The question remains whether it would be desirable to lower p and raise fines to the
maximal level for the low-harm acts for which f ∗(h) is less than maximal. But if p is
reduced for the relatively low-harm acts (and the fine raised for them), then p—being
general—is also reduced for the high-harm acts for which the fine is already maximal,
resulting in lower deterrence of these acts. The decline in deterrence of high-harm acts
may cause a greater social loss than the savings in enforcement costs from lowering p.
To express this point differently, p must be sufficiently high to avoid significant under-
deterrence of high-harm acts (for which fines are maximal). But since this p also applies
to less harmful acts, the fines for them do not need to be maximal in order to deter them
appropriately.53

The result that, when enforcement is general, sanctions should rise with the severity
of harm up to a maximum also holds if the sanction is imprisonment and if liability is
fault-based. The underlying reasoning is the same as that given above.54

18. Marginal deterrence

In many circumstances, an individual may consider which of several harmful acts to
commit, for example, whether to release only a small amount of a pollutant into a river
or a large amount, or whether only to kidnap a person or also to kill him. In such
contexts, the threat of sanctions plays a role in addition to the usual one of deterring
individuals from committing harmful acts: for individuals who are not deterred, ex-
pected sanctions influence which harmful acts individuals choose to commit. Notably,
such individuals will have a reason to commit less harmful rather than more harmful
acts if expected sanctions rise with harm. Deterring a more harmful act by having its
expected sanction exceed that for a less harmful act is sometimes referred to as marginal
deterrence.55

Other things being equal, it is socially desirable that enforcement policy creates mar-
ginal deterrence, so that those who are not deterred from committing harmful acts have
a reason to moderate the amount of harm that they cause. This suggests that sanctions
should rise with the magnitude of harm and, therefore, that most sanctions should be less
than maximal. However, promoting marginal deterrence may conflict with achieving de-
terrence generally: for the schedule of sanctions to rise steeply enough to accomplish

53 Note that if p could be varied independently for a low-harm act and for a high-harm act—that is, if
enforcement is specific rather than general—then it would be desirable to lower p and raise the fine for a
low-harm act if the fine for it were less than maximal.
54 The basic point of this section was first made by Shavell (1991b); see also Mookherjee and Png (1992) for
a closely related analysis.
55 The notion of marginal deterrence was remarked upon in some of the earliest writing on enforcement; see
Beccaria (1767, p. 32) and Bentham (1789, p. 171). The term marginal deterrence apparently was first used
by Stigler (1970).
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marginal deterrence, sanctions for less harmful acts might have to be so low that indi-
viduals are inadequately deterred from committing these acts.56

To illustrate the implications of marginal deterrence, consider the following example
in which sanctions are monetary and liability is strict. Suppose that there are two harm-
ful acts, with harms h1 and h2, where h1 < h2, that the probability of detection p is the
same for both acts, and that individuals have the same level of wealth w. We will first
consider a one-act model in which there can be no marginal deterrence because each
individual can commit only one type of harmful act. We will then compare the results in
this case to a two-act model in which each individual can commit either of two harmful
acts.

In the one-act model, suppose some individuals have the opportunity to commit an
act causing harm of h1 and other individuals have the opportunity to commit an act
causing harm of h2. It is optimal to set the fine for the high-harm act equal to w, for
otherwise it would be possible to raise the fine for both acts and lower the probability of
detection p without affecting deterrence, but saving enforcement costs. It also follows
that the optimal p is such that pw is less than h2, that is, there is some underdeterrence
of the high-harm act. The reason is that if pw = h2, there would be no first-order loss
of social welfare in terms of gains and harm if p is lowered (since marginal individuals
are those for whom g = h2), but enforcement costs would be saved. Given the common
probability p, the fine f1 for the lesser offense then can be set such that pf1 = h1
(assuming such a fine is feasible), achieving first-best deterrence of this offense.

In the two-act model, each individual can commit an act causing harm of h1 or an
act causing harm of h2. Again, it is optimal to set the fine for the high-harm act equal
to w and for there to be underdeterrence of the high-harm act. Now, however, f1 should
be such that pf1 is less than h1, instead of equaling h1. The essential reason for this
result is that the reduction in f1 from h1/p leads some offenders to commit the act
causing harm h1 instead of the act causing higher harm h2. This can be shown to raise
social welfare even though the reduction in f1 leads some individuals to commit the
low-harm act who otherwise would not have committed either harmful act.57 In other
words, achieving marginal deterrence by reducing the expected fine for the low-harm
act raises social welfare.

Two additional observations should be made about marginal deterrence. First, mar-
ginal deterrence can be promoted by increasing the probability of detection as well as
the magnitude of sanctions for acts that cause greater harm. For example, kidnappers
can be deterred more from killing their victims if greater police resources are devoted

56 For formal treatments of marginal deterrence, see Shavell (1992), Wilde (1992), and Mookherjee and Png
(1994).
57 This conclusion essentially follows from two observations. First, because pw is less than h2, some indi-
viduals who had been committing the high-harm act were causing a net loss of social welfare (their gain was
less than h2). Second, as f1 is lowered marginally from h1/p, individuals who are induced to commit the
act causing harm h1 (who either would have committed the high-harm act or not committed any harmful act)
cause no net loss of social welfare (their gain equaled h1).
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to apprehending kidnappers who murder their victims than to those who do not. (Note,
though, that in circumstances in which enforcement is general, the probability of de-
tection cannot be independently altered for acts that cause different degrees of harm.)
Second, marginal deterrence is naturally accomplished if the expected sanction equals
harm for all levels of harm; for if a person is paying for harm done, he will have to pay
appropriately more if he does greater harm. Thus, for instance, if a polluter’s expected
fine would rise from $100 to $500 if he dumps five gallons instead of one gallon of
waste into a lake, where each gallon causes $100 of harm, his marginal incentives to
pollute will be correct.58

19. Principal–agent relationship

Although we have assumed that an offender is an independent single actor, in fact the
offender is often an agent of a principal. For example, the agent could be an employee of
a firm or a subcontractor of a contractor. The enforcement problem is now how to max-
imize social welfare by choosing enforcement effort and the sanctions to be imposed
on principals and agents. This maximization is carried out under the assumption that
a principal chooses a contract with his agent that maximizes the principal’s expected
utility subject to two constraints: that the agent receive his reservation level of expected
utility; and that the agent maximizes his own expected utility.

When harm is caused by an agent, many of our conclusions from the basic analysis
carry over if the sanction is imposed on the principal. For example, given the probability
of detection p, it is optimal for a risk-neutral principal to face a fine of h/p. Then the
expected fine is equal to harm done. Consequently, the principal will behave socially
optimally in controlling his agents, and in particular will contract with them and monitor
them in ways that will give the agents socially appropriate incentives to reduce harm.59

A question about enforcement that arises when there are principals and agents is how
to allocate financial sanctions between them. First observe that the particular allocation
of sanctions may not matter when, as would be the natural presumption, the principal

58 As we discussed in section 7.1, however, it generally is desirable for society to tolerate some underde-
terrence in order to save enforcement costs, in which case expected sanctions will be less than harm. Then,
consideration of marginal deterrence alters the structure of sanctions that would otherwise be best, as the
comparison of the one-act model to the two-act model in this section showed.
59 There is relatively little literature on the question of optimal enforcement when wrongdoers are agents
of principals. Newman and Wright (1990) study the optimal monetary sanction to impose on a risk-neutral
principal when liability is strict and is imposed for sure; they show that it equals harm. Polinsky and Shavell
(1993) demonstrate the potential desirability of imposing criminal sanctions on an employee who causes
harm, even when the employer is capable of paying for the harm. Arlen (1994) examines the effect of sanctions
on corporations’ incentives to monitor their employees, and she emphasizes the possibility that corporations
may have perverse incentives not to monitor if they would become liable as a result of their discovering and
reporting employee violations. Also, Shavell (1997b) finds that optimal sanctions on corporations could be
above or below harm when employee assets are less than harm.
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and the agent can reallocate sanctions through their own contract. For example, if the
agent finds that he faces a large fine but is more risk averse than the principal, the
principal can assume it; conversely, if the fine would be imposed on the principal, he
can bear that risk and not impose an internal sanction on the agent. Thus, the post-
contract penalties that the agent suffers may not be affected by the particular division of
sanctions initially selected by the enforcement authority.

The allocation of monetary sanctions between principals and agents would matter,
however, if some allocations allow the pair to reduce their total burden. An important
example is when a fine is imposed only on the agent and he is unable to pay it because
his assets are less than the fine.60 Then he and the principal (who often would have
higher assets) would jointly escape part of the fine, diluting deterrence. The fine there-
fore should be imposed on the principal rather than on the agent (or at least the part of
the fine that the agent cannot pay).

A closely related point is that the imposition of imprisonment sanctions on agents
may be desirable when their assets are less than the optimal fine, even if the principal’s
assets are sufficient to pay the fine. The fact that an agent’s assets are limited means that
the principal may be unable to control him adequately through the use of contractually-
determined penalties, which can only be monetary. For example, a firm may not be able,
despite the threat of salary reduction or dismissal, to induce its employees never to rig
bids. In such circumstances, it may be socially valuable to use the threat of personal
criminal liability and a jail sentence to better control agents’ misconduct.61

20. Settlements

We have thus far assumed that when an individual who should be found liable is dis-
covered, he will be sanctioned in some automatic fashion. In practice, however, an
individual must be found liable in a trial, and before this occurs, it is common for an in-
dividual to settle in lieu of trial. (In the criminal context, the settlement usually takes the
form of a plea bargain, an agreement in which the individual pleads guilty to a reduced
charge.) Given the prevalence of settlements, it is important to consider how they affect
deterrence and the optimal system of public enforcement, and whether settlements are
socially desirable.

A general reason why a wrongdoer who has been caught might prefer an out-of-court
settlement to a trial is that a settlement saves him time and/or money. Public enforcers
presumably would prefer settlements for this reason as well. To amplify, consider a
risk-neutral detected individual subject to a fine f and let

r = probability of conviction;

60 See Sykes (1981) and Kornhauser (1982).
61 This point is discussed by Segerson and Tietenberg (1992) and emphasized by Polinsky and Shavell (1993).
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cI = individual’s litigation costs; and

cP = prosecutor’s litigation costs.

Assume that the parties agree on the probability of conviction. If the case goes to trial,
the expected cost to the individual is rf + cI , and the expected gain to the prosecutor,
assuming his goal is to maximize expected penalties imposed net of his litigation costs,
is rf − cP . Thus, any settlement resulting in a fine between rf − cP and rf + cI

would make both parties better off because the cost of litigation would be avoided. The
same point would apply if the individual were subject to a jail sentence rather than
a fine. Note, however, that if the parties disagree about the probability of conviction,
a settlement might not occur—specifically, if the individual is relatively optimistic and
believes that the probability of his being convicted is sufficiently less than the prosecutor
thinks it is.

A second benefit of a settlement is that it eliminates the risks inherent in the trial
outcome, a benefit to parties who are averse to such risks.62

The preceding advantages of settlement to the parties suggest that settlement is so-
cially valuable, but the effect of settlement on deterrence is a complicating factor.
Specifically, settlements dilute deterrence: for if individuals desire to settle, it must be
because the expected disutility of sanctions is lowered for them. However, because set-
tlements reflect the sanctions that would be imposed at trial, the state may be able to
offset this settlement-related reduction in deterrence by increasing the level of sanc-
tions. If so, settlements need not compromise the overall level of deterrence.63

Settlements may have other socially undesirable consequences. First, they may result
in sanctions that are not as well tailored to harmful acts as would be true of court-
determined sanctions. Second, settlements hinder the amplification and development
of the law through the setting of precedents. Third, settlements also sometimes allow
individuals to keep aspects of their behavior secret, which can reduce deterrence. Fourth,
settlements for prison terms can result in increases in public expenditures on jail if
individuals are risk averse in imprisonment.64 A prosecutor whose goal is to maximize
social welfare, as opposed to maximizing the expected sanction less prosecution costs,

62 These benefits of settlement are well-recognized in the economic literature on civil litigation; see the
surveys by Cooter and Rubinfeld (1989) and Spier (2007). For early discussions of settlement in the context
of public enforcement, see Landes (1971) and Grossman and Katz (1983), and more recently, see, for example,
Reinganum (1988), Polinsky and Rubinfeld (1989), Kobayashi and Lott (1992), and Miceli (1996).
63 The deterrence-diluting effects of settlement and other aspects of the social desirability of settlement have
been discussed in the private litigation context by Polinsky and Rubinfeld (1988), Shavell (1997a), and Spier
(1997). A related discussion in the public enforcement context appears in Polinsky and Rubinfeld (1989).
64 For example, suppose a defendant faces a 50% chance of a 5 year sentence and a 50% chance of a 15 year
sentence, with an expected sentence of 10 years. If he is risk averse, he will strictly prefer a certain sentence
of 10 years. This implies that if prosecutors want to maintain deterrence, they must demand a settlement of
more than 10 years, say 12 years, which increases the cost of imprisonment.
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presumably would take these additional factors into account and sometimes refuse to
settle even though the settlement saves litigation costs and avoids risk.65

21. Self-reporting

We have assumed that individuals are subject to sanctions only if they are detected by
an enforcement agent, but in fact parties sometimes disclose their own violations to
enforcement authorities. For example, firms often report violations of environmental
and safety regulations, individuals usually notify police of their involvement in traffic
accidents, and even criminals occasionally turn themselves in.

Self-reporting can be induced by lowering the sanction for individuals who disclose
their own infractions. To avoid significantly reducing deterrence, however, the reward
for self-reporting can be made relatively small. For example, suppose that the fine if an
individual does not self report is $1,000 and that the probability of detection is 10%, so
the expected fine is $100. If the fine if one self-reports is $99, individuals will self-report
but deterrence will barely be reduced.

To express this formally, assume for simplicity that individuals are risk neutral, and
suppose that if an individual commits a violation and does not self-report, his expected
fine is pf. Let

f ′ = fine if a violator self-reports,

and set

(28)f ′ = pf − ε,

where ε > 0 is small. A violator will therefore want to self-report because f ′ is less
than pf , but the deterrent effect of the sanction will approximate that if he did not
self-report.

Given that self-reporting can be induced essentially without compromising deter-
rence, why is self-reporting socially advantageous? One reason is that self-reporting
lowers enforcement costs because the enforcement authority does not have to identify
and prove who the violator was. Environmental enforcers do not need to spend as much
effort trying to detect pollution and establishing its source if firms that pollute report that
fact.66 Second, self-reporting reduces risk, and thus is advantageous if individuals are
risk averse. Drivers bear less risk because they know that if they cause an accident, they

65 The question of what prosecutors maximize has received almost no attention from law and economics
scholars, although two exceptions are Miceli (1996) and Glaeser, Kessler, and Piehl (2000).
66 In some contexts, however, self-reporting will not save enforcement costs. For example, suppose that a
police officer waits by the side of a road to spot speeders. Then, were a driver to report that he had sped,
this would not reduce policing costs, presuming that the officer still needs to be stationed at the roadside to
watch for other speeders. Usually, though, there would be some cost savings as a result of self-reporting (for
example, the police officer would not have to chase as many speeders).
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will be led to report this to the police and suffer a lower and certain sanction (of approx-
imately pf ), rather than face a substantially higher sanction imposed only with some
probability. Third, self-reporting may allow harm to be mitigated. Early identification
of a toxic leak, for example, will facilitate its containment and clean-up.67

22. Repeat offenders

In practice, the law often sanctions repeat offenders more severely than first-time of-
fenders. For example, under the U.S. Sentencing Commission’s sentencing guidelines
for Federal crimes, both imprisonment terms and criminal fines are enhanced if an of-
fender has a prior record. Civil money penalties also sometimes depend on whether
the offender has a record of prior offenses. We explain here why such policies may be
socially desirable.

Note first that sanctioning repeat offenders more severely cannot be socially advanta-
geous if deterrence always induces first-best behavior. If the sanction for polluting and
causing a $1,000 harm is $1,000, then any person who pollutes and pays $1,000 is a
person whose gain from polluting (say the savings from not installing pollution control
equipment) must have exceeded $1,000. Social welfare therefore is higher as a result
of his polluting. If such an individual polluted and was sanctioned in the past, that only
means that it was socially desirable for him to have polluted previously. Raising the
sanction because of his having a record of prior convictions would overdeter him now.

Accordingly, only if deterrence is inadequate is it possibly desirable to condition
sanctions on offense history to increase deterrence. But deterrence often will be inad-
equate because, as we emphasized in section 7.1, it will usually be worthwhile for the
state to tolerate some underdeterrence in order to reduce enforcement expenses.

Given that there is underdeterrence, making sanctions depend on offense history may
be beneficial for two reasons. First, the use of offense history may create an additional
incentive not to violate the law: if detection of a violation implies not only an immediate
sanction, but also a higher sanction for a future violation, an individual will be deterred
more from committing a violation presently.68 Second, making sanctions depend on

67 The basic theory of self-reporting in public enforcement is developed in Kaplow and Shavell (1994b); see
also Malik (1993) and Innes (1999). Related literature concerns the reporting of income by individuals to tax
authorities and the reporting of costs by regulated firms to regulatory authorities. See, for example, Andreoni,
Erard, and Feinstein (1998) and Laffont and Tirole (1993).
68 There is a subtlety in demonstrating the optimality of punishing repeat offenses more severely. Namely, if
there is a problem of underdeterrence, one might wonder why it would not be optimal to raise the sanction to
the maximum level for every offense (in which case repeat offenses would not be punished more severely). It
must be shown that punishing all offenses maximally is inferior to punishing first offenses less than maximally
and punishing repeat offenses more severely. See Polinsky and Shavell (1998) on the possible optimality of
making sanctions depend on offense history because of the additional deterrence that such a policy creates.
Miceli and Bucci (2005) supply a different reason for raising the fine for the second offense—that there is
little additional social stigma associated with a second offense, so that a higher sanction is needed to maintain
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offense history allows society to take advantage of information about the dangerousness
of individuals and the need to deter them: individuals with offense histories may be
more likely than average to commit future violations, which might make it desirable for
purposes of deterrence to impose higher sanctions on them.69

There is also an incapacitation-based reason for making sanctions depend on offense
history. Repeat offenders are more likely to have higher propensities to commit viola-
tions in the future and thus more likely to be worth incapacitating by imprisonment.70

23. Imperfect knowledge about the probability and magnitude of sanctions

Although we have made the simplifying assumption that individuals know the probabil-
ity of detection and the magnitude of sanctions, it is obvious that individuals frequently
have imperfect knowledge of these variables. They generally possess only subjective
probability distributions of the probability of a sanction and its magnitude. They might
not know the true probability of a sanction for several reasons: because the enforcement
authority refrains from publishing information about the probability (perhaps hoping
that individuals will believe it to be higher than it is); because the probability depends
on factors that individuals do not fully understand (the probability of a tax audit, for
example, is influenced by factors that are kept secret from taxpayers); and because
probabilities might be difficult for individuals to assess.71 Also, individuals may have
incomplete knowledge of the true magnitudes of sanctions, particularly if sanctions are
not fixed by law, but are to some degree discretionary.72

The implications of individuals’ imperfect knowledge are straightforward to ascer-
tain. First, to predict how individuals behave, what is relevant, of course, is not the
actual probability and magnitude of a sanction, but perceptions of them.

Second, to determine the optimal probability and magnitude of sanctions, account
must be taken of the relationship between the actual and the perceived values. To illus-
trate, suppose that the perceived probability is a single value p̂(p), where p̂ is increasing
in the true probability p, and, similarly, that the perceived fine is f̂ (f ), where f̂ is in-
creasing in the true fine f . Thus, if the probability of detection p is fixed, the optimal

deterrence. Emons (2003), however, raises the possibility that it may be optimal to lower the sanction for the
second offense.
69 Note that this reason for making sanctions depend on offense history is different from the first reason:
the second reason involves the assumption that offenders are different and that the optimal sanction for some
offenders is higher than for others; the first reason applies even if individuals are identical. On the second,
information-based, reason for making sanctions depend on offense history, see Rubinstein (1979), Polinsky
and Rubinfeld (1991), and Chu, Hu, and Huang (2000).
70 See section 25 for a discussion of the incapacitation rationale for the use of imprisonment sanctions.
71 On the problems that individuals have in evaluating and using probabilities, see, for example, Kahneman,
Slovic, and Tversky (1982).
72 In addition, individuals could have imperfect information about the prevailing standard of liability, not
being sure whether it is strict or fault-based. This type of mistake, about a discrete issue, seems less likely to
be significant than errors in assessing the probability and magnitude of sanctions.
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fine is set such that p̂(p)f̂ (f ) = h, assuming such a fine is feasible. This might imply
a higher or a lower fine than when perceptions are accurate.

Third, the result that the optimal fine should be maximal when individuals are risk
neutral continues to hold. By raising the fine to the maximum, the perceived fine also
will be maximal. The probability of detection then can be lowered, thereby saving en-
forcement costs without reducing deterrence.

Several other observations are worth making. One concerns lags in learning about
changes in enforcement policy. For example, suppose that there is a delay of at least a
year before individuals fully comprehend a change in the probability of enforcement.
Then if enforcement resources are increased so as to make the probability, say, 15%
rather than 10%, there might not be a significant increase in deterrence for some time,
making such an investment less worthwhile.73 Another observation involves the diffi-
culty in learning about variations in enforcement policy when enforcement policy is
described by a distribution. For instance, suppose that the sanction for some act, such
as robbery, can vary (say from one month of jail time to 10 years), and that individu-
als’ perceptions are quite rough, not based on true averages, but mainly on the possible
range of sanctions. Then increasing the average sentence within this range might have
very little effect on deterrence. The processes by which individuals formulate probabil-
ities of sanctions and their magnitudes are important, therefore, to determining optimal
deterrence policy.74

24. Corruption

In this section we examine the possible corruption of law enforcement agents, how
corruption lessens deterrence and distorts participation in harm-creating activities, and
what policies may be employed to combat corruption.75 One form of corruption is
bribery, in which a law enforcer accepts a payment in return for not reporting a violation
(or for reducing the mandated sanction for the violation). For example, in consideration
of a bribe payment, a police officer may overlook a speeding violation or a building
inspector may ignore a code infraction. (For simplicity, we do not distinguish between

73 Similarly, suppose that individuals treat all probabilities of enforcement that are low, say below 1%, as if
they were probabilities of 1%, because it is not possible for individuals to make discriminations finer than
1%. Then if the actual probability is ½%, spending more on enforcement to make the probability 1% would
not be beneficial because deterrence would not increase.
74 Bebchuk and Kaplow (1992) consider imperfect information about the probability of sanctions and em-
phasize that maximal sanctions may not be socially desirable. See also Kaplow (1990a), which takes into
account learning about whether acts are subject to sanctions, and Sah (1991), which focuses on the process
by which individuals form perceptions of the probability of detection.
75 The discussion in this section is based principally on Polinsky and Shavell (2001). We do not examine the
corruption of the government procurement process, such as the payment of a bribe to a government agent in
order to obtain a defense contract.
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a bribe offered by an individual and an extortion demand made by the enforcer—a pay-
ment for not turning in the individual.) A second form of corruption is framing and
framing-related extortion, in which an enforcement agent may frame an innocent indi-
vidual or threaten to frame him in order to extort money from him.

One reason bribery is socially undesirable is that it dilutes deterrence of violations
of law. This is because bribery results in a lower payment by an individual than the
sanction for the offense. To be concrete, let

λ = fraction obtained by the enforcer of the surplus from a bribe agreement.

Therefore, because the surplus from a bribe agreement is the fine f , an individual pays
a bribe of λf . To the degree that λ is less than one, there is underdeterrence.76 Similarly,
bribery leads to excessive participation in the harm-creating activity.

Framing and framing-related extortion also dilute deterrence of violations of law.
The reason is that framing and extortion imply that those who act innocently face an
expected sanction, so that the difference between the expected sanction if individuals
commit a violation and if they do not is lessened. If, for example, individuals who vio-
late the law face an expected fine of $1,000 and innocent individuals face an expected
fine of $200 due to the risk of being extorted or framed, the additional cost to an in-
nocent individual of committing the offense is $800 instead of $1,000. (This point is
essentially the same as the observation in section 15 that mistaken convictions dilute
deterrence.) Additionally, framing and framing-related extortion undesirably discour-
age participation in the harm-creating activity.

Because corruption dilutes deterrence and distorts activity decisions, its control may
be socially desirable. One way to reduce corruption is to impose fines (or imprisonment
sentences) on individuals caught engaging in bribery, extortion, and framing. For ex-
ample, suppose there is a fine for bribery imposed on the enforcer with a probability.
Let

fB = fine imposed on the enforcer for engaging in bribery; and

pB = probability that an enforcer is caught engaging in bribery.

Bribery will be deterred if the surplus from a bribe agreement is eliminated, that is,
if pBfB ≥ f . Otherwise, the bribe payment will be pBfB + λ(f − pBfB), which
exceeds λf , so that deterrence of the offense is greater due to the sanctioning of bribery.
For previously discussed reasons, the optimal fine to impose on risk-neutral parties for
engaging in bribery is maximal, and the optimal fine for enforcers who frame innocent
individuals also is maximal. But, surprisingly, framing-related extortion should not be
penalized.77

76 Garoupa and Klerman (2004) discuss how the threat of an imprisonment sanction for the offense will lead
the offender to pay a higher bribe than otherwise, thereby reducing the deterrence-diluting effect of bribery.
77 The kernel of the reason is that penalizing framing-related extortion will lead to one of two detrimental
consequences: it will either fail to deter extortion and result in higher costs to innocent individuals (the sum
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Corruption also can be reduced by paying enforcers rewards for reporting violations.
Such payments will reduce their incentive to accept bribes because they will sacrifice
their rewards if they fail to report violations. Indeed, sufficiently high rewards would
eliminate all incentives to accept bribes. But high rewards may not be optimal because
they give enforcers a greater incentive to frame innocent individuals, and high rewards
tend to increase framing-related extortion payments (because enforcers sacrifice more
by accepting the extortion payment). The optimal reward balances the beneficial effect
of using rewards to offset the dilution of deterrence due to bribery with the detrimental
effects associated with increased framing and extortion of innocent individuals.

A third way to control corruption is to pay enforcers more than their reservation
wage (that is, to pay them an efficiency wage). Then they would have more to lose if
punished for corrupt behavior and denied future employment. There is, however, a social
cost to the state of paying enforcers more than the wage necessary to attract them—the
distortions caused by the additional taxes needed to make such payments.

The discussion to this point implicitly presumed that the fine for the harmful act
is fixed. A question that naturally arises, however, is whether the deterrence-diluting
effects of corruption can be offset by raising the fine on offenders. For example, suppose
that the optimal fine would be $100 if a fine were always paid when an offender is
caught, but that bribery results in a bribe payment equal to $50, one half of the fine.
Could not the fine on an offender be increased to $200, so that the bribe would then
be $100 and the effective penalty be exactly what is desired? In the basic risk-neutral
model of enforcement, it is not possible to raise the fine because the optimal fine is
maximal. More realistically, however, the optimal fine is less than maximal for a variety
of reasons, including those related to risk aversion, marginal deterrence, and general
enforcement. Then, while it would be possible to raise the fine to offset the deterrence-
diluting effects of corruption, doing so would lead to social costs (for example, greater
bearing of risk) and might not be desirable.78

of their expected extortion payment and the expected fine on them for paying extortion); or else it will cause
enforcers to switch from extorting money from innocent individuals to actually framing them, which is so-
cially worse. This result is demonstrated in Polinsky and Shavell (2001), which also discusses qualifications
to this point.
78 Becker and Stigler (1974) focus on the control of bribery and consider paying rewards to enforcers or
requiring them to post bonds that would be forfeited if they are caught engaging in bribery. Mookherjee and
Png (1995) analyze bribery and conclude, given their assumption that fines are unbounded, that it is optimal to
eliminate bribery. Bowles and Garoupa (1997) also discuss the control of bribery through sanctions. Hindriks,
Keen, and Muthoo (1999) study bribery and extortion in the context of tax evasion, and examine rewards and
penalties as methods of control. Other writing on corruption includes Pashigian (1975), Klitgaard (1988),
Shleifer and Vishny (1993), Bardhan (1997), and Rose-Ackerman (1999); several of these articles focus on
corruption in the awarding of government contracts and licenses rather than corruption in the imposition of
sanctions for violations of law.



Ch. 6: The Theory of Public Enforcement of Law 443

25. Incapacitation

Our discussion of public enforcement has presumed that the threat of sanctions reduces
harm by discouraging individuals from causing harm—that is, by deterring them. How-
ever, a different way for society to reduce harm is by imposing sanctions that remove
parties from positions in which they are able to cause harm—that is, by incapacitating
them. Imprisonment is the primary incapacitative sanction, although there are other ex-
amples: individuals can lose their drivers licenses, preventing them from doing harm
while driving; businesses can lose their right to operate in certain domains, and the like.
We focus here on imprisonment, but what we say applies to incapacitative sanctions
generally.

To better understand public enforcement when sanctions are incapacitative, suppose
that their sole function is to incapacitate; that is, assume for simplicity that sanctions
do not deter. (For instance, deterrence might not occur if, given the relevant range of
the probabilities and magnitudes of the sanctions, individuals’ gains from harmful acts
exceed the expected sanctions.) Let

h(t) = harm that would be caused by an individual at age t if not in jail.

We assume that h(t) either is constant or declines with age.
Assuming that the social goal is to minimize the sum of the harm and the cost c of

incarceration,79 the optimal policy is to keep an individual in jail as long as h(t) > c. In
other words, if the harm the individual would cause exceeds the cost of imprisonment,
an individual should be put in prison and kept there as long as the harm continues to
exceed the cost of imprisonment. He should be released otherwise. Put differently, the
optimal prison term as a function of potential harm caused is zero up to a threshold—the
point at which harm equals the cost of imprisonment—and then rises discontinuously
to the length of time during which the person’s harm if released would exceed impris-
onment costs. Jail should only be used to incapacitate individuals who otherwise would
have caused relatively high harm.

Two points about the incapacitative rationale are important to note. First, evidence
exists suggesting that the harm caused by individuals declines with their age.80 Thus,
from the incapacitative standpoint, it often will be desirable to release older prisoners
from jail. Second, as a matter of logic, the incapacitative rationale might imply that a
person should be put in jail even if he has not committed a crime—if his danger to
society makes incapacitating him worthwhile. This would be true, for example, if there
were some accurate way to predict a person’s dangerousness independently of his actual
behavior. In practice, however, the fact that a person has committed a harmful act may be

79 For simplicity, we are not taking into account here the gains that individuals obtain from committing
offenses or the disutility that individuals bear from time in jail.
80 See, for example, Wilson and Herrnstein (1985, pp. 126–147) and U.S. Department of Justice (1997a,
pp. 371, table 4.4, 378–379, table 4.7).
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a good basis for predicting his future behavior, in which case the incapacitation rationale
would imply that a jail term should be imposed only if the individual has committed an
especially harmful act.

The optimal probability of detection is determined by a straightforward tradeoff. The
higher the probability, the greater the number of individuals who will be incapacitated,
resulting in social gains equal to the difference between the harm that individuals would
cause and the cost of their incapacitation. But the higher the probability, the higher are
enforcement costs. At some point, it is optimal to stop raising the probability, when the
marginal social gains just equal the marginal cost of raising the probability.

Last, we briefly comment on the relationship between the nature of optimal enforce-
ment when incapacitation is the goal versus when deterrence is the goal. First, when
incapacitation is the goal, the optimal length of the prison term (which is determined by
the condition that h(t) > c) is independent of the probability of apprehension. In con-
trast, when deterrence is the goal, the optimal sanction depends on the probability—the
sanction generally is higher the lower is the probability. Second, when incapacitation
is the goal, the probability and magnitude of sanctions are independent of the ability
to deter. Thus, for example, if this ability is limited (consider individuals who commit
crimes while enraged), a low expected sanction may be optimal under the deterrence
rationale, but a high expected sanction still might be called for to incapacitate.81

26. Costly observation of wealth

In our prior discussions of optimal sanctions, we implicitly assumed that the enforce-
ment authority could costlessly observe individuals’ wealth levels. Knowing wealth
levels, the enforcement authority then chose the sanctions to impose, fines and/or im-
prisonment sentences. In fact, however, individuals and firms may be able to hide assets
from government enforcers, including by hoarding cash, transferring assets to relatives
or related legal entities, or moving money to offshore bank accounts. In this section we
consider optimal sanctions when an individual’s level of wealth can be observed only
after a costly audit or not at all.82

Suppose first that the enforcement authority employs fines as sanctions and can audit
an individual who claims that he cannot pay the fine. If the audit determines that the

81 See Shavell (1987a) for a theoretical examination of optimal incapacitation policy, Ehrlich (1981, pp. 315–
316, 319–321) for a model used to estimate the relative importance of incapacitation and deterrence, and Levitt
(1998) and Kessler and Levitt (1999) for empirical studies of incapacitation and deterrence. Economists have
paid much less attention to incapacitation than to deterrence, despite the significance of the incapacitation
rationale in criminal law enforcement.
82 The discussion in this section is based on Polinsky (2006a, 2006b). See also Chu and Jiang (1993) and
Levitt (1997), who consider the choice between fines and imprisonment when wealth cannot be discovered
by the enforcement authority at any cost (in Chu and Jiang’s case, this assumption is implicit), and Garoupa
(1998), who investigates optimal fines when the enforcement authority is assumed to costlessly observe an
underestimate of offenders’ wealth levels.
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individual misrepresented his wealth level, he can be fined for having lied about his
wealth. Assume for simplicity that this fine is independent of the degree of misrepre-
sentation. The enforcement authority’s problem is to choose, so as to maximize social
welfare, the probability of detecting the offense, the fine for the offense, the probability
of an audit conditional on the individual’s claiming that he cannot pay the fine, and the
fine for misrepresentation of wealth. Without loss of generality, we assume that if the
latter fine is applicable, it is imposed instead of the fine for the offense (rather than in
addition to the fine for the offense).

It can be demonstrated that the optimal fine for misrepresenting one’s wealth level
equals the fine for the offense divided by the audit probability, and therefore generally
exceeds the fine for the offense. This is a natural generalization of the formula for the
optimal fine, given the probability of detection, which is the harm divided by the proba-
bility. In effect, the “harm” from the act of concealing one’s wealth is the failure to pay
the fine for the original offense, so the optimal fine for concealment is this harm divided
by the applicable probability of being caught if one engages in it.

Assuming the harmful act is worth controlling, the optimal audit probability is posi-
tive, increases as the cost of an audit declines, and equals one if the cost is sufficiently
low. Auditing is valuable because it reduces misrepresentation of wealth and thereby
increases deterrence. If the optimal audit probability is less than one, however, some
individuals who are capable of paying the fine for the offense will misrepresent their
wealth levels. Unlike in the basic analysis in which wealth is assumed to be costlessly
observable, the optimal fine for the offense now results in underdeterrence, due to the
cost of auditing wealth levels. By reducing the fine for the offense from the level that
would lead to first-best behavior, fewer individuals will misrepresent their wealth levels,
so auditing costs decline. The reduction in deterrence has no first-order effect on social
welfare because the marginal individuals who are induced to commit the offense have
gains equal to the harm from the offense.

Next suppose that the enforcement authority simply cannot observe wealth, say be-
cause the cost of an audit is prohibitively high.83 If the enforcement authority would
have used fines alone if it could have observed wealth at no cost, it would have im-
posed a higher fine on higher-wealth individuals.84 It obviously cannot do this now.
Instead, it may be desirable to use the threat of an imprisonment sentence to induce
individuals capable of paying a higher fine to do so. Specifically, if there are two levels
of wealth, the enforcement authority might set the fine greater than the wealth level of
the low-wealth individuals and impose an imprisonment sentence on any individuals
who do not pay this fine. By using an imprisonment sentence in this way, high-wealth
individuals can be induced to pay a higher fine, which is socially beneficial, though
low-wealth individuals now will incur a socially costly sanction, imprisonment. In other

83 The following discussion introduces imprisonment as an alternative, or supplement, to fines. For simplicity,
imprisonment was not considered above in the discussion of auditing.
84 For now familiar reasons, it would have done this to reduce or eliminate the underdeterrence that otherwise
would occur if the fine were the same as for low-wealth individuals.
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words, when wealth is not observable, it may be desirable to impose a costly sanction—
imprisonment sentences—on low-wealth individuals in order to better deter high-wealth
offenders through a cheap sanction—fines.

Another possibility is that the enforcement authority would have used both fines and
imprisonment if it could have observed wealth at no cost. Perhaps surprisingly, the in-
ability to observe wealth is of no consequence in this case. The reason, in essence, is
that the mix of fines and imprisonment that would be chosen when wealth is observ-
able will impose a higher burden (though a lower fine) on low-wealth individuals. Thus,
high-wealth individuals will naturally want to identify themselves. Specifically, they
will prefer to pay a higher fine and bear a shorter imprisonment sentence than to mas-
querade as low-wealth individuals, who will bear longer imprisonment sentences and a
higher overall burden. Consequently, the same mix of sanctions that would have been
imposed on both groups if wealth were costlessly observable can be used when wealth
is not observable.

In summary, information about wealth levels is useful only if the enforcement author-
ity would want to impose a higher burden of sanctions on high-wealth individuals than
on low-wealth individuals, for then high-wealth individuals would pretend to be low-
wealth individuals if wealth could not be observed. This is the case if the enforcement
authority would want to use fines alone. If, however, the enforcement authority would
want to impose a lower burden of sanctions on high-wealth individuals than on low-
wealth individuals, high-wealth individuals will voluntarily bear such sanctions even
if they include a higher fine. This case is applicable when the enforcement authority
would want to use fines and imprisonment together. Monitoring of wealth levels may be
worthwhile in the first case, but is not needed in the second case.

27. Social norms

Although we have restricted attention to public enforcement of law, social norms and
morality should be mentioned because they influence in significant ways the attainment
of desired behavior.85 By social norms (or moral rules), we mean conduct—such as
keeping promises, not lying, and not harming others—that is associated with certain
distinctive psychological and social attributes. In particular, social norms influence be-
havior partly through internal incentives: when a person obeys a moral rule, he will tend
to feel virtuous, and if he disobeys the rule, he will tend to feel guilty. Social norms also
influence behavior through external incentives: when a person is observed by another
party to have obeyed a moral rule, that party may bestow praise on the first party, who
will enjoy the praise; and if the person is observed by the other party to have disobeyed
the rule, the second party will tend to disapprove of the first party, who will dislike the
disapproval.

85 On social norms and the law, see generally McAdams and Rasmusen (2007). See also University of Penn-
sylvania Law Review (1996) and Posner (1997).
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Because social norms affect behavior through the foregoing moral incentives, some
socially desirable conduct can be encouraged reasonably well without employing the
legal system.86 For example, whether an individual cuts in line at the movie theater,
keeps his lunch engagements, or lets his children make a nuisance of themselves at the
supermarket, is controlled with rough success by internal and external moral incentives.
Such conduct generally can be regulated satisfactorily by moral incentives alone be-
cause, among other things, internal incentives work automatically (we know when we
have done the wrong thing), external incentives are likely to apply (if a person cuts in
line, this will be noticed), and the benefits from violations are not large, so that they can
be outweighed relatively easily by the force of the moral incentives.

The need for formal law enforcement stems from two principal considerations. First,
much conduct that society desires cannot be controlled through moral incentives alone.
One reason is that the private gains from undesirable conduct are often large. The utility
obtained by a robber, a tax cheat, or a polluter may be substantial, and dominate the
moral incentives. Another reason is that external moral sanctions might be imposed
only with a low probability (the robber, tax cheat, or polluter might not be spotted by
others). A second rationale for formal law enforcement is that the social harm from
failing to control an act through moral incentives may be large. This makes the expense
of law enforcement worth incurring (as in the case of robbery, but not of cutting in line
at movie theaters).

Although we have been treating social norms and formal law enforcement as distinct
ways of controlling behavior, law enforcement might also influence social norms.87 For
instance, enforcement of laws prohibiting discrimination based on race may change be-
liefs about proper conduct (reinforcing internal moral incentives) and lead to a greater
willingness of individuals to express disapproval when they witness discriminatory be-
havior (enhancing external moral incentives). The importance of the effect of law on
social norms may be limited, however, to the extent that social norms are mainly the
result of early childhood experience and the messages conveyed by parents and other
authority figures, such as educators.

28. Fairness

To this point we have not considered the possibility that individuals have opinions about
the fairness of sanctions or the arbitrariness of enforcement.88

86 For a comparison of social norms and law enforcement as means of controlling behavior, see Shavell
(2002).
87 See, for example, McAdams (1997) and Sunstein (1996).
88 The discussion in this section is based on Polinsky and Shavell (2000b) and Kaplow and Shavell (2002,
pp. 291–378), the latter of which relates the economic analysis of fairness in enforcement to the philosophical
literature. See also Miceli (1991) and Diamond (2002), who derive optimal sanctions taking both deterrence
and the fairness of sanctions into account, but holding the probability of sanctions fixed. Waldfogel (1993)
studies empirically whether actual sanctions are better explained by considerations of deterrence or fairness.
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Suppose, first, that individuals believe that sanctions should be imposed on those who
have committed certain bad acts and that the magnitude of sanctions should reflect the
gravity of the acts. A formal assumption that captures this view is that individuals obtain
fairness-related utility from the imposition of sanctions on those who committed the bad
acts, where this utility is maximized at a fairness-ideal level of sanction that depends
on the harmfulness (or a related aspect) of the acts. The fairness-ideal sanction may be
lower or higher than the conventionally optimal sanction that we have discussed above.
Note in particular that the fairness-ideal sanction does not depend on the probability
of detection, whereas the conventionally optimal sanction is higher the lower is the
probability of detection, suggesting that if the probability of detection is sufficiently
low, the conventionally optimal sanction will exceed the fairness-ideal sanction. In any
case, when fairness-related utility is taken into account along with the other elements
of social welfare considered above, the optimal sanction will be a compromise between
the fairness-ideal sanction and the conventionally optimal sanction.

When both the probability and magnitude of sanctions may be varied, the conven-
tional solution to the enforcement problem also is altered because of fairness considera-
tions. As discussed previously, if individuals are risk neutral, the usual solution consists
of the highest possible sanction and a relatively low probability. When the issue of
fairness is added to the analysis, however, the usual solution generally is not optimal
because a very high sanction will be seen as unfair, or more precisely, will result in
the lowering of individuals’ fairness-related utility. With respect to double parking, for
example, even a sanction of $100 might be considered unfair because double parking is
regarded as only a slightly bad act.

A consequence of the desire to keep sanctions at fair levels, meaning quite con-
strained levels for acts that are not very bad or harmful, is that the socially optimal
probability of detection changes. One possibility is that the optimal probability would
be higher, perhaps much higher than the conventionally optimal probability: to achieve
a desired level of deterrence with a lower fairness-restricted sanction, the probability
has to rise. If the sanction for double parking cannot exceed $100 because of fair-
ness considerations, then, to create an expected sanction of $10, the probability must
be 10%, greatly exceeding the approximately 1/10% probability that would be opti-
mal if risk-neutral individuals have wealth of $10,000 and the fine is set at this level.
Another possibility, though, is that the optimal probability would be lower than in the
conventional case: the additional deterrence created by raising the probability might be
relatively low because the sanction is relatively low; and the lower the deterrent benefit
from raising the probability, the lower would be the social incentive to devote resources
to enforcement.

Another concept of fairness concerns the probability of detection rather than the mag-
nitude of sanctions. Suppose that individuals consider it unfair for some violators of
law to be sanctioned when others who were lucky enough not to be caught are not
sanctioned. Specifically, suppose that individuals experience fairness-related disutility
if there is only a probability rather than a certainty of sanctions, and their disutility rises
the lower the probability of detection. Then the optimal probability would be higher,
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and therefore the optimal sanction would be lower, than in the absence of this fairness-
related component of social welfare.

A further notion of fairness involves the form of liability, whether liability is strict
or based on fault. Individuals might prefer fault-based liability because sanctions are
imposed on parties only if they behaved in a socially inappropriate way. If individuals
derive greater fairness-related utility from use of fault-based liability, then this form of
liability is more likely to be optimal than we have suggested previously.

A final issue concerns the relevance of fairness considerations when firms, as opposed
to individuals, are sanctioned. If sanctions are imposed on firms, then fairness-related
utility may have to be reconsidered, presuming that what matters in terms of fairness is
that the individuals responsible for harmful acts bear sanctions as opposed to the artifi-
cial legal entity of a firm. Specifically, one would want to identify the sanctions actually
suffered by such persons within a firm if the firm bears a sanction. For example, if a
firm demotes a person who negligently caused the firm to incur a sanction, then the per-
son’s loss from the demotion would be the fairness-relevant sanction, not the sanction
imposed on the firm. Note, too, that the imposition of sanctions on firms often penal-
izes individuals who are unlikely to be considered responsible for the harm, namely
shareholders and customers. To the extent that the fairness goal is to penalize respon-
sible individuals within firms, and not firms as entities, the social value of sanctions in
achieving fairness is attenuated.

29. Conclusion

Having reviewed the theory of public enforcement of law, we want to conclude by
commenting on two types of private behavior that bear significantly on public law en-
forcement.

First, private parties may themselves take actions to prevent being harmed. For ex-
ample, to reduce the risk of being criminally victimized, individuals might install locks
on their possessions, carry weapons, or hire security personnel. These private efforts to
prevent or deter harmful acts serve as a partial substitute for public efforts; moreover,
private efforts are sometimes more efficient than public efforts (citizens may know bet-
ter where to put locks), though they also may be less efficient (public authorities may
know better how to assign police). These observations raise important questions about
the relationship between private protection and public enforcement. Should private ef-
forts to protect against being victimized be regulated? Does the state spend too little
on public enforcement, relying on the fact that private actors often undertake their own
defensive efforts? The optimal relationship between private and public efforts to control
harmful activities deserves more careful examination.89

89 There is some literature that discusses the issues raised in this paragraph; see, for example, Clotfelter
(1977, 1978) and Shavell (1991a).
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Second, private individuals may bring suits against parties who also may be subject
to publicly imposed penalties. For example, a victim of an automobile accident may sue
the driver who caused the accident, and this driver might also be sanctioned by the state
for a driving infraction. Private lawsuits channel harm-creating behavior and thus con-
stitute a substitute, at least to some extent, for public enforcement. This leads one to ask
how public enforcement and parallel private litigation should be managed. Should the
payment of a public penalty be an offset to private damages, and vice versa? Should the
state regulate private litigation so as to better coordinate it with public enforcement? Is
public enforcement or private litigation the socially cheaper way to accomplish desired
behavior?

A full treatment of the control of harm-creating behavior would address both sets of
issues just discussed.
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Abstract

This chapter reviews empirical studies of criminal punishment and the criminal justice
system by economists. Since the modern exposition of the economic model of criminal
behavior, empirical economists have tested its predictions using variation in expected
criminal punishments. In the past decade, empirical economists have made substantial
progress in identifying the effects of punishment on crime by finding new ways to break
the simultaneity of crime rates and punishments. The new empirical evidence generally
supports the deterrence model but shows that incapacitation influences crime rates, too.
Evidence of the crime-reducing effect of the scale of policing and incarceration is con-
sistent across different methodological approaches. Estimates of the deterrent effect of
other penalties, such as capital punishment, are less robust and suggest that claims of
large effects from these policies may be spurious. More work is needed to assess the
relative importance of deterrence and incapacitation.

Empirical economists have made less progress in studying the criminal justice system
itself. Data availability constrains the economists’ ability to resolve the simultaneity
of criminal justice institutions and crime rates, and this limitation hampers rigorous
empirical investigation of the incentive effects of numerous criminal justice institutions
and procedures. This area remains an important avenue for future empirical research.

JEL classification: K14, K42
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1. Introduction

Many factors influence the decision to commit crime, the types of crime committed,
and the amount of criminal activity undertaken. In most theories of criminal behav-
ior, but especially the rational actor/economic model of crime developed by Becker
(1968), publicly administered law enforcement plays a critical role. The chapter by
Professors Polinsky and Shavell in this volume reviews the large theoretical literature
that Becker’s influential article engendered. Briefly, in the Beckerian or rational choice
model, a potential offender compares the expected costs and benefits of engaging in
criminal activity. He engages in criminal activity when the commission of a crime in-
creases his expected utility by more than the expected sanction. In this framework, an
expected sanction in excess of the expected gain dissuades the potential offender, and
the model is therefore one of deterrence rather than alternative channels through which
punishment may affect crime, such as incapacitation.

This chapter is devoted to understanding empirical economic research to-date on the
impact and operation of the criminal justice system. The chapter consists of two primary
sections. After a brief review of the theoretical models of crime, one section focuses
on efforts to test empirically the economic model of criminal behavior. These studies
typically compare movements in crime rates to variation in proxies for expected pun-
ishments, such as the size of police forces or incarcerated populations. Three themes
emerge from these studies. First, empirical tests of the model are hampered by simul-
taneity problems. When crime rates influence the formation of public policies to combat
crime, standard statistical approaches do not capture the causal impact of these policies.
Second, even when a causal relationship between a public policy and the incidence of
criminal activity is identified, an attendant question is whether the causal effect is at-
tributable to deterrence or incapacitation. Third, despite these difficulties, researchers
have enjoyed significant progress in recent years in testing the economic model. They
have found that deterrence has a substantial but far from complete role in explaining
observed patterns of criminal activity.1

The next section of this chapter reviews empirical studies of particular aspects of
the criminal justice system itself. These studies typically relate the treatment that a
defendant receives from the criminal justice system to the defendant’s personal char-
acteristics. To date, relatively few of these studies have attempted to link particular
criminal justice practices or procedures to the incidence of criminal activity. Studies in
this literature differ from tests of the economic model of crime in two ways. They are

1 Because the focus of this chapter is on the impact of public enforcement of the law on criminal activity,
we do not provide a detailed discussion of empirical research that examines the wide range of other factors
potentially related to crime. Wilson and Petersilia (2002) provide an excellent survey of the roles that biol-
ogy, family, community, schools, labor markets, and intervention programs play in determining crime. Levitt
(2004) discusses the impact of the macro-economy, demographics, and gun policy on crime, as well as the
evidence that legalized abortion in the 1970s reduced crime in the 1990s because the children who would
have been most at risk for crime were never born (Donohue and Levitt, 2001a).
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not unified by a single theory of behavior, and they typically use data at the level of indi-
vidual offenders rather than geographic aggregates. However, like their counterparts in
the deterrence literature, these studies are beset by the difficulty of identifying causation
and arguably have enjoyed less success in resolving that issue.

Before proceeding, it is worth noting three limits that inhere to social scientific re-
search on the criminal justice system and that this chapter necessarily shares. The first
limitation is geographic. The bulk of research on the criminal justice system studies the
United States. Second, the chapter primarily concerns the role of publicly administered
law enforcement. While the legal system provides opportunities for private enforcement
in areas of law such as safety and environmental regulation, civil rights, and antitrust,
almost all empirical work on law enforcement focuses on those areas where the gov-
ernment has a monopoly in the use of force and in imposition of incarceration or death
as sanctions. Third, social scientific data on the extent and variety of criminal activity
pertain almost exclusively to crimes in which victims report the offense to authorities.
Because admissions of criminal conduct invite sanctions, self-reports of illegal con-
duct are inherently unreliable and infrequently collected. Consequently, little empirical
evidence exists on illegal activities that are essentially voluntary transactions, such as
prostitution or the purchase and consumption of controlled drugs, as well as on crimes
in which victims are unaware that they have been harmed, such as insider trading or
many frauds. Instead, systematic data are available for—and economists have exten-
sively studied—the traditional categories of criminal activity, such as homicide, rape,
robbery, and property crimes. These limitations also constrain the scope of this chapter.

2. Basic theory: economic v. criminologic

2.1. The economic model of crime

2.1.1. Deterrence

The idea that offenders respond to the costs and benefits of crime dates to the eighteenth
century, when Beccaria (1770) and Bentham (1789) discussed the concept of deterrence.
Becker (1968) provided the first modern and mathematical treatment of the subject, and
since his influential article, a large and active literature on the theory of deterrence
has developed. Kaplow and Shavell (2002) and Polinsky and Shavell (2007) review
comprehensively this literature. Becker’s rational choice analysis became synonymous
with “the economic model of crime.” Because this chapter focuses on the empirical
literature on the criminal justice system, we discuss the theoretical literature only briefly
to provide the framework for the empirical analysis.

In Becker’s model, a criminal rationally maximizes his expected utility. A criminal
act causes harm to third parties with certainty, and the offender faces an uncertain pun-
ishment. The decision to engage in criminal activity depends on the magnitude of the
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expected gain from committing the act relative to the expected punishment. If the ex-
pected utility exceeds the expected sanction, the individual commits the criminal act.

Several implications of the deterrence model are worth noting. First, more severely
punished crimes should occur with less frequency than more lightly sanctioned ones,
other things equal. Second, the basic model conceives of the utility-reducing punish-
ment as a monetary fine rather than incarceration. Sanctions in the economic model of
deterrence therefore reduce criminal activity through deterrence rather than incapaci-
tation. The next subsection describes the economic analysis of incapacitation. Third,
the simple model implies an optimal structure of penalties. Because the expected sanc-
tion consists of two components, the probability of apprehension and the magnitude
of the punishment imposed on those who are caught, a social planner has two instru-
ments with which to design crime-fighting policies. The probability of apprehension
is socially costly because resources must be spent employing a police force. In con-
trast, fines are socially costless because they are merely monetary transfers. This cost
structure implies that for a given level of expected sanction, the optimal penalty struc-
ture minimizes the probability of apprehension and maximizes the fine (Becker, 1968;
Polinsky and Shavell, 1979). If the model incorporates imprisonment as a sanction, im-
prisonment is the more costly sanction because the construction and operation of prisons
consume resources (Polinsky and Shavell, 1984). Therefore, fines should be used to the
fullest possible extent before imprisonment is imposed. A socially costly term of incar-
ceration is not optimal unless the fine is maximal.

The theoretical literature has extended the economic model of deterrence in many
directions. An early and influential extension of Becker’s framework was Ehrlich’s
(1973) model of participation in illegal activities as a time-allocation problem. Subse-
quent models have explored the consequence of relaxing various assumptions of the
Becker model. Examples include limited information (Bebchuk and Kaplow, 1992;
Kaplow, 1990; Levitt, 1997b; Garoupa, 1999), repeat offending (Polinsky and Rubin-
feld, 1991), enforcement error (Png, 1986), and the corruption of law enforcers (Bowles
and Garoupa, 1997; Polinsky and Shavell, 2001). Despite the theoretical richness, em-
pirical work on the criminal justice system remains focused on the core aspects of the
economic model.

2.1.2. Incapacitation

Economic analysis also offers insights on another purpose of criminal punishment: inca-
pacitation. Unlike deterrence, incapacitation does not pertain to the impact of expected
sanctions on the offender’s prospective decision to engage in crime. Rather, incapaci-
tation is the reduction in criminal activity achieved by removing the offender from the
general population. The goal of incapacitation is not to induce a behavioral response but
to restrict the opportunities for the infliction of harm on others.

Shavell (1987) developed a model that evaluated when incapacitation is an optimal
policy for an individual offender. In his basic model, incarceration is optimal when the
harm done by an offender in a period exceeds the per-period cost of imprisonment. If
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an offender whose dangerousness exceeds that threshold is constant, the optimal sen-
tence is imprisonment for life, but if criminal propensities decline with age, as is widely
observed (Blumstein et al., 1986), incapacitation instructs that the offender should be
released when the harm done by an offender falls below the cost of incarceration. In con-
trast to the optimal structure of sanctions when deterrence is the objective, the efficient
sanction for incapacitation purposes is independent of the probability of apprehension.

The predictions of Shavell’s (1987) model are broadly consistent with observed
criminal justice policies when incapacitation is the exclusive purpose. For example,
in Kansas v. Hendricks, 521 U.S. 346, 372–74 (1997), the Supreme Court upheld a state
law authorizing the civil confinement of sex offenders who have completed their crim-
inal sentences. The Court concluded that further confinement was permissible when
offenders suffered from mental abnormalities rendering them likely to re-offend and
unlikely to be deterred by the threat of incarceration. Thus, the Court has permitted in
limited circumstances confinement solely for the purpose of incapacitation.

Ehrlich (1981) developed the first economic model that distinguished deterrence, in-
capacitation, and rehabilitation and that emphasized the macro-level implications of
incapacitation policies. In particular, he showed that the extent of the “replacement ef-
fect,” or the degree to which other participants in criminal markets replace incarcerated
offenders, are crucial to whether a policy produces reductions in crime. The replace-
ment effect may be large when the supply of new offenders is inelastic, or as Fagan et
al. (2003) argue, disproportionate incarceration rates in particular neighborhoods make
offending relatively more attractive for remaining residents. Empirical economists have
only begun to explore these predictions, and in view of their differing behavioral and
policy implications, distinguishing deterrence and incapacitation remains an important
challenge for future empirical research on crime.

2.2. Criminological approaches

The economic approach to crime differs substantially from the principal schools of
criminology.2 Other than Bentham and Beccaria, early criminologists emphasized the
role of biological factors in criminality. Raine (2002) reviews this literature. Cesare
Lombroso in his influential L’uomo Delinquete (The Criminal Man) described per-
sons who engage in criminal activity as atavistic beings, or reversions to primitive ages
(Lombroso, 1876). He claimed that physical characteristics, such as heavy jaws and
sloping foreheads, distinguish criminals from non-criminals. Sheldon (1940) developed
a more elaborate theory of “somatypes,” or body builds that correspond to personality
traits. He hypothesized that so-called mesotypes, who possess hard, muscular bodies
and aggressive, extroverted personalities, are more prone to criminality. Some crimi-
nologists continue to investigate the relevance of immutable characteristics to criminal

2 This review of criminological theory is merely intended to identify the uniqueness of the economic model
of crime. Its explication of the criminology literature is neither complete in detail nor comprehensive in scope.
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activity. In their review of the debate between genetic versus environmental explanations
of criminality, Shah and Roth (1974) discuss criminological studies of biochemistry,
brain and mental disorders, and hormonal imbalances. Researchers have perennially re-
turned to one characteristic, intelligence quotient or IQ. Hirschi and Hindelang (1977)
claimed that IQ more accurately predicts delinquency than do race or social class. More
recently, Hernnstein and Murray (1994) ignited controversy by emphasizing the corre-
lation between IQ and race. Heckman (1995), one of the many critics of the Herrnstein
and Murray study, argued that a single factor does not explain the correlation between
test scores and labor market success and that IQ, a supposedly immutable factor, is
actually manipulable.

The economic conception of crime, as a rational decision resulting from weighing
expected costs and benefits, rejects biological determinism. In the economic model,
an individual’s endowments or characteristics may affect the attractiveness of criminal
opportunities relative to legitimate ones, but no particular characteristic preordains crim-
inal activity. The economic model also assumes that individuals on average respond to
incentives. Evidence from the criminological literature on “perceptual deterrence” sup-
ports the idea that when individuals perceive a high likelihood of sanction, they are less
likely to offend. Nagin (1998) finds that the consensus prevailing in this literature is that
perceptions of a risk of sanction correlate negatively with self-reports of offending or of
intentions to offend.

Recently, economists interested in the relationship between psychology and eco-
nomics developed a field of research known as “behavioral economics” that considers
how limits on cognitive abilities, willpower, and self-interest affect decision-making.
Legal academics, such as Jolls et al. (1998), have begun to explore the implications
of cognitive limitations for legal policy. Impairments such as myopia, or shortsighted
decision-making, may partly parallel criminological theories about IQ. Whether behav-
ioral economists will draw on criminological research and develop a new behavioral
economic theory of crime—and whether such a theory would lend itself to empirical
validation—awaits future investigation.

A second major criminological theory stems from Émile Durkheim’s concept of
“anomie,” or an absence of clear norms to direct human behavior. Merton (1968) de-
fined anomie as the consequence of a discrepancy between societal goals and the means
available to achieve them. Society places a high value on material success but fails to
provide some members of society the instruments to attain it. The individuals expe-
riencing a gap between aspirations and achievement suffer a “strain” and respond by
engaging in crime. Cohen (1955) and Cloward and Ohlin (1960) offered their own ver-
sions of the strain theory, but both predict that an inability to realize through legitimate
channels mainstream or middle class aspirations is a spur to criminal conduct.

This criminological theory yields some predictions that mirror the economic model
of crime. In particular, if an individual has preferences similar to other actors but has
unattractive opportunities in the legitimate labor market, criminal activity may be a pri-
vately optimal choice. On the other hand, strain theory predicts that the most ambitious
among those with limited legitimate opportunities will turn to crime, which is not an ob-
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vious prediction of the economic model. The limited data on this subject suggest that,
indeed, the opposite is true. The economic model further differs from the strain theory in
that economics emphasizes individual decision-making rather than social organization
as the primary explanation for crime.

A third criminological school considers the social processes through which criminal-
ity is learned or culturally transmitted. Sutherland (1956), for example, hypothesized
that “differential association,” or excessive social contact with advocates of criminal
activity, predisposes an individual toward crime. Criminality is thus not the behavior
of the physically abnormal, but an activity learned from social interactions with oth-
ers. Another criminological approach develops theories of social control that analyze
how society obtains conformity. Examples include Reckless (1961) and Hirschi (1969).
According to Reckless’s “containment theory,” individuals have social controls or con-
tainments that assist them in resisting the social forces pressuring them to commit crime.
Under Hirschi’s “social bond theory,” an individual commits crime when a person’s
bonds to society, and thus his interest in conforming to society, weaken.

Recently, economists have developed theoretical models containing themes broadly
similar to the last two criminological approaches. Some economists relax the standard
economic assumption that an individual’s preferences are fixed by allowing peer influ-
ences to shape them. Sah (1991) posited a model in which an individual’s perceptions
of the probability of punishment arose endogenously. Glaeser et al. (1996) constructed
a model in which the degree of social interaction varies across time, place, and the
type of offense. Glaeser and Sacerdote (1999) reported that the higher benefits of urban
crime and the lower probabilities of arrest provide only a partial explanation for the
higher observed crime rates in cities, and they speculated that a factor perhaps account-
ing for the remaining difference is the degree of social interaction in cities. Bar-Gill and
Harel (2001) developed a model in which crime rates, through their influence on social
sanctions, may raise or lower the expected sanction. Just as the social control theorists
consider social forces influencing individual behavior, Rasmusen and McAdams (2007)
review the emerging law-and-economics literature on social norms.

Overall, the economic model of crime differs from the major branches of criminology
in that it abstracts from the social processes and psychological aspects of offending and
emphasizes individual choices. A cost of the economic approach is thus a loss of the
social context of offending. However, the benefit of its relative simplicity is the set of
sharp behavioral predictions that empirical inquiry may validate or refute.

3. Empirical tests of the economic model of crime

3.1. Challenges to empirical testing of the economic model

Despite its conceptual clarity, three obstacles hamper empirical tests of the economic
model of crime. First, the available data correspond only roughly to the conceptual
model. The next section describes in detail the data used in most economic studies. The
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economic model of crime is a theory of individual offending, but most empirical analy-
ses examine data aggregated to the city, county, state, or even national levels, which
provide only an indirect test of the frequency of individual participation in criminal ac-
tivity. The typical data are tallies of the number of crimes reported to the police, and as
described in the next section, these counts represent a subset of all criminal victimiza-
tions (O’Brien, 1985). Worse still, police agencies responsible for official offense counts
may manipulate them for political or bureaucratic reasons. Despite these shortcomings,
geographic aggregates enjoy a significant advantage over most individual-level data sets
of criminal activity: they correspond to the political and legal institutions that set the
policies and rules determining expected punishments. This correspondence is crucial
because most tests of the economic model compare differences in punishment regimes
to geographic variation in crime rates. In contrast, subjects in individual-level data sets
of criminal offending are typically drawn from a localized geographic area, and a single
punishment regime governs all individuals in a given sample. Observed differences in
crime rates are not plausibly attributed to the common punishment regime.

A second major difficulty in testing the economic model of crime is the identifica-
tion of causal relationships. Simultaneity problems typically beset measurements of the
impact of crime-control policies on crime rates. Crime-fighting policies at once set the
incentives to engage in crime and respond to the incidence of crime. Specifically, the
amount of resources allocated to the criminal justice system is greater when crime is
higher. Estimates of the relationship between crime-control policies and crime rates
that fail to break this simultaneity, such as ordinary least squares (OLS) estimates from
cross-sectional data, are biased. However, the proper identification of causal relation-
ships is a central endeavor of empirical testing of any economic model. Deterrence, the
idea that criminal activity responds to expected sanctions, is itself a causal theory. In ad-
dition, design of effective public policies to combat crime requires knowledge of causal
relationships and estimates of their magnitude.

A third obstacle to testing the economic model of crime is the difficulty of distinguish-
ing incapacitation and deterrence. Incapacitation, unlike deterrence, is not a behavioral
response to incentives, but a restriction of the offender’s criminal opportunity set. Inca-
pacitation refers to the inability of an imprisoned offender to commit additional crimes
as a result of physical constraints on his movement. When criminals tend to re-offend
and new entrants into criminal markets do not fully replace them, higher incarceration
rates reduce crime through incapacitation, even if the increased expected punishments
do not deter. Several surveys show that many prisoners commit multiple offenses when
not incarcerated (Chaiken and Chaiken, 1982; Di Iulio and Piehl, 1991), and studies that
relate incarceration rates to crime rates thus measure the joint effect of deterrence and
incapacitation on criminal activity.

3.2. Data sources

Empirical research on criminal behavior generally relies on three sources of data, each
of which possesses its own advantages and shortcomings. The first and oldest data
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source is the Uniform Crime Reports (UCR). The UCR counts the number of crimes
reported to police. Before the UCR, each local law enforcement agency maintained its
own figures on the incidence of crime using its own definitions of offenses, and conse-
quently, crime rates between jurisdictions were often not comparable. Begun in 1930,
the UCR created a single set of crime definitions for all jurisdictions. Local agencies
now report the number of offenses according to the UCR’s definitions, and the FBI
compiles these tallies and publishes them annually in Crime in the United States. Re-
searchers typically aggregate the counts of crimes by geographic units, such as cities or
states, and express them as crimes per 100,000 population.

The UCR tracks seven types of crime that comprise the FBI’s “Index I” offenses,
or simply the Index offenses. The Index consists of four types of violent crime and
three types of property crime. The violent offenses, in descending order of severity, are
homicide, rape, robbery, and aggravated assault, and property offenses, also in declining
order of severity, are burglary, larceny, and motor vehicle theft. The UCR also collects
data on arson, but many missing values plague the arson estimates. The UCR’s classi-
fication scheme is “hierarchical.” It counts incidents in which more than one offense is
committed as single criminal event. It counts the multiple-offense events as the most
severe crime committed during the incident and does not count the other offenses. For
example, the UCR would count a “mugging” in which an attacker assaults the victim
with a weapon and takes his wallet as a single event, a robbery, because robbery is con-
sidered a more severe offense by virtue of its higher position in the UCR hierarchy than
assault. The UCR would not count the mugger’s assaulting the victim with a weapon as
a separate criminal event. The hierarchical structure implies that for offenses other than
homicide, the UCR may undercount the actual number of crimes.

The UCR provides no information about the demographics of offenders or victims,
or their relationships. An exception is homicide. The UCR has a supplemental file for
homicides that contains information on the demographics of offenders and victims, their
relationship if any, the type of weapon used, and the time and location of the homicide.
Despite their richness, a large number of missing values constrains the utility of the
supplemental homicide reports.

The UCR also collects information on arrests. Often researchers divide the number
of arrests by the number of offenses to estimate a “clearance rate,” or a rate at which
police “solve” or clear offenses with arrests. Some researchers claim the clearance rate
is a proxy for the probability of apprehension or the efficacy of police, but the arrest
data correspond imperfectly to the offense data. The first difficulty is temporal. The
UCR arrest data refer to the date of the arrest’s occurrence, not the date of the under-
lying offense. The ratio of annual arrests to offenses does not necessarily reflect police
effort at solving the current year’s crimes. In fact, because the number of arrests in a
year may exceed the number of reported offenses, the annual clearance rate may ex-
ceed unity. Second, a low clearance rate does not necessarily imply the inefficacy of
police, because a repeat offender may be responsible for many reported crimes, but his
apprehension is recorded as only one arrest. The arrest data encounter another difficulty
when they are decomposed by offense category. The fact that roughly 80% of arrests
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are for offenses other than Index crimes (FBI, 2002) suggests that the offense for which
an individual is arrested may not refer to the actual crimes committed for several rea-
sons. Police might arrest a person for a lesser offense if they lack sufficient evidence
to prosecute him for the most serious crime of which they suspect him. Or, they may
arrest a person on a minor crime, such as a public order offense, and after investiga-
tion, learn that the arrestee is suspected of more serious crimes. This latter possibility
seems increasingly likely as the number of unserved felony arrest warrants grows and
the comprehensiveness of DNA data bases expands.

Despite their shortcomings, the UCR’s Index offense counts are the data that em-
pirical economists use most widely. The advantages of the UCR are its consistency
and geographic disaggregation. The uniformity and constancy of the UCR’s offense
definitions permits comparisons of crime rates across jurisdictions and across time.
The geographic disaggregation of the UCR permits linking the crime data to other
geographically-defined data that vary across time and jurisdiction, such as labor market
outcomes, population demographics, and criminal justice policies. The UCR thus lend
themselves to panel estimation of the relationships between the crime rates and crime
policy variables. Other data sources provide greater detail on criminal events but are
less useful because they lack these temporal and geographic dimensions.

The second major source of data on criminal activity is the National Crime Victim-
ization Survey (NCVS), or as it was known prior to 1990, the National Crime Survey
(NCS). The NCVS is a survey of households that gathers information on the incidence
of criminal victimization. It collects information on the demographics of offenders and
victims and the circumstances of their victimization. It contains information on the
same offense categories as the UCR does, except for homicide (there are no victims
to respond) and arson. The U.S. Census Bureau conducts the survey and publishes the
results annually in Criminal Victimization in the United States.

The NCVS regularly implies a crime rate higher than the UCR data. Whether this
discrepancy reflects the greater accuracy of the NCVS is unclear. Respondents to a
survey may be more willing to report a crime that they were too embarrassed to tell the
police or that was too small to warrant the hassle of informing the police. Alternatively,
the NCVS may over-report the incidence of offenses because respondents “telescope,”
or harken back to distant offenses, rather than describe only recent victimizations.

For empirical economists, a significant limitation of the NCVS is its aggregation at
the national level. In order to maintain the anonymity of the respondents, the NCVS
data are not decomposed by geographic unit. Empirical researchers thus cannot link the
NCVS data to variation in laws and crime policies across jurisdictions. This constraint
renders the NCVS of little use in assessing the impact of such policies on criminal
activity.

The U.S. Department of Justice is currently developing another data source that com-
bines high degree of detail of the NCVS with the geographic decomposition of the UCR.
The National Incident-Based Reporting System (NIBRS) gathers information from po-
lice reports about the circumstances of and participants in a criminal incident. Rather
than applying the hierarchical crime-counting scheme of the UCR, the NCVS reports
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each offense separately. The NBIRS may thus combine the advantages of the UCR and
the NCVS while shedding many of their disadvantages. Presently, only a handful of ju-
risdictions report under the NBIRS, and this limited coverage stymies wider use of the
NBIRS by researchers. If NBIRS reporting expands, it will be an important data source
for future empirical research.

The third major source of data on criminal activity relies on self-reports of offending,
rather than self-reports of victimization. The National Longitudinal Survey of Youth
(NLSY) contains a nationally representative sample of youth and periodically inquires
about respondents’ participation in criminal activity. The data are individual-level obser-
vations rather than geographic aggregates. The types of offenses that the NLYS inquires
about naturally tend to be less severe, such as drug taking. However, the data allow
direct measurement of these activities as well as demographic and economic factors.
Empirical economists have used the NLSY in several important studies of the relation-
ship between criminal offending and schooling and the labor market.

3.3. Testing the economic model using the scale of policing

Police are perhaps the most visible feature of the criminal justice system, and acad-
emics have long studied the relationship between the scale of policing and the level of
criminal activity. In the 1970’s numerous studies attempted to test this relationship. The
most prominent of these was the quasi-randomized experiment in Kansas City (Kelling
et al., 1974). For one year, three areas of the city, each consisting of five police beats,
received different levels of policing. In the first, the level of policing was the standard
amount: police responded to citizens’ calls for service and one car engaged in preven-
tative patrols. In the second area, the level of policing was greater than the standard: in
addition to responding to calls for service, two to three police cars regularly patrolled. In
the last, the policing level was below the standard: no police vehicles patrolled and po-
lice only responded to service calls. The authors considered various outcome measures,
from victim reports to public perceptions, but few statistically significant differences
between the three areas were seen. Larson (1976) criticized the appropriateness of the
conclusion that the experiment had no effect on outcomes. Larson claimed that because
response times to calls for service in the three areas exhibited no change, the experiment
failed to induce sufficient variation between treatment and control groups to warrant any
conclusion.

Subsequent studies did not intentionally vary the level of police protection. Instead,
numerous studies compared cross-sectional differences in police and crime at a point
in time. Cameron (1988) found that 18 of the 22 such studies he reviewed reported ei-
ther no relationship or a positive relationship between the level of police and crime rates.
This finding appears to refute the economic model of crime, but Fisher and Nagin (1978)
persuasively showed that these studies, by drawing cross-sectional comparisons, suf-
fered from simultaneity bias. Jurisdictions with higher crime rates react by hiring more
police, and this response produces a positive cross-sectional correlation between police
and crime rates. The correlation, however, reveals little about whether the additional
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police cause reductions in the rate of crime. For this reason, a report by the National
Academy of Sciences (NAS), which included the Fisher and Nagin (1978) study, issued
a blistering critique of the cross-sectional methodology. Researchers largely abandoned
the subject of police and crime for the next two decades.3

Beginning in the late 1990’s, the literature on policing and crime rates experienced
a renaissance. This second wave of literature enjoyed two principal advantages over
earlier studies: the use of richer and larger data sets and the application of more sophis-
ticated econometric techniques. All of the new research moved beyond single cross-
sectional data sets and instead examined repeated cross-sections that often spanned
more than two decades. Larger data sets with more observations improve the precision
of the estimates. More importantly, repeated cross-sections permit identification of co-
efficients from variation in crime rates within a jurisdiction over time rather than merely
across jurisdictions. Unobserved heterogeneity is less likely to characterize within ju-
risdiction variation in crime rates.

The second innovation of the new literature on crime and policing levels was the
application of novel strategies to break the simultaneity problem. Each of these stud-
ies employed a different strategy, and remarkably, each obtained similar results. These
studies found that higher policing levels cause large reductions in crime rates.

The first of these studies, Marvell and Moody (1996), estimated the impact of policing
levels on crime rates using the technique of Granger causality. One variable “Granger
causes” another when changes in the first variable generally precede changes in the sec-
ond, and thus, Granger causality refers to a temporal relationship between two variables
rather than actual causation (Granger, 1969).4 Specifically, Marvell and Moody (1996)
estimated two autoregressive equations:

(1)Ci,t =
J∑

j=0

Pi,t−j δj +
J∑

j=0

Ci,t−jαj + Xi,tγ1 + εi,t

(2)Pi,t =
J∑

j=0

Pi,t−jφj +
J∑

j=0

Ci,t−jϕj + Xi,tγ2 + υi,t .

Equation (1) is a regression of the (natural logarithm of) the crime rate per 100,000
persons in jurisdiction i in year t , Ci,t . It is modeled as a function of J lags of itself

3 Researchers’ unwillingness to pursue this topic in wake of the severity of the NAS’s rebuke might itself be
evidence of deterrence.
4 Students of rhetoric recognize Granger causality as the “post hoc, ergo propter hoc” (after this, therefore

because of this) logical fallacy. A frequently-cited example of the difference between actual causation and
Granger causality is the delivery of Christmas cards (Kennedy, 1998). Christmas cards arrive in mailboxes
before December 25, and thus, they Granger cause Christmas. But, the true causation is the reverse: the
imminent arrival of Christmas causes individuals to mail Christmas cards. Forward-looking behavior produces
a divergence between actual causation and Granger causation. Marvell and Moody’s evidence likely indicates
true causation because forward thinking behavior is not a plausible alternative explanation in the context of
aggregate crime rates and levels of policing.
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and J lags of Pi,t , the (natural logarithm) of police officers per 100,000 persons in
jurisdiction i in year t . If the coefficients on the lags of the policing levels, δj , are jointly
significant, changes in the size of the police force Granger cause movements in crime
rates. Equation (2) is an analogous regression in which policing levels are a function
of lags of itself and of crime rates. If the coefficients on the lags of the crime rates
in this equation, αj , are jointly significant, crime rates Granger cause policing levels.
The matrix Xi,t contained other explanatory variables specific to each jurisdiction and
year. The inclusion of jurisdiction-specific time trends further reduces the likelihood
that omitted variables biased the coefficients of interest. Estimating these equations on
more then twenty years of state and city data, Marvell and Moody (1996) found that
increases in police were associated with future declines in crime. That is, police Granger
caused lower crime. These authors showed that estimation strategies that account for
the simultaneity yield substantially different conclusions about the relationship between
police and crime. They suggest that increases in the size of police forces depresses crime
rates.

Levitt (1997a) employed a different methodology, instrumental variables, but also
found that larger police forces associate with declines in crime rates. He estimated a
system of equations of the form:

(3)�Pi,t = �Zi,t� + �Xi,tβ1 + νi,t

(4)�Ci,t = �Pi,t� + �Xi,tβ2 + ωi,t .

As in equations (1) and (2), Ci,t , Pi,t , and Xi,t represent (natural logarithms) of po-
lice rates, crime rates, and a matrix of control variables, respectively. Unlike Marvell
and Moody (1996), who examined levels, Levitt (1997a) expressed these variables as
first-differences. First-differencing revealed a negative but weak relationship between
police and crime and suggested that unobserved heterogeneity across states biased OLS
estimates upward.

As the equations show, a valid instrument, Zi,t , correlates with police but does not
correlate with crime, except through the other explanatory variables in the crime equa-
tion. Levitt (1997a) argued that mayoral and gubernatorial elections satisfied this iden-
tifying restriction. He showed that sizable increases in the police forces in major cities
occurred in election years, presumably because this timing generates electoral benefits
for politicians. After controlling for other factors, this instrument was arguably exoge-
nous to crime rates, because the occurrence of an election is unlikely to affect incentives
for criminal activity, other than through these changes in the police force. The elections
were effectively a “natural experiment” that induced movement in the size of police
forces but were otherwise exogenous to crime rates. Estimating equations (3) and (4)
using two-stage least squares (2SLS), Levitt found that additional police induced siz-
able decreases in crime rates. The instrumented estimate of � implied that an increase
of 10% in the police force lead to an estimated 3 to 10% reduction in crime rates. These
estimates were comparable to those of Marvell and Moody (1996). McCrary (2002)
disputed that electoral cycles induced sufficient variation in the size of police forces to
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measure the impact of crime. He argued that when properly measured, the imprecision
of the instrument precluded inferences about the causal effect of police on crime. In
response, Levitt (2002) showed that even with an alternative instrumental variable, the
number of firefighters, estimates of the impact of police on crime are negative and siz-
able. More recently, Evans and Owens (2004) have shown similar impacts on crime of
increases in police hired with federal subsidies accompanying the Clinton Crime Bill.

A third approach is the use of more finely disaggregated data. Corman and Mocan
(2000) demonstrated the advantage of using higher frequency data. Prior studies used
annual observations of police and crime, but these authors showed that police hiring
occurs approximately six months after a surge in crime. An increase in crime at the
beginning of a year would therefore result in an increase in police later in the year. With
annual observations, the increase in crime and police would appear contemporaneous
rather than sequential, and the short-term causal effect of police on crime would not be
observed. Corman and Mocan used almost thirty years of monthly data from New York
City to capture these short-term changes and test for Granger causation. Their estimates
indicated that a 10% increase in the police force produced a 10% reduction in crime
rates.

Analogously, Di Tella and Schargrodsky (2004) tested for the crime-reducing effect
of police using data with a fine geographic decomposition: at the level of city blocks.
They examined the impact on crime of a dramatic police re-allocation in Buenos Aires
in response to terrorist threats against temples and mosques. Police presence outside
these buildings increased sharply. These authors found that auto theft on the blocks on
which temples and mosques were located fell precipitously, but the crime reduction
quickly decayed with distance. This paper confirmed that the presence of police deters
crime, although the broader applicability of the findings may be quite limited.

Based on these estimates of the impact of police on crime, it appears that the mar-
ginal benefit in reduced crime associated with hiring an additional police officer in
large urban environments (where the benefits are likely to be greatest) are roughly in
line with the marginal cost. Thus, policy makers have seemingly managed to achieve
a scale of policing that appears approximately socially efficient. Although economists’
understanding of the causal relationship between policing and crime has improved, they
have made less progress on the question whether the declines in crime attributable to
increased police are due to deterrence or incapacitation. More police could deter crimi-
nals from committing crimes because greater numbers of police reduce the probability
they escape detection and punishment. Alternatively, more police could have no deter-
rent effect. They could simply raise the probability that repeat offenders are caught and
imprisoned, thereby incapacitating their commission of additional offenses.

While the economic model of crime predicts that more police reduce crime rates, it
predicts an ambiguous effect on arrest rates. More police could produce higher arrest
rates because the probability of detection rises. Alternatively, more police could induce
a behavioral response from offenders. Knowing that the additional police raised the risk
of apprehension, criminals could undertake fewer offenses. The only study to examine
this question in an empirically convincing manner does so in the context of sports.
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McCormick and Tollison (1984) studied the effect of increasing the number of college
basketball referees from two to three. In their analogy, referees correspond to police and
fouls to arrests. Their estimates showed that the addition of a referee correlated with a
30% reduction in the number of fouls. Although the estimated impact is considerable,
whether it generalizes to the context of crime is unknown.

3.4. Testing the economic model using the scale of imprisonment

3.4.1. Estimates of the crime-reducing effect of the scale of imprisonment

Prisons are another highly visible and widely used crime-control policy, and research on
the crime-reducing effect of prisons has followed a similar path as studies of policing.
Early efforts failed to recognize or address the simultaneity problem and concluded that
imprisonment has no impact on crime rates. More recent studies identified causation
through Granger causality and instrumental variables techniques and reached strikingly
different conclusions. The early literature on the scale of imprisonment compared only
time-series variations in national rates of incarceration and crime. Prison populations
grew substantially in the 1970’s, and this growth accelerated in the 1980’s. Crime rates,
however, continued to rise until the 1990’s. Zimring and Hawkins (1991) interpreted the
pattern of rising national incarceration and crime rates as evidence that imprisonment
had neither deterrent nor incapacitating effects. Concluding that imprisonment was a
failed public policy, they called for a reduced use of incarceration. The shortcoming of
this conclusion is its failure to distinguish correlation and causation. Like early work
on the size of police forces, the scale of imprisonment is partly a function of political
forces that increase prison populations incarceration rates in response to higher crime.

Beginning in the mid-1990’s, several researchers applied more sophisticated empiri-
cal strategies that attempted to disentangle correlation. Marvell and Moody (1994) ex-
amined time-series patterns in crime and imprisonment at the state rather than national
level and again applied the techniques of Granger causality. They estimated regressions
analogous to equations (1) and (2), only with (lags of) incarceration rates replacing the
policing variables, Pi,t . Marvell and Moody (1994) first observed that cross-sectional
comparisons of states at a point in time showed a positive association between prisons
and crime. However, within a state over time, incarceration rates did not exhibit a pos-
itive correlation with crime rates. Applying Granger-causation techniques, Marvell and
Moody found that a 10% increase in the prison population produced a 1.5% fall in crime
rates.

Levitt (1996) provided further evidence of the crime-reducing effect of imprisonment.
As in his research on police, he used an instrumental variable to break the simultane-
ity of crime and incarceration. Levitt (1996) contended that lawsuits sponsored by the
American Civil Liberties Union (ACLU) and alleging overcrowded prisons violated in-
mates’ constitutional rights induced variation in prison populations. The lawsuits were
arguably a valid instrument, because these reductions are exogenous to crime rates. He
showed that when the ACLU suits produced court orders to reduce overcrowding, states



Ch. 7: Empirical Study of Criminal Punishment 471

typically complied by releasing prisoners who would otherwise have been incarcerated.
He specified a system of equations analogous to equations (3) and (4), only with prison
populations replacing the police staffing variables. His 2SLS estimation treated prison
populations as endogenous and the other explanatory variables in the matrix Xi,t as
exogenous. His analysis showed that when states released prisoners as a result of the
litigation, they experienced a coincident uptick in crime rates relative to other states.
His estimates implied that the reduction in crime from incarcerating an additional pris-
oner was two to three times larger than that predicted by Marvell and Moody (1994).
According to Levitt’s (1996) analysis, the release of an additional prisoner produced an
additional 15 crimes annually. The costs of incarcerating an offender are high. Recent
estimates of the annual cost range from $25,000 (Piehl and DiIulio, 1995) to $35,000
(Donohue and Siegelman, 1998). The attractiveness of incarcerating the marginal pris-
oner from a cost-benefit perspective depends critically on the estimate of the impact of
imprisonment on crime, as well as on the assumptions made regarding the rate at which
the social harms caused by the marginal prisoner decrease. There are strong reasons to
believe that the two millionth prisoner incarcerated is far less dangerous than the first
prisoner incarcerated. Because the prison population has grown so quickly, evaluation
at the margin of the current scale of incarceration takes one well outside the range in
which the parameter estimates were generated. For most reasonable sets of assumptions,
it appears that the current scale of incarceration is above the socially optimal level.

3.4.2. Distinguishing deterrence and incapacitation

The studies described in the previous section provide compelling evidence that increases
in prison populations cause declines in crime rates. They do not, however, distinguish
whether deterrence or incapacitation is responsible for the reductions in crime. De-
termining the operative effect is important for testing the economic model of human
behavior. In addition, as described earlier, the efficiency of a crime-control policy de-
pends crucially upon whether the goal is deterrence or incapacitation.

A perhaps direct but econometrically unsophisticated approach to investigating the
relative importance of deterrence is to ask criminals (and potential criminals) if threat-
ened sanctions influence their behavior. Such surveys may be inaccurate if respondents
intentionally mislead or lack self-awareness of their decision-making processes. Despite
these drawbacks, surveys have found evidence generally consistent with deterrence, but
the effect is weak and often not the most important factor (see, for example, Saltzman
et al., 1982). However, the effect is even found among juveniles, a demographic group
often thought to be less forward-thinking in its decision-making. Glassner et al. (1983)
found a sizable fall in self-reports of criminality at the age of majority, when respon-
dents became eligible for the harsher sanctions of the adult criminal justice system.
Self-reports thus suggest that incapacitation is not wholly responsible for the crime-
reducing effect of incarceration.

A more systematic examination of the relative importance of deterrence and incapac-
itation tests differences in the behavioral implications of deterrence and incapacitation.
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Levitt (1998a) predicted that if the sanction for one particular type of crime rises, then
deterrence implies that generalist criminals should substitute to other kinds of offenses.
For example, if the punishment for robbery rises, deterrence predicts that criminals
switch to commit more burglaries. If instead the primary effect of a longer sentence is
incapacitation, the rate of all substitute offenses should decline as well. For example, if
the length of sentences for robbery rises, incapacitation would reduce the rates of both
burglary and robbery. Evidence indicates that criminals do not specialize in a particular
type of offense, such as robbery, but instead are generalists who participate in poten-
tially wide range of offenses (Beck, 1989). Using data on arrest rates, Levitt (1998a)
tested for substitution between types of criminal activity as a means to assess the rela-
tive importance of deterrence and incapacitation. He found that for certain crimes, such
as rape, the incapacitation effect dominated and for other crimes, such as property of-
fenses, deterrence explained 75% of the observed reduction in crime. For still other
offense categories, such as robbery, the effects of deterrence and incapacitation were
roughly equal in magnitude.

A question related to the degree of substitution between offenses is whether prison
sentences are efficiently allocated among different kinds of offenders. A controversial
aspect of the expansion of incarceration is the fifteen fold increase in the number of im-
prisoned drug offenders. A widely held (though rarely tested) view is that incarcerating
drug offenders prevents few other crimes because their illegal activities are limited to
drug trafficking or consumption. Kuziemko and Levitt (2004) found evidence refuting
this hypothesis. Their estimates indicate that incarcerating a drug offender reduces the
expected time served by inmates convicted of less serious offenses. However, incarcerat-
ing a drug offender reduces violent and property crime almost as much as incarcerating
any other type of offender.

Other efforts to assess the relative magnitudes of deterrence and incapacitation have
examined the predicted impact of changes in the laws governing punishments on crim-
inal behavior. These legal variation permit use of difference-in-difference estimation.
For example, Shepherd (2002) studied states’ adoption of truth-in-sentencing laws that
required violent offenders to serve 85% of their sentences. She found, consistent with
Levitt (1998a), that after a state adopted a truth-in-sentencing law, the rate of violent
crime dropped and the rate of property crime rose, relative to other states.

Kessler and Levitt (1999) used a different legal change to obtain another assessment
of the relative significance of deterrence and incapacitation. The authors examined the
effect of a referendum in 1982 in California, known as Proposition 8, that provided
sentence enhancements for certain crimes. Before the adoption of Proposition 8, the
affected offenses were serious crimes for which a conviction almost always garnered
a prison term. The sentence enhancement therefore had an incapacitating effect only
upon completion of the standard prison term, and any decline in crime before that date
was attributable to deterrence. Kessler and Levitt used a “differences-in-differences-
in-differences” strategy that compared eligible offenses to ineligible offenses, before
and after the passage of Proposition 8, in California and the rest of the country. They
found that after the passage of Proposition 8, the rate of eligible offenses in California
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fell more than the rate of non-eligible offenses, while in the rest of the country, the
movement in the rate of eligible crimes relative to ineligible crimes was more modest.
Their estimates indicated that the sentence enhancements reduced eligible crimes by
4% in the year after adoption and by 8% in the three years after adoption. Their results
suggest that deterrence and incapacitation may each explain about half of the reduction
in crime attributable to the sentence enhancements.

Levitt (1998b) offered another means of distinguishing deterrence and incapacitation.
Rather than comparing differences in behavior before and after the introduction of more
severe punishments, he evaluated the responsiveness of criminal activity to the transition
from the juvenile to the adult criminal justice system. In states where the criminal justice
system is substantially more punitive than the juvenile system, deterrence predicts that
juveniles should reduce their criminal activity upon reaching the age of majority. Levitt
(1998b) found that in states where the adult system is significantly more punitive than
the juvenile system, violent crimes fall by nearly 4% at the age of majority, and where
the transition to the adult system is most lenient, violent crime rises by more than 23%.
For property crimes, these figures are roughly a 20% decline where the transition is
harsh and a 10% increase where it is not. The estimates were consistent with the survey
evidence of Glassner et al. (1983) in that they show more severe sanctions deter even
juveniles.

The distinction between deterrence and incapacitation is particularly crucial for poli-
cies, such as “three strikes laws and you’re out,” that sentence repeat offenders to life
in prison without parole. If incapacitation is the primary effect of incarceration, then
policies of permanent incarceration are likely inefficient. The declining age-crime pro-
file, the phenomenon that participation in criminal activity falls with age (Blumstein
et al., 1986), implies that inmates serving life sentences may remain incarcerated long
after their risk of recidivism becomes negligible (Shavell, 1987). The costs of incarcer-
ating aged criminals would surely exceed the social benefits of their averted crimes. If
instead deterrence is the primary effect of incarceration, severe sentences could be ef-
ficient. Long sentences could dissuade potential criminals from participating in illegal
activities, and with fewer offenses committed prison populations could actually fall.

During the 1990’s, a number of state legislatures passed three-strikes laws, and the
experience of California, the one state that meted out third strike sentences with regular-
ity, provided some anecdotal evidence of deterrence. Greenwood et al. (1994) predicted
that if the three-strikes law were fully implemented in California, annual prison ex-
penditures would nearly triple. However, between 1994 and 1998, California’s prison
population grew at 29%, only 6 percentage points more than the national average, and
its violent crime rate fell 30%, which was 10 percentage points greater than the national
average. These patterns are consistent with the presence of some deterrent effect, but a
formal analysis is necessary.

Economists have made substantial progress in disentangling causational issues plagu-
ing the tests of whether prisons reduce crime. Attention has shifted from whether prisons
reduce crime to understanding the mechanism of how prisons reduce crime. The evi-
dence to-date suggests that incarceration may have both substantial incapacitation and
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deterrent effects, but their relative importance may vary by type of offense and type
of offender. Despite the empirical challenges of identifying the operative effect, more
research is needed on this important question.

3.5. Testing the economic model using capital punishment

Capital punishment is perhaps the most controversial criminal justice policy, and it has
long been debated both within academia and among the general public. For the em-
pirical researcher, capital punishment seemingly offers an ideal test of deterrence. The
alternative sentence for an offender who is eligible for the death penalty is typically per-
manent incarceration. Any behavioral responses to the imposition of the death penalty
rather than a life sentence are therefore arguably due to the deterrent effect of capital
punishment rather than incapacitation. Although the death penalty appears at a con-
ceptual level to provide a direct test of the deterrence model, the actual manner of its
implementation complicates empirical testing.

The researcher most closely identified with empirical evidence of capital punish-
ment’s deterrent effect is Isaac Ehrlich. As research on the death penalty evolved
from time-series studies, to cross-sectional studies, and finally to repeated cross-section
analyses, Ehrlich found with each methodology estimates of a large deterrent effect
of capital punishment. Numerous other researchers assailed Ehrlich’s conclusions, and
Cameron (1994) provides an extensive survey of the large empirical literature on capital
punishment.

The first generation of studies on the deterrent effect of the death penalty examined
national time-series data. Ehrlich (1975) estimated that over the period 1932–70 each
execution deterred between one and eight homicides. His results also show sizable re-
ductions in robbery, aggravated assault, and property crimes. Other researchers asserted
that if the sample period is extended to include later dates or truncated to exclude the late
1960’s, no effect on crime rates is found (Passell and Taylor, 1977; Klein et al., 1978).
For academic studies, the estimates received an usual degree of public attention. Even
the Supreme Court, in Gregg v. Georgia, 428 U.S. 153 (1976), which held that capital
punishment could comport with the Eighth Amendment, commented on the debate. In
reference to the estimates on the deterrent effect, the Court observed, “[s]ubstantial at-
tempts to evaluate the worth of the death penalty as a deterrent to crimes by potential
offenders have occasioned a great deal of debate. The results have simply been incon-
clusive.” Gregg, 428 U.S. at 184–85.

Similar controversy plagued cross-sectional estimates. Using cross-sectional data for
states in 1940 and 1950, Ehrlich (1977) found results close to those of his time-series
study. As discussed above in the context of policing and incarceration, cross-sectional
estimates may not reliably identify a causal effect, because a particular state’s criminal
justice policies, including the use of capital punishment, may itself be a function of
a state’s crime rate. The concentration of executions in Southern and Western states
strongly suggests that the use of the death penalty is non-random. Cameron (1994) again
summarizes particular criticisms of Ehrlich’s econometric approach. Some researchers
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lodge methodological criticisms. Leamer (1983) and McManus (1985) apply extreme
bounds analysis and report that cross-sectional estimates of the effect of executions on
the homicide rate are highly sensitive to the choice of control variables. Ehrlich and
Liu (1999) criticize extreme bounds analysis for risking rejection of valid models and
acceptance of invalid ones. They argue that economic theory should guide the choice
of control variables, and they present estimates from a repeated-cross section consistent
with a deterrent effect. Other researchers examine other predictions of the deterrence
hypothesis. For example, Bailey (1982) reports no effect of the death penalty on the
frequency with which police officers are killed. Because killers of police officers are
much more likely to face capital punishment than murderers of civilians are, the absence
of an effect there is troubling.

Like the results from the early national time-series studies, estimates from repeated
cross-sectional data are sensitive to the time-period considered. Katz et al. (2003) used
state-level panel data covering the 1950–90 period and detected no effect of the death
penalty on crime rates. Katz et al. (2003) found instead that a proxy for prison condi-
tions, the death rate among prisoners, correlated negatively with crime rates. In contrast,
studies that consider the period since 1976, the year of the Supreme Court’s decision
in Gregg that reinstated the death penalty as a constitutionally permissible punishment,
report large deterrent effects. Mocan and Gittings (2003) considered the effect of com-
mutations, as well as executions, in a monthly, state-level panel spanning 1977–97.
They reported that the marginal execution saves five homicides, and each commutation
causes five homicides. Their estimates indicated that executions and commutations had
no effect on other categories of crime, such as assaults, robberies, or property offenses.
Dezhbakhsh et al. (2003) used annual, county-level data in a simultaneous equations
approach and claimed an enormous deterrent effect. They assert that, with a margin of
error of ten, each execution prevents 18 homicides; the lower end of their estimated im-
pact, eight homicides, is equivalent to the highest of Ehrlich’s (1975) estimate. Shepherd
(2004) used a monthly, state-level panel covering 1977–99 to estimate the effect of the
death penalty on different types of homicides. Her estimates indicated that each exe-
cution deterred approximately three murders, including so-called “crimes of passions,”
and that the execution deterred homicides by both whites and African-Americans. Shep-
herd also estimated the deterrent effect of the length of time that condemned prisoners
spend waiting their executions on death row. She reported that each 2.75-year reduc-
tion in the death row queue deterred one homicide. In sum, even when panel data are
used, evidence of capital punishment’s deterrent effect remains sensitive to minor spec-
ification changes. Unlike the literature on policing and incarceration, the use of higher
frequency data and additional control variables has broadened, rather than narrowed,
the range of estimated impacts. Donohue and Wolfers (2006) review and re-analyze the
studies covering the post-moratorium period. They find that the estimates are sensitive
to modest changes in specification and doubt whether existing data on the death penalty
have sufficient variation to support inferences about its impact.

A large deterrent effect is surprising given the relatively abstemious application of
the death penalty. In 1999, 98 prisoners were executed, more than any other year since
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the 1976 reinstatement of capital punishment in Gregg. However, relative to the 3,540
prisoners under a sentence of death in 1999, the number of executions constituted 3%
of the death row. Since then, the number of death row inmates has steadily grown while
the pace of executions has slowed. For example, the 66 executions in 2001 implied an
execution rate of 1.8%. The execution rates on death row are only slightly larger than the
risk of accidental and violent death for African-American males aged 15 to 34. The new
death sentences as a percentage of the homicides in particular year, a rough proxy for the
risk of receiving a death sentence conditional on having committed a homicide, is also
low—hovering between 0.9% and 1.8% in recent years. Note also that most criminals
sentenced to death will never actually be executed, so this number dramatically over-
states the true risk of execution. For a person regularly participating in crime, the risk of
violent death is surely higher. Kennedy et al. (1996) estimate that annual violent death
rates among gang members in Boston are between 1% and 2%. Levitt and Venkatesh
(2000) find that the death rate among street-level drug dealers in an urban gang was
7%. Individuals who regularly participate in criminal activities with such hazards are
unlikely to be influenced by the relatively low risk of capital punishment. Ironically, to
the extent the death penalty has any deterrent effect on homicide, it is unlikely to be
the rational criminal who is deterred, but rather, an irrational criminal who mistakenly
overstates the expected punishment associated with the death penalty.

3.6. Testing the economic model using victim precautions

As the foregoing discussion indicates, most empirical economic research on deterrence
investigates the effect of variations in the criminal justice system. A smaller number
of studies test the responsiveness of crime to the precautions taken by potential vic-
tims. Like government expenditures on law enforcement, private precautions against
crime raise the expected cost of committing crimes, but unlike public law enforce-
ment, private precautions do not raise the expected cost of committing crimes uniformly
across all potential victims. The nature of a criminal’s response to victim precautions
depends on whether he can observe the precautions before deciding to commit the of-
fense (Clotfelter, 1978; Shavell, 1991). If the offender observes a precaution, he may
forgo the protected target in favor of an unprotected one. Observable precautions thus
deter the commission of crimes against specific victims, those with hardened targets.
Observable precautions, however, do not reduce the aggregate amount of crime when
offenders can readily substitute to unprotected victims. If, instead, an offender cannot
observe whether a potential victim has taken a precaution, he cannot substitute to an un-
protected victim. An unobservable precaution thus raises the expected cost of offending
for all potential victims, and thus, may deter the commission of crimes generally.

Recently, a series of studies of state laws permitting citizens to carry concealed
weapons sparked enormous controversy. Lott and Mustard (1997), Lott (1998), and
Lott and Landes (1999) claim that a victim’s surreptitious gun possession is an un-
observable precaution that raises the cost of criminal conduct and thus has a general
deterrent effect. Lott and his co-authors compared county-level crime rates before and
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after a state’s passage of concealed weapons laws, relative to other states without these
laws. They claimed that their difference-in-differences estimates showed that following
the enactment of these laws, the rates of certain types of crime decline substantially.

The Lott studies constituted a sharp challenge to the existing literature on guns and
crime, which focuses on the negative aspects of guns on public health. Cook et al. (2002)
provide a thorough review that literature. Following publication of the original Lott and
Mustard (1997) study, numerous researchers challenged their findings by exploring the
robustness of their results and conducting additional tests of their unobservable precau-
tion hypothesis. Duggan (2000) showed that the Lott and Mustard (1997) estimates for
robbery and larceny lack statistical significance when the assumption of the statistical
independence of counties within the same state is relaxed. Duggan also demonstrated
that the passage of a concealed weapons law did not correlate with a proxy for the rate
of gun ownership. The Lott estimates also appeared to suffer from omitted variable bias.
Donohue and Levitt (2001a) report that after controlling for abortion rates, the laws did
not correlate with crime rates. Ayres and Donohue (2003) extended the original Lott and
Mustard (1997) sample to encompass seven additional years of data, including more re-
cent enactments of concealed weapons laws, and in this larger sample, they found no
negative correlations between the law and crime rates. Further tests of the behavioral
implications of the concealed-weapons hypothesis have also raised questions about its
validity. For example, the more frequent possession of concealed weapons should have
the greatest deterrent effect on crimes involving the criminal’s direct confrontation of
a stranger victim. Street robbery is the prime example of such a crime. But, the origi-
nal Lott and Mustard (1997) estimates featured large effects on homicide and rape and
a much smaller effect on robbery. Moreover, Ayres and Donohue (2003) reported that
in their extended sample, the concealed weapons laws correlated positively with rob-
bery rates. Ludwig (1998) observed that only adults are eligible for concealed weapons
permits, and he predicted that any additional deterrence from the laws should occur pri-
marily in adult populations. He employed a “differences-in-differences-in-differences”
estimation framework in which juveniles were the control group and adults were the
treatment group. Ludwig’s estimates showed that contrary to the Lott hypothesis, con-
cealed weapons laws have a weak and even positive effect on the rate of adult homicides
relative to the rates for juveniles.

The other principal empirical study of unobservable precautions is Ayres and Levitt’s
(1998) analysis of Lojack. Lojack is an anti-theft device for automobiles. Once hid-
den in a vehicle, the device contains a radio-transmitter that allows police with special
equipment to track the vehicle. Unlike most car alarms that emit loud sounds when the
car is disturbed or that come with window stickers announcing the alarm’s installation,
Lojack does not betray its presence with outward indications, even after the car is stolen.
Lojack is therefore an ideal unobservable precaution. Ayres and Levitt (1998) found that
when Lojack becomes available in a city, vehicle thefts fall sharply. Lojack facilitates
the apprehension of car thieves by leading police to so-called chop shops, where stolen
vehicles are disassembled for parts. The authors’ estimates show that Lojack does not
induce car thieves to substitute to other types of crimes or to other geographic areas.
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The results suggest that the owners of cars with Lojack capture only part of its deter-
rent benefit, and therefore, the use of Lojack may lie below the social optimum. Despite
enormous private expenditures on crime prevention, studies on unobservable precau-
tions are relatively scarce, and reliable estimates of the degree of substitution induced
by observable precautions are non-existent. More research on the relationship between
private precautions and crime is needed.

4. Empirical study of particular aspects of the criminal enforcement system

4.1. Challenges to empirical study of the criminal enforcement system

Although tests of the economic model of crime are the economists’ primary contribution
to the empirical study of the criminal justice system, economists have also examined
particular institutions within the criminal justice system. For several reasons, the em-
pirical literature on the criminal justice system is not as well developed as tests of the
economic model of crime. First, a single conceptual model does not unify empirical
studies of criminal justice institutions in the same way that Becker’s model of deter-
rence guides the economists’ study of criminal behavior. The Beckerian framework is a
model of offending behavior that largely abstracts from the criminal justice system. Le-
gal institutions are relevant to the economic model to the extent that they influence the
expected penalty through the probability of punishment or the magnitude of the penalty.

In contrast, empirical studies of particular criminal justice institutions typically do
not test the deterrence hypothesis. They instead consider the operation of specific legal
institutions, actors, or procedures. In lieu of a single unifying conceptual model, authors
of these studies typically begin by positing a behavioral framework specific to the partic-
ular inquiry. The models often lack wider application and are tailored to the particular
data set that a researcher possesses. Second, a lack of readily available data hampers
economic studies of the criminal justice system. Unlike crime rates, no government
agency produces annual, national data on criminal prosecutions, sentences, and appeals
in state courts. Although the U.S. Sentencing Commission makes available data on the
sentences of federal defendants, federal policies lack the natural cross-sectional varia-
tion of state policies, and the absence of cross-state variation inhibits identification of
causal effects. Economists interested in empirical analysis of state criminal courts must
therefore engage in costly data collection. Even when studies address similar research
questions, their use of different data sets limits the comparability of their results. Third,
the criminal law and criminal procedure are large, complex, and continually changing
bodies of knowledge requiring considerable expertise to master. Similarly, the criminal
justice system is an elaborate institution involving many actors and procedural nuances.
Economists generally do not possess a sufficiently sophisticated understanding of these
laws and institutions to ask—and obtain persuasive answers to—questions of impor-
tance to legal scholars and practitioners in these fields. For these reasons, the empirical
study of the public law enforcement system is less well developed than the empirical
literature on the economic model of crime.
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4.2. Policing strategies

The preceding section described the finding that increases in police reduce crime. Those
studies investigated how the number of police employed affects crime, not how struc-
turing the work of a given number of police affects crime. Like any labor allocation
problem, additional police can presumably be assigned in relatively more or less pro-
ductive ways. Empirical evidence on which policing strategies are the most effective at
combating crime is to-date thin.

Criminologists have conducted numerous studies of how police perform their jobs
and the efficacy of various policing strategies, such as community policing, “hot spot”
policing, and crackdowns. Nagin (1998) and Sherman (2002) review this literature.
Economists have devoted less energy to understanding which methods of policing are
most effective, but a few exceptions exist. Grogger (2002), for example, studied the
impact of gang ordinances in Los Angeles. He found that in neighborhoods subject to
ordinances, violent crime fell by 5–10% in the year following their introduction, relative
to neighborhoods without ordinances. Miles (2005) studied another law enforcement
tool purported to increase the probability of apprehension, publicity. Using a sample
of wanted fugitives, Miles found that publicity, as measured by an appearance on the
television program “America’s Most Wanted,” correlated with a shorter time until ap-
prehension.

Like social scientists in other disciplines, economists have documented and attempted
to explain the large racial disparities in search and arrest rates. Donohue and Levitt
(2001b) reported a relationship between the racial composition of police forces and the
pattern of arrests. They found that increases in the number of minority police correlate
with increases in the arrests of whites but not with the arrests of minorities. Similarly,
increases in the number of white police correlate with increases in the arrests of minori-
ties but not with the arrests of whites.

The fact that police stop and search African-Americans at much higher rates than
whites has prompted allegations of “racial profiling,” that police use race as a criteria in
choosing whether to search. Knowles et al. (2001) developed a model to test whether
racial prejudice or the goal of maximizing the number of successful searches explains
the racial disparity in searches. Two economic theories of discrimination are relevant
to racial profiling. Becker’s (1957) model describes racial prejudice as a preference
for searching members of a particular race. Under Arrow’s (1973) model of “statistical
discrimination,” officers are not racially prejudiced and instead maximize the number
of searches in which contraband is found. If race predicts criminality, police in the
Arrowian equilibrium search African-Americans more often, even if police are not prej-
udiced. Perisco (2002) expanded this theoretical model of police searches to include a
notion of fairness and the stigma of being searched.

Knowles et al. (2001) compared the rates at which searches yielded contraband across
racial groups. If police are not racially prejudiced and merely maximize the number of
successful searches, the rates at which searched persons are found carrying contraband
should be equal across racial groups. Knowles et al. (2001) tested their hypothesis using
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a data set obtained from the ACLU containing all vehicle searches along an interstate
highway in Maryland over a four-year period. The authors could not reject equality
across racial groups in the rates at which police find contraband during searches. They
also could not reject equality in the rates of successful searches across various other
dimensions, such as gender, age of the vehicle, whether the vehicle is a luxury model,
and whether the search occurred during the day or at night. The estimates of Knowles
et al. (2001) suggest that racial disparities in vehicle searches result from a desire to
maximize successful searches rather than from racial prejudice.

Several economists have criticized the Knowles et al. (2001) finding. Dharmapala
and Ross (2003) argued that in a more generalized model including varying offenses
levels and imperfect observability of offenders, the appropriate test requires stratifying
the data by offense severity. Using the Knowles et al. (2001) data, Dharmapala and Ross
(2003) found that African-Americans have higher guilty rates for felonies and whites
have higher guilty rates for misdemeanors. Antonovics and Knight (2004) also argue
that the ability of the Knowles et al. (2001) model to distinguish preference-based dis-
crimination from statistical discrimination is not robust to generalization. Antonovics
and Knight (2004) instead predict that if officers engage only in statistical discrimina-
tion, search decisions are independent of an officer’s race (assuming police are randomly
assigned geographically by race). Using data from the Boston Police Department, they
showed that it is not. A consensus about the explanation for racial disparities in search
rates has not emerged among economists, and the questions of race and policing are
likely to remain an active and contentious area of research.

4.3. Prosecution of offenses

4.3.1. Criminal procedure

Criminal procedure, the legal rules that govern the prosecution, sentencing, and appeals
of criminal defendants, is a large and complex field of law and legal scholarship. Econo-
mists have given the subject relatively little attention, and this omission is unfortunate.
Economics is a natural mode of analysis for criminal procedure, because these rules
set incentives for offenders, defendants, and other actors in the criminal justice system.
In general terms, more exacting procedures make prosecutions more difficult. Criminal
procedure affects the cost to the police and prosecutors of obtaining a conviction and
the likelihood that an offender is sanctioned.

Recently, some researchers have attempted to study the empirical consequences of
two major rules of criminal procedures: Miranda v. Arizona, 384 U.S. 436 (1966) and
Mapp v. Ohio, 367 U.S. 643 (1961). These studies lack the econometric sophistication
of recent work on the size of police forces and prison populations, but they represent a
first forays of empirical economics into criminal procedure.

The Supreme Court’s decision in Miranda is perhaps the most famous case in crimi-
nal procedure. Miranda held that interrogations of criminal defendants in the custody of
police are presumptively compelled. This presumption can be dispelled only when the
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defendant receives the now famous four warnings: the right to remain silent, the con-
sequence of not remaining silent, the right to counsel, and the right to court-appointed
counsel at state expense. The remedy for a violation of Miranda is the suppression or
exclusion at trial of the obtained statements. At the time of the decision, Miranda was
enormously controversial, but in 2000, Chief Justice Rehnquist, wrote in United States
v. Dickerson, 530 U.S. 428, 443 (2000), that the Miranda warnings have “become em-
bedded in routine police practice to the point where the warnings have become part
of the national culture.” Despite its eventual acceptance, critics such as Justice White
recognized that a potential cost of Miranda is a greater incidence of crimes because
some potentially guilty offenders would escape conviction.5 Although Justice White
identified harms accruing from the loss of incapacitation, the increased likelihood that
authorities cannot secure convictions attenuates deterrence as well.6

Following Miranda, numerous studies measured the decision’s effect on police in-
terrogations. Cassell (1996), Schulhofer (1996), and Thomas and Leo (2002) sum-
marize this large literature. These studies observed police interrogations, conducted
surveys and interviews about interrogations, and reviewed case files. Most studies,
such as Leiken (1970) and Wald et al. (1967), concluded that police generally com-
plied with the Miranda warning requirements. An unexpected finding was that after
receiving the Miranda warnings, suspects typically waived their rights and communi-
cated with interrogators. More recent studies suggest that these patterns have persisted
in the thirty years since Miranda. Leo (1996, 1998), for example, reports that police
regularly issue Miranda warnings but successfully induce 78% to 96% of suspects
to waive their rights. However, suspects with criminal records are more likely to in-
voke their rights and terminate the interrogation (Leo, 1996; Cassell and Hayman,
1996).

Cassell (1996) attempted to calculate the number of convictions lost as a result of
Miranda. After reviewing the literature, he asserted that Miranda caused a 16% reduc-
tion in the confession rate and 24% of convictions relied on confessions. The product
of these figures suggests that Miranda caused a 3.8% reduction in convictions. Using
the number of arrests as a proxy for the number of interrogations, Cassell claimed that
Miranda resulted in the annual loss of 28,000 violent crime convictions and 79,000

5 Miranda, 384 U.S. at 542–43 (“In some unknown number of cases the Court’s rule will return a killer,
a rapist or other criminal to the streets and to the environment which produced him, to repeat his crime
whenever it pleases him. As a consequence, there will not be a gain, but a loss, in human dignity . . . There is,
of course, a saving factor: the next victims are uncertain, unnamed, and unrepresented in this case”) (White,
J., dissenting).
6 A popular misconception is that Miranda is intended to prevent the conviction of the innocent. Only one

footnote in Miranda mentions the possibility that police may coerce innocent suspects into confessing. 384
U.S. at 455 n.24. If Miranda served to reduce erroneous convictions while raising the costs of enforcement,
the effect on crime rates would be ambiguous. Greater accuracy in adjudication would enhance incentives for
deterrence (Png, 1986), but higher adjudication costs would raise the raise the price of enforcement. However,
the Miranda court repeatedly expressed concern that police manipulation may deprive suspects their “free
choice.” See 384 U.S. at 457, 458, 474, 465, 467, 478, 460.
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property crime convictions. He also argued that Miranda weakened the terms of plea
bargains in many other cases. Schulhofer (1996) disputed these figures. Placing the
drop in confessions at 4.1% and the percentage of cases in which a confession was nec-
essary for conviction at 19%, Schulhofer argued that Miranda resulted in the loss of
only 0.78% of criminal cases. Moreover, Schulhofer thought these losses were likely
only transitory, because police managed to adapt to Miranda and to elicit confessions
despite its requirements.

Cassell and Fowles (1998) attempted a second measure of the cost of Miranda.
Using an annual, national time-series for 1960–95, they regressed clearance rates (or
the ratio of arrests to reported offenses) on a set of control variables, including an
indicator variable for the years 1966–68. Cassell and Fowles claimed that the indi-
cator variable captured the effect of Miranda, and their estimates showed that the
clearance rates for robbery and property crimes declined during these years. Donohue
(1998) and Feeney (2000) offer extensive criticisms of Cassell and Fowles’s empiri-
cal methodology. Perhaps most obvious, a correlation in national time-series cannot
support a causal inference because of possible omitted variables. Although interest
in measuring the effect of Miranda remains strong, persuasive evidence remains elu-
sive.

Another major Supreme Court decision on criminal procedure was Mapp v. Ohio,
367 U.S. 643 (1961). Mapp applied to the states the so-called “exclusionary rule,” that
evidence obtained by police in violation of the Fourth Amendment’s prohibition against
unreasonable searches and seizures, cannot be introduced, or must be excluded, at trial.
Atkins and Rubin (2003) hypothesize that if Mapp raises the costs of police investiga-
tion, crime rises. Before Mapp, half of the states already had some form of exclusionary
rule, and half permitted the admission at trial of evidence obtained in violation of the
Fourth Amendment. This variation in the legal rule permitted Atkins and Rubin to com-
pare the effect exclusionary rule on crime rates before and after Mapp as well as across
states. In a panel of states covering the period 1948–67, their difference-in-differences
estimates indicated that the exclusionary rule caused an increase in robbery and prop-
erty crime rates by 4% to 8%. The estimates suggest that criminal procedure may be a
significant influence on crime rates and that further research on the relationship between
procedural safeguards and incentives for crime is needed.

4.3.2. Prosecutorial behavior

After arrest, the prosecutor makes the determination of whether the defendant should
face punishment. Landes (1971, 1974) modeled prosecutors as maximizing the sum
of expected sentences in their case loads. Some legal scholars, such as Stuntz (2004),
dispute that sentence-maximization is prosecutors’ objective and instead emphasize the
wide degree of discretion prosecutors retain in choosing whom to prosecute and which
offenses to charge.

The assumptions about prosecutorial preferences are especially relevant to the de-
bates over the desirability of “mandatory minimums,” or statutes that set compulsory
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lower limits on sentences. Under Landes’s conception of prosecutorial behavior, manda-
tory minimums should raise the length of the average sentence, but under the alternative
framework, prosecutors may wield their discretion to undo the statutory requirements.
Tonry (1996), for example, claims that prosecutors perceive mandatory sentences as
unduly harsh and prosecutors avoid them by charging offenses that are similar but
do not trigger application of the mandatory sentence. Empirical economic studies of
prosecutorial behavior, while few in number, suggest that prosecutors exercise consider-
able discretion, and their evidence on whether prosecutors maximize expected sentence
lengths is mixed.

Kessler and Piehl (1998) studied the effect of California’s Proposition 8, a law passed
in 1982 that required mandatory minimum sentences for certain violent offenses. They
compared sentencing outcomes before and after the passage of the law among three
groups of defendants: those convicted of crimes subject to the mandatory minimum;
those convicted of crimes factually similar but not subject to the mandatory minimum;
and those convicted of crimes factually different and not subject to the mandatory mini-
mum. They found, for example, that the average sentence for robbery, an offense subject
to the mandatory minimum, rose by 50% following the law’s passage. The average sen-
tence for grand larceny, an offense that is factually similar to robbery but not subject to
robbery’s mandatory minimum, rose slightly. The average sentence for drug possession,
a factually different offense that is not subject to the mandatory minimum, fell slightly.
Kessler and Piehl interpreted their results as evidence that prosecutorial discretion is not
as unfettered as often alleged and that when prosecutors exercise their discretion, they
do so to increase rather than decrease sentences.

Bjerk (2003) studied sentencing outcomes in several states following the passage of
three-strikes laws. His difference-in-difference estimates implied that when a defendant
was arrested on a felony charge that would trigger application of the third strike en-
hancement, prosecutors were roughly twice as likely to charge a misdemeanor instead.
The fraction of cases in which prosecutors exercised this discretion remained small,
however. It did not exceed 10%. Despite the prosecutorial tendency to reduce charged
offense, the three-strike law appeared to raise mean sentence of defendants with quali-
fying criminal histories and current convictions.

Other key aspects of the criminal justice system have received scant attention from
empirical economists. For example, especially since the Supreme Court’s decisions in
United States v. Lopez, 514 U.S. (1995), and United States v. Morrison, 529 U.S. 598
(2000), criminal law scholars have been particularly interested in the trend of “federaliz-
ing” offenses that previously only state laws proscribed. In contrast, only one empirical
economic study has considered the differences between the state and federal prosecu-
tions. Glaeser et al. (2000) compared the characteristics of drug crime defendants in
two systems. The authors found that federal defendants are on average older and more
highly educated and that they are more likely to be female, white, Hispanic, and married.
Federal defendants were also more likely to have experience in managerial or technical
employment and less likely to have a prior conviction. They are more often charged
with drug distribution rather than possession and hire private attorneys with greater fre-



484 S.D. Levitt and T.J. Miles

quency. Further empirical study of the prosecutorial behavior and of the differences
between the state and federal systems is clearly needed.

4.3.3. Bail system

Bail is an important mechanism for securing the appearance of defendants at trial, and
economists have examined several aspects of it. The first economic studies of the bail
system focused on whether the likelihood of a defendant’s flight declined with larger
bail amounts. In a sample of criminal defendants in New York City, Landes (1973)
found that offense type and bail amounts correlated with the probability of jump-
ing bail. Clarke et al. (1976) reached a somewhat different conclusion by examining
defendants in Charlotte, NC. They claimed that the strictness of supervision during
release and court delay were strongly related to the likelihood of a defendant failing
to appear but that offense type and demographic characteristics bore no systematic
relationship to flight risk. Myers (1981) showed that the existence of a plea bargain
greatly affected the estimates. In a sample of New York defendants, Myers found that
after controlling for plea bargains, the probability of flight was only weakly corre-
lated with court delay but strongly and negatively correlated with larger bail amounts.
Helland and Tabarrok (2004) demonstrate that bounty hunters are much more effec-
tive than public law enforcement in reducing bail jumping and catching those who skip
bail.

Ayres and Waldfogel (1994) studied criminal defendants in New Haven, CT, and
found that bail amounts for African-American and Hispanic men were substantially
higher than for whites and women, even after controlling for observable characteristics.
Their estimates also indicated that African-Americans and Hispanics paid significantly
lower interest rates on their bail bonds. Ayres and Waldfogel argue that because bond
dealers willingly accept lower interest rates from minorities for use of their capital,
the possibility that minorities pose greater flight risks cannot justify their higher bail
amounts. Ayres and Waldfogel believe their estimates are initial evidence of racial prej-
udice in setting bail.

4.4. Sentencing

4.4.1. Effect of attempts to cabin judicial discretion

The central issue in sentencing policy over the past fifteen years has been the effi-
cacy and desirability of the U.S. Sentencing Guidelines. Before the introduction of the
Guidelines in 1987, sentencing judges had effectively unfettered discretion to sentence
defendants to terms falling anywhere within the statutory range, which often encom-
passed not only the length of sentence, but also the choice between probation and
prison. The advantage of so-called “indeterminate sentencing” is that it affords judges
the opportunity to tailor sentences to individual defendants and to extend leniency where
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appropriate. However, critics of the system alleged that broad judicial discretion com-
promised the principle of equal treatment under law by producing dissimilar treatment
of similar defendants. Under this system, the sentences of defendants convicted of the
same offense and having similar criminal histories exhibited wide variation. In addition,
these variations were often correlated with race.7

In response to these problems, the Sentencing Guidelines attempted to restrain ju-
dicial discretion in sentencing while retaining sufficient flexibility to permit individual
sentences in each case (Breyer, 1988). The Guidelines narrowed the range of permis-
sible sentences and allowed deviations from those ranges only for a certain specified
reasons. Under the Guidelines, a grid largely determines sentences (United States Sen-
tencing Commission, 2003). The vertical axis measures the severity of the defendant’s
criminal history, and the horizontal axis measures the severity of the current offense.
A complex set of rules governs calculation of the criminal history category and offense
level. Each box on the grid contains a sentence range. A judge may “depart” from the
Guidelines, or impose a sentence other than the range specified on the grid, only in an
atypical case that presents factors or circumstances that the Guidelines do not consider.
The purpose of the Guidelines is thus to reduce the influence of the identity of the sen-
tencing judge or the demographic characteristics of the defendant in the determination
of the sentence.

Anderson et al. (1999) studied whether the Guidelines were successful in reducing
inter-judge variation in sentences by comparing sentences before and after implemen-
tation of the Guidelines. The authors estimated that the expected difference in sentence
between any two judges fell by roughly five months after the implementation of the
Guidelines. However, they also found that over this time period, the average sentence
rose from 24 to 35 months. LaCasse and Payne (1999) obtained roughly similar results
by comparing cases in two federal courts in New York before and after the introduction
of the Guidelines. They reported that the amount of variation in sentences attributable
to the identity of the judge did not change for plea bargains and even rose for cases
that proceeded to trial. Because both these studies used samples that included only fed-
eral defendants, all of whom become subject to the Guidelines, their comparisons were
not made relative to a control group. Thus, whether their estimates capture the effect
of the Guidelines or other contemporaneous changes in sentencing policy, such as the
introduction of mandatory minimums for certain drug offenses, is uncertain.

A particularly relevant dimension of judicial discretion pertains to race. Mustard
(2001) and Bushway and Piehl (2001) review the large literature on the role of the

7 Courts have been famously unmoved by statistical evidence of racial disparities in sentencing outcomes
and have perceived the issue as a responsibility of the legislature. For example, in McCleskey v. Kemp, 481
U.S. 297, 320 (1987), the Supreme Court declined to intervene in case in which a defendant presented a
statistical study showing that, even after controlling for observable differences, the defendants in Georgia
accused of murdering whites were roughly four times more likely to receive a death sentence than were
defendants accused of murdering blacks. The Court concluded, “McCleskey’s arguments are best presented
to the legislative bodies.”



486 S.D. Levitt and T.J. Miles

defendant’s race and other demographic characteristics in sentencing outcomes. Soci-
ologists and criminologists have studied this question extensively, but economists are
more recent entrants to this literature. Mustard (2001) and Bushway and Piehl (2001)
attempted to determine whether demographic characteristics remain significant factors
in the post-Guidelines period. Both reported that they are. Mustard found that, among
federal defendants, males, African-Americans, and persons with less than high school
education received longer sentences. The sentences of drug-trafficking defendants ex-
hibited the widest variation. The disparities resulted principally from departures from
the Guidelines rather than within-range differences. Bushway and Piehl studied sen-
tences in Maryland, a state with sentencing guidelines analogous to the federal system.
They found that African-Americans receive sentences 20% longer after controlling for
other factors. Bushway and Piehl found that departures from the guidelines were most
substantial in the portion of the sentencing grid that recommended longer sentences
and that African-American defendants were concentrated in this portion of the grid. Al-
though the studies do not provide a persuasive measure of the whether the Guidelines
have strengthened or weakened importance of demographic factors, they suggest that
the Guideline’s success in cabining the influence of those factors is at best qualified.

4.4.2. Empirical tests of optimal type of penalty

Economists have also tested whether the manner in which society enforces its laws is
efficient or socially optimal. An optimal penalty is the combination of a probability of
apprehension and a set of punishments that minimize the costs of maintaining a given
level of expected penalty. Although the early theoretical literature emphasized the cost
difference between policing and fines (Becker, 1968; Polinsky and Shavell, 1979) and
between fines and incarceration (Polinsky and Shavell, 1984), empiricists have exam-
ined the imposition of different kinds of sanctions. Some studies consider the sentences
meted out to individual criminal defendants. Waldfogel (1995) predicted that efficiency
would require the maximum use of fines before the use of incarceration, because fines
are costless and imprisonment is costly. In a sample of federal fraud defendants, he
found that ability to pay correlated positively with fines and negatively with the length
of prison terms. Waldfogel and Meade (1998) reported similar evidence of the optimiz-
ing tendency in judges’ choice between fines and imprisonment. The authors also tested
whether the Sentencing Guidelines raise the costs of punishment by limiting a judge’s
ability to substitute fines for prison. They estimate that the Guidelines raise the cost of
punishment by roughly 5% of the total cost of imprisoning federal inmates.

Economists have also noted that the total punishment for offending consists of more
than just the state-imposed sentence. Arrest and conviction may damage a defendant’s
reputation and impair his opportunities in the legitimate sector. Some economists tested
this prediction by comparing offenders’ earnings before and after their convictions. Lott
(1990, 1992b) found that convicts suffered declines in post-release earnings consistent
with collateral consequences of conviction, such as the loss of professional licenses and
damage to reputation.
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Most empirical research on reputational sanctions investigates the consequences of
criminal activity by corporations rather than individuals, because the price of a corpora-
tion’s stock provides a ready measure of its reputation. Karpoff and Lott (1993) reported
that news of an investigation or an indictment of a corporation for fraud resulted in large
declines in market value. In contrast, the stock price effect for a regulatory violation
was small and statistically insignificant. Their estimates show that, relative to the mar-
ket sanction, government-imposed criminal penalties for fraud are very small. Karpoff
et al. (1999) also found evidence of reputational sanctions in a sample of defense con-
tractors. The authors showed that the stock of a defense contractor experienced negative
abnormal returns following press reports of a fraud investigation, indictment, or sus-
pension. Their results indicated that the market penalties are not uniform for all firms,
because peripheral defense contractors had the most negative abnormal returns. The
share price declines may reflect a reluctance to conduct business with an offending cor-
poration. Alexander (1999) found that allegations of criminal activity by a corporation
correlate with reports of suspended or severed customer relationships and management
or employee turnover. These reports are more likely when the offense harms customers,
as in fraud, than when it injures third parties, as in environmental crimes.

Just as economists studied the effect of the Sentencing Guidelines on individual
defendants, economists have also examined their impact on the sentencing of corpo-
rations. The Guidelines for corporate defendants, like those for individuals, attempted
to constrain judicial discretion in determining sentences, but unlike the Guidelines for
individuals, they also sought to increase the level of sanctions. Parker and Atkins (1999)
compared corporate criminal fines before and after the Guidelines, and after controlling
for the magnitude of the harm, they found no statistically significant change in corpo-
rate monetary penalties. In contrast, Alexander et al. (1999a) claim that total penalties
for corporate crime were higher following the Guidelines. Fines, which are governed
by the Guidelines, are roughly five times higher, but even non-fine penalties, which are
not constrained by the Guidelines, rose following the implementation of the Guidelines.
Differences in the empirical specification and the data used may explain the conflicting
results of these two studies. Alexander et al. (1999b) note that Parker and Atkins’s use
of restitution as a proxy for harm may mask any effect on fines, because the Guide-
lines sought to increase restitution as well as fines. Alexander et al., unlike Parker and
Atkins, construct their own data set of corporate sentences, because variable definitions
in the Sentencing Commission’s corporate sentencing data changed over time. Gener-
ally, the lack of available data continues to hamper empirical studies of corporate crime
and limits economists’ understanding of how corporate offending differs from individ-
ual criminal behavior. Alexander et al. (2000) discuss the shortcomings of even the
Commission’s post-Guidelines data.

4.5. Incarceration strategies

Social scientists, including economists, have produced surprisingly little evidence on
the effectiveness of incarceration in reducing recidivism. Economists have not yet ex-
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amined whether participants in prison education programs, boot camps, or faith-based
programs, for example, have lower rates of re-offending than the general prison popula-
tion. An obstacle in any such study would be the self-selection of participants into these
programs. Even if this econometric difficulty were overcome, the consensus that the
criminal justice system does not advance rehabilitation and Donohue and Siegelman’s
(1998) pessimistic view of the intervention programs bode ill for the efficacy of prison
programs.

Even if prison programs successfully rehabilitated offenders, they might be in tension
with the goals of deterrence. Katz et al. (2003) analyzed the relationship between crime
rates and prison conditions. They find that more severe prison conditions, as measured
by the death rate among prisoners, correlate with declines in crime rates. Whether these
penal goals conflict and whether prison programs are effective awaits future research.

4.6. Post-release

In addition to studying whether the criminal justice system deters crime, some econo-
mists have examined the system’s impact on those who were not deterred. The effect of
contact with the criminal justice system on subsequent behavior has gained renewed
relevance as many of the prisoners incarcerated in the 1980’s and 1990’s approach
their release dates. Numerous studies, such as Langan and Levine (2002), report high
recidivism and re-incarceration rates, and Raphael and Stoll (2003) examine the rela-
tionship between crime rates and the size of the parolee population. Using a repeated
cross-section of states between 1977 and 2001, the authors find that larger parole pop-
ulations correlate with higher rates of all major felonies. However, they estimate that
the increases in crime caused by the release of the marginal parolee are lower than the
reductions accruing from the incarceration of the marginal inmate. Their results do not
distinguish whether the marginal parolee has a lower criminal propensity than the mar-
ginal inmate, or whether the conditions of parole themselves reduce criminal activity.

Economists have looked most often for an impact of the criminal justice system on
offenders’ labor market outcomes. The effect may vary with the degree of the contact
with the criminal justice system: arrest, conviction, incarceration, and length of any
incarceration. The prevailing wisdom is that these contacts have a negative effect on
employment and earnings. Arrest and conviction might adversely affect an individual’s
labor market prospects because involvement with the criminal justice system signals the
individual’s untrustworthiness, and human capital may deteriorate during incarceration.
However, economists have found no evidence of a deleterious effect on human capital
and only limited support for the stigma hypothesis among certain white-collar offenders.

Grogger (1995) studied the effect of arrests on a sample of young men in Califor-
nia and found that the impact was small and short-lived. According to his estimates,
any effect of arrest dissipated after 18 months. In a sample of young British offend-
ers, Nagin and Waldfogel (1995) found no effect of self-reports of criminal activity
on labor market outcomes, but a conviction correlated, curiously, with an increase in
an offender’s legitimate sector earnings. They hypothesized that conviction relegates
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offenders to spot-market employment that raise earnings in the short term. Nagin and
Waldfogel (1998) tested this further hypothesis by examining the relationship of a first-
time conviction and the earnings of federal offenders. Their estimates indicate that a
first conviction has a positive effect on earnings for offenders under age 25 but an in-
creasingly negative impact over age 30.

Other studies test the effect of a prison sentence and its length, rather than the effect of
a conviction. Results of these studies generally vary by the offense of conviction. Wald-
fogel (1994) reported that federal defendants sentenced to prison for fraud or larceny
experienced significant reductions in employment rates and income relative to similarly
convicted defendants who did not receive prison terms. Lott (1992b) also found that
the length of a prison sentence correlates with post-release earnings declines for federal
defendants convicted of fraud and embezzlement. However, Lott (1992a) reported no
significant relationship between post-release earnings and sentence length for federal
drug offenders. Kling (2002) obtained similar results in a sample of California convicts.
He found that drug and violent offenders have low average earnings, but post-release
their earnings increase and do not vary by the length of time served. In contrast, white
collar offenders who were incarcerated earned 10–30% less five to eight years after re-
lease than similarly convicted defendants who did not serve time. Economists have thus
demonstrated that the effect of contact with the criminal justice system on labor market
outcomes is more complex than previously thought and that its effect varies over time
and by demographic group.

5. Conclusion

Empirical economists have made substantial contributions to the understanding of crim-
inal behavior. In particular, they have provided evidence supporting the deterrence
model, and they have shown that incapacitation is at work as well. Economists have
begun to assess the relative importance of deterrence and incapacitation, but more re-
search is needed on this question. The evidence of the crime-reducing effect of police
and prisons exhibits consistency across different methodological approaches. In con-
trast, estimates of the deterrent effect of other penalties, such as capital punishment and
three-strikes laws, are less robust and suggest that claims of large effects from these
policies may be spurious.

Empirical economists have made less progress in studying the criminal justice system
itself. These studies lack the econometric sophistication of deterrence research, perhaps
because the type of data that would permit such tests remain unavailable. These areas
remain important avenues for future empirical research on criminal punishment.
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Abstract

This chapter provides an economic perspective of environmental law and policy. We
examine the ends of environmental policy, that is, the setting of goals and targets, begin-
ning with normative issues, notably the Kaldor–Hicks criterion and the related method
of assessment known as benefit–cost analysis. We examine this analytical method in
detail, including its theoretical foundations and empirical methods of estimation of
compliance costs and environmental benefits. We review critiques of benefit–cost analy-
sis, and examine alternative approaches to analyzing the goals of environmental poli-
cies.

We examine the means of environmental policy, that is, the choice of specific policy
instruments, beginning with an examination of potential criteria for assessing alter-
native instruments, with particular focus on cost-effectiveness. The theoretical foun-
dations and experiential highlights of individual instruments are reviewed, including
conventional, command-and-control mechanisms, market-based instruments, and liabil-
ity rules. Three cross-cutting issues receive attention: uncertainty; technological change;
and distributional considerations. We identify normative lessons in regard to design,
implementation, and the identification of new applications, and we examine positive
issues: the historical dominance of command-and-control; the prevalence in new pro-
posals of tradeable permits allocated without charge; and the relatively recent increase
in attention given to market-based instruments.

We also examine the question of how environmental responsibility is and should be
allocated among the various levels of government. We provide a positive review of the
responsibilities of Federal, state, and local levels of government in the environmental
realm, plus a normative assessment of this allocation of regulatory responsibility. We
focus on three arguments that have been made for Federal environmental regulation:
competition among political jurisdictions and the race to the bottom; transboundary
environmental problems; and public choice and systematic bias.
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1. Introduction

An economic perspective can provide clarity regarding the causes and consequences
of environmental degradation, and thereby provide insights regarding public policies
intended to protect the environment. This is true both with regard to normative and pos-
itive assessments of environmental policies. Despite this value, an economic perspective
is by no means a perfect substitute for other legitimate perspectives on environmental
law and policy, whether from the natural sciences, from ethics, or from other disciplines.
Rather, an economic perspective is a valuable complement to such views. Indeed, over
the past several decades, as the attention given to environmental issues in the United
States has grown, greater consideration has also been given to the efficiency, cost-
effectiveness, and distributional equity of laws and regulations intended to protect the
environment.1

In an effort to be rigorous in our review while keeping the treatment to reasonable
length, we have imposed limits on the scope of our coverage. First, we focus on pol-
lution control, and do not consider natural resource management, despite the fact that
these two areas are closely related. Second, we concentrate our attention on environ-
mental protection efforts at the federal level in the United States, and do not examine
state, local, or international regulatory efforts.

We begin with the core question of whether and why environmental regulation is
needed, considering the fact that under many conditions unconstrained markets pro-
duce socially desirable outcomes. What about in the environmental sphere? Under what
specific circumstances will governmental intervention be appropriate? The fundamental
theoretical argument for government activity in the environmental realm is that pollution
is a classic example of an externality—an unintended consequence of market decisions,
which affects individuals other than the decision maker. Because firm-level decisions
do not take into account full social costs, pollutant emissions tend to be higher than
socially efficient levels. As environmental quality is thus naturally under-provided by
competitive markets, a possible role arises for government regulation. The traditional
theoretical solution to the externality problem was long thought to be to force private
actors to “internalize” the full costs of their actions. The primary advocate of this view
was Arthur Pigou, who in The Economics of Welfare (1920) proposed that the govern-
ment should impose a tax on emissions equal to the cost of the related damages at the
efficient level of control.

A critical response to the Pigovian perspective was provided by Ronald Coase in
his seminal article, The Problem of Social Cost (1960). Coase made three key points.

1 We follow the standard definition of an efficient environmental policy as being one that involves a target—
such as a 50 percent reduction in sulfur dioxide (SO2) emissions—that maximizes the difference between
social benefits and social costs, i.e., a target level at which marginal benefits and marginal costs are equated.
By cost-effective policies, we refer to those that take (possibly inefficient) targets as given by the political
process, but achieve those targets with policy instruments—such as a tradeable permit system in the SO2
case—that minimize aggregate costs. Assessments of the distributional implications of environmental policies
include analyses of the incidence of costs and of benefits.
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First, he argued that even if A’s actions inflict harm on B, it is not the case that A’s
actions should necessarily be restrained, because A’s harm of B is really “a problem of
a reciprocal nature” which arises because of the simultaneous presence of two parties.
For example, the problem of a factory that emits fumes that harm a nearby laundry is
not caused solely by the factory. Protecting the laundry by enjoining the fumes would
impose harm on the factory, just as protecting the factory by not enjoining its actions
would impose harm on the laundry.

Second, Coase demonstrated that in a bargaining environment without transaction
costs, parties will reach socially desirable agreements; and third, that the overall amount
of pollution will be independent of the legal rules (assignment of property rights) chosen
to structure their relationship. For example, if the legal regime enjoined pollution, but
the harm to the factory were greater than the harm that the laundry would have suffered
in the absence of such an injunction, the parties will enter into a contract under which, in
return for a payment, the laundry will agree not to exercise its right to seek an injunction.
Conversely, if the legal regime allows the pollution but the resulting harm to the laundry
is greater than the harm that the injunction would impose on the factory, the parties
will enter into a contract under which, again in return for a payment, the factory would
agree not to pollute. Thus, regardless of the initial legal rule, bargaining will produce
two results: (1) it will lead to the same amount of pollution; and (2) it will lead to the
maximization of social welfare. Of course, the choice of legal rules can determine which
party makes payments and which party receives them, a distributional concern, though
not one of efficiency.

These three points are jointly characterized as the Coase Theorem. The Theorem may
be said to hold if there are no transaction costs,2 no wealth or income effects,3 private
rather than public goods, and no third-party impacts (i.e., all affected parties partic-
ipate in the negotiation). At least some of these conditions are unlikely to hold in the
case of most environmental problems. Hence, private negotiation will not—in general—
fully internalize environmental externalities. And when market transactions—including
Coasian bargaining—do not generate socially efficient allocations of resources, govern-
ment regulation may be necessary to improve environmental quality.

On the other hand, although government regulation may be necessary to improve
environmental quality when market transactions fail to generate socially efficient allo-
cations of resources, such regulation is by no means sufficient to improve welfare or
even environmental quality. This is because government regulation itself may not be ef-
ficient, that is, government may under-regulate or over-regulate, and/or it may regulate
in ways that require unnecessarily large costs of compliance.4

2 Coase recognized that transaction costs can be significant, and could prevent efficient negotiated outcomes.
When transaction costs are great, the choice of legal rule will affect the amount of pollution and hence the
level of social welfare.
3 That is, when the size of the payments is sufficiently small relative to the firms’ or individuals’ incomes or

wealth that payment and receipt has no effect on respective supply and demand functions.
4 The public choice literature in economics suggests specific reasons for “government failure,” analogous to

market failure. See our application of the economic theory of politics in section 3.2, for example.
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We continue in section 2 of this chapter with an examination of the ends of environ-
mental policy, that is, the setting of goals and targets. We begin with an examination of
normative issues, notably the Kaldor–Hicks criterion and the related method of benefit–
cost analysis. We examine this analytical method in detail, including its theoretical
foundations and various approaches to the estimation of compliance costs and environ-
mental benefits. We include a review of critiques of benefit–cost analysis, and examine
alternative approaches to analyzing the goals of environmental policies. The section
closes with a positive survey of the efforts of the Federal governmental to use these
analytical methods.

In section 3, we turn to the means of environmental policy, that is, the choice of
specific policy instruments. We begin with normative issues, and examine potential cri-
teria for assessing alternative instruments, with particular focus on cost-effectiveness.
The theoretical foundations and experiential highlights of individual instruments are
reviewed, beginning with conventional, command-and-control, and then turning to eco-
nomic incentive or market-based instruments. In the latter category, we consider pol-
lution charges, tradeable permit systems, market friction reductions, and government
subsidy reductions. We also consider the role of liability rules. Three cross-cutting is-
sues merit particular attention: implications of uncertainty for instrument choice; effects
of instrument choice on technological change; and distributional considerations. From
this review, we identify a set of normative lessons in regard to design, implementa-
tion, and the identification of new applications. The section closes with an examination
of positive issues, including three phenomena we seek to explain: the historical dom-
inance of command-and-control; the prevalence in new proposals of tradeable permits
allocated without charge; and the relatively recent increase in attention given to market-
based instruments.

In section 4, we turn to the question of how environmental responsibility is and should
be allocated among the levels of government. We offer a positive review of the respon-
sibilities of Federal, state, and local levels of government in the environmental realm,
plus a normative assessment of this allocation of regulatory responsibility. We examine
three arguments that have been made for federal environmental regulation: competition
among political jurisdictions and the “race to the bottom;” transboundary environmental
problems; and public choice problems. In section 5, we conclude.

2. Setting goals and targets: the ends of environmental policy

If it is deemed appropriate for government to become involved in environmental pro-
tection, how intensive should that activity be? In real-world environmental policy, this
question becomes how stringent should our environmental goals and targets be? For ex-
ample, should we cut back sulfur dioxide (SO2) emissions by 10 million tons, or would
a 12 million ton reduction be better? In general, how clean is clean enough? How safe
is safe enough?
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2.1. Normative issues and analysis

Most economists would argue that economic efficiency—achieved when the difference
between benefits and costs is maximized—ought to be one of the fundamental criteria
for evaluating environmental protection efforts. Because society has limited resources
to spend, benefit–cost analysis can help illuminate the trade-offs involved in making dif-
ferent kinds of social investments. In practice, there are significant challenges, in large
part because of inherent difficulties in measuring benefits and costs. In addition, con-
cerns about fairness and process merit consideration, because public policies inevitably
involve winners and losers, even when aggregate benefits exceed aggregate costs.

2.1.1. Criteria for environmental policy evaluation

More than 100 years ago, Vilfredo Pareto enunciated the well-known normative crite-
rion for judging whether a social change—possibly induced by public policy—makes
the world better off: a change is Pareto efficient if at least one person is made better
off, and no one is made worse off (1896). This criterion has considerable normative
appeal, but virtually no public policies meet the test of being true Pareto improvements,
since there are inevitably some in society who are made worse off by any conceivable
change. Nearly fifty years later, Nicholas Kaldor (1939) and John Hicks (1939) postu-
lated a more pragmatic criterion that seeks to identify “potential Pareto improvements:”
a change is defined as welfare-improving if those who gain from the change could—in
principle—fully compensate the losers, with (at least) one gainer still being better off.

The Kaldor–Hicks criterion—a test of whether total social benefits exceed total so-
cial costs—is the theoretical foundation for the use of the analytical device known as
benefit–cost (or net present value) analysis. Neither the Pareto efficiency criterion nor
the Kaldor–Hicks criterion calls for support for any policy for which benefits are greater
than costs. Rather, the key is to identify the policy for which the positive difference be-
tween benefits and costs is greatest; otherwise it would be possible to identify another
policy that would represent a further (potential) Pareto improvement.

If the objective is to maximize the difference between benefits and costs (net benefits),
then the related level of environmental protection (pollution abatement) is defined as the
efficient level of protection:

(1)max
{qi }

N∑
i=1

[Bi(qi) − Ci(qi)] → q∗
i

where qi is abatement by source i (i = 1 to N ), Bi(·) is the benefit function for source
i, Ci(·) is the cost function for the source, and q∗

i is the efficient level of protection
(pollution abatement). The key necessary condition that emerges from the maximization
problem of equation (1) is that marginal benefits be equated with marginal costs.
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The Kaldor–Hicks criterion is clearly more practical than the strict Pareto criterion,5

but its normative standing is less solid and has been attacked from various quarters. Al-
though basic economic (utility) theory posits that individual well-being is a function of
the satisfaction of individual preferences, this notion has been debated in other disci-
plines, including psychology and philosophy.6 In addition, questions have been raised
about whether social gains and losses can be expressed through the simple aggregation
of welfare changes of individuals. Some have argued that other factors should be con-
sidered in a measure of social well-being, and that criteria such as distributional equity
should trump efficiency considerations in some collective decisions (Kelman, 1981a;
Sagoff, 1993).7 Many economists do not disagree with this assertion, and indeed have
noted that the Kaldor–Hicks criterion should be considered neither a necessary nor a
sufficient condition for public policy (Arrow et al., 1996b).

At the heart of the claim that the Kaldor–Hicks criterion lacks normative standing
for public decision making is the lack of any guarantee that compensation can or will
be paid. Gains and losses to individuals can be aggregated in a variety of ways, but the
standard method of aggregation is a simple sum, an approach that can be problematic
if there is diminishing marginal utility of income or individual utility is dependent on
the overall societal distribution of income. Under such conditions, policies can pass
a potential Pareto improvement test, but decrease overall societal well-being, or vice-
versa. Thus, some of the debate may be understood as focusing on the compatibility
of the efficiency and distributional equity criteria.8 The general view from economics is
that other criteria in addition to efficiency can and should be employed by policy makers,
but that the existence of such criteria does not invalidate the efficiency criterion, which
should remain part of social decision-making (Arrow et al., 1996b; Kopp, Krupnick,
and Toman, 1997).9

Many proposed and implemented environmental policies involve real trade-offs be-
tween equity and efficiency, and both international and national policy bodies have
demonstrated concern for ensuring that groups such as low-income citizens, ethnic mi-
norities, and future generations do not bear “disproportionate” shares of the costs of

5 If a proposal fails the (weaker) Kaldor–Hicks test, it cannot pass the Pareto test. Hence, at a minimum, the
Kaldor–Hicks criterion can be used to weed out the worst policies, that is, those that cannot make the world
better off in the Pareto efficiency sense.
6 See, for example, Scanlon (1991) for a philosophical critique, and Kopp (1993) for a response. More

broadly, see Adler and Posner (2001).
7 For a contrasting view, see Kaplow and Shavell (2001, 2002a), who argue that any policy assessment

that accords importance to non-utility criteria violates the Pareto principle and, thus, is subject to powerful
criticism. See the discussion in section 3.1.3.3, below, of distributional considerations.
8 See: Polinsky (1971, 1980).
9 Data limitations sometimes reduce the reliability of economic benefit estimates, thus reducing the efficacy

of benefit–cost analysis and the operational content of the efficiency criterion. Economics can still aid in
decision making through the cost-effectiveness criterion, where an environmental target is taken as given, and
the least-cost means of achieving that target are identified. We consider cost-effectiveness analysis later, in
the context of normative analysis of policy instrument choice.
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environmentally related actions.10 While it is conceivable to combine the goals of equity
and efficiency using a social welfare function to arrive at a single metric (Bergson, 1938;
Jorgenson, 1997), the information constraints and collective choice caveats have been
acknowledged (Arrow, 1963, 1977; Sen, 1970). The consensus, at least within the realm
of environmental policy, is that efficiency and equity ought to be evaluated separately
(U.S. Environmental Protection Agency, 2000a), but there is no consensus on specific
criteria that might be used to rank alternatives from an equity perspective.11

In recent years, there has been much debate among economists, and between econo-
mists and nearly everyone else regarding the meaning of the frequently employed
concept of “sustainability.” Ecologists and many others outside the economics profes-
sion have taken sustainability to be the unique and comprehensive criterion that can
and should guide global development. In contrast, economists have tended to define
sustainability as being purely about intertemporal distribution, that is, intergenerational
equity.12 As such, most economists have viewed sustainability as no more than one
element of a desirable development path.

A broader notion of sustainability, with considerable appeal outside of economics,
combines two components—dynamic efficiency and intergenerational equity (Stavins,
Wagner, and Wagner, 2003). Thus, a sustainable path is one that is both efficient and
non-decreasing in utility over time. Much as a potential Pareto-improvement in the
Kaldor–Hicks sense can yield Pareto optimality when combined with appropriate com-
pensation of losers by winners, so too can dynamic efficiency lead to the ambitious goal
of sustainability when combined with appropriate intergenerational transfers. The im-
plication is that much as practical economic analyses often resort to seeking potential
Pareto-improvements (see the following section), so too might intertemporal economic
analyses focus on dynamic efficiency, leading to the possibility, at least, of sustainabil-
ity.

10 Executive Order 12898 (1994) provides a mandate for Federal agencies to make “environmental justice”
part of their missions by considering possible negative effects of proposed policies on minority and low-
income populations (U.S. Council on Environmental Quality, 1997). In the international realm, as early as
1987, the Brundtland Commission defined development as sustainable “when it meets the needs of the present
without compromising the ability of future generations to meet theirs” (World Commission on Environment
and Development, 1987).
11 In the intertemporal realm, Rawls’ (1971) cognitive device of a “veil of ignorance” is insightful, but not
operational. Farrow (1998) proposed a modified benefit–cost test for intergenerational equity that emphasized
actual compensation rather than potential improvement.
12 For example, Arrow et al. (2004) make a clear distinction between “optimality,” defined as the maximized
discounted present value of future well being, and sustainability, defined as “the maintenance or improvement
of well being over time.” One exception is provided by Asheim, Buchholz, and Tungodden (2001), who
impose so-called efficiency and equity axioms and show that if social preferences fulfill these two axioms,
any optimal path will lead to an efficient and non-decreasing path, thus implicitly including dynamic efficiency
in the definition of sustainability. For a broader discussion of sustainability and optimality, see Pezzey (1992)
and Weitzman (2003), and for a review of the major issues involved, see Pezzey and Toman (2001, 2002).
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2.1.2. Benefit–cost analysis of environmental regulations

While conceptually straightforward, the soundness of empirical benefit–cost analysis
rests upon the availability of reliable estimates of social benefits and costs,13 including
estimates of the social discount rate.

2.1.2.1. Discounting Decisions made today typically have impacts both now and in
the future. In the environmental realm, many of the future impacts are from policy-
induced improvements, and so in this context, future benefits (as well as costs) of
policies are discounted (Goulder and Stavins, 2002). The present value of net benefits
(PVNB) is defined as:

(2)PVNB =
T∑

t=0

{(Bt − Ct) · (1 + r)−t }

where Bt are benefits at time t , Ct are costs at time t , r is the discount rate, and T is
the terminal year of the analysis. A positive PVNB means that the policy or project has
the potential to yield a Pareto improvement (meets the Kaldor–Hicks criterion).14 Thus,
carrying out benefit–cost or “net present value” (NPV) analysis requires discounting
to translate future impacts into equivalent values that can be compared. In essence,
the Kaldor–Hicks criterion provides the rationale both for benefit–cost analysis and for
discounting.

Choosing the discount rate to be employed in an analysis can be difficult, particu-
larly where impacts are spread across a large number of years involving more than a
single generation.15 The rate chosen can have a significant effect if there are large dif-
ferences among policies in the timing of benefits and costs. In general, benefits and
costs should be discounted at the social discount rate—the relative valuation placed by
society on future consumption presently sacrificed. In theory, the social discount rate
could be derived by aggregating the individual time preference rates of all parties af-
fected by a policy. Under idealized conditions, the market interest rate would reflect the

13 Early volumes on benefit–cost analysis include those by Mishan (1976) and Stokey and Zeckhauser (1978);
and a recent text is by Boardman et al. (2001). One of the earliest applications to environmental and natural
resource policy was by Eckstein (1958).
14 Neither benefit/cost ratios (dividing benefits by costs) nor internal rates of return (the interest rate that
results in the present value of benefits being equal to the present value of costs) provide satisfactory alterna-
tives to the net present value criterion, because—among other reasons—neither takes into account scale, and
hence both can fail to make proper comparisons among policies using the Kaldor–Hicks criterion. Benefit–
cost ratios have the additional problem that the ranking of projects is sensitive to the fundamentally arbitrary
judgment of whether an environmental externality is considered to be an increment to costs or a decrement to
benefits.
15 Useful surveys include Lind (1982) and Portney and Weyant (1999). An important distinction is whether
a publically-mandated policy or project calls for public or private spending. On the effects of this distinction
on the choice of discount rate, see, for example: Scheraga and Sussman (1998).
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marginal rate of time preference of individuals, but the presence of taxes, risk, liquidity
constraints, limited information, and other imperfections means that the social discount
rate is not reflected by any particular market rate (Newell and Pizer, 2004).

Alternatives to constant exponential discounting have received consideration. Evi-
dence from market behavior and from experimental economics indicates that individuals
may employ lower discount rates for impacts of larger magnitude, higher discount rates
for gains than for losses, and rates that decline with the time span being considered
(Cropper, Aydede, and Portney, 1994; Cropper and Laibson, 1999). In particular, there
has been both empirical and theoretical support for the use of hyperbolic discounting
and similar approaches with declining discount rates over time (Ainslie, 1991; Weitz-
man, 1994, 1998), but most of these approaches suffer from the problem that they would
imply inconsistent decisions over time. Declining discount rates based on uncertainty
in future rates, however, need not suffer from the time-inconsistency problem (Newell
and Pizer, 2003a).

The choice of discount rate can be particularly important in the case of environmen-
tal problems with very long time horizons, such as global climate change, radioactive
waste disposal, groundwater pollution, and biodiversity preservation (Revesz, 1999).
Choosing an intergenerational rate is difficult, because the preferences of future gener-
ations are unknowable, and ethical questions arise about trading off the well-being of
future generations. Approaches to intergenerational discounting have been considered
in two conceptual categories. One relies on a social planner approach, which seeks to
maximize the utilities of present and future generations, based on a social welfare func-
tion (Lind, 1995; Schelling, 1995; Arrow et al., 1996a). A second approach is based
on the preferences of existing individuals, and assumes that one of the allocation deci-
sions these individuals must make is about the welfare of future generations (Shefrin
and Thaler, 1988; Cropper, Aydede, and Portney, 1992; Rothenberg, 1993; Schelling,
1995).

What discount rates are actually employed by government agencies? The general
answer is a “large range.” For many years, the U.S. Office of Management and Budget
(OMB) required the use of a 7 percent real rate for Regulatory Impact Analyses (RIAs),
despite the fact that this seems high compared with advice from economists regarding
the social discount rate, which would place it in the range of 2 to 3 percent. Why did this
persist? One possible rationale was that OMB believed that agencies want their policies,
programs, and projects to go forward, and so will tend to exaggerate benefits relative
to costs, and that OMB tried to counteract this effect by using a higher discount rate.16

In any event, reforms put in place by OMB in September of 2003 included the use of a
3 percent real discount rate for intragenerational analyses and lower, unspecified rates
for intergenerational contexts (U.S. Office of Management and Budget, 2003).

Several general principles are worth noting. First, it is generally appropriate to em-
ploy the same discount rate for benefits and costs. Second, if private capital investments

16 This rationale assumes that the policies in question have the time profile of typical investments, that is,
up-front costs and delayed benefits.
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will be displaced by public projects, this should be taken into account in estimates of fu-
ture benefits and costs prior to discounting. Third, estimates of future benefits and costs
that may be uncertain or involve risk should be adjusted accordingly (such as through
the use of certainty-equivalents), but the discount rate itself should not be changed to
account for risk or uncertainty. Fourth, sensitivity analysis using alternative discount
rates should be carried out.

2.1.2.2. Benefit concepts and taxonomies If an environmental change matters to any
person—now or in the future—then it should, in principle, show up in an economic
assessment.17 Thus, the economic concept of environmental benefits is considerably
broader than most non-economists would think.18 The environment can be viewed as
a form of natural asset that provides service flows used by people in the production
of goods and services, such as agricultural output, human health, recreation, and more
amorphous goods such as quality of life. This effect is analogous to the manner in
which real physical capital assets provide service flows used in manufacturing. As with
real physical capital, a deterioration in the natural environment (as a productive asset)
reduces the flow of services the environment is capable of providing.

Protecting the environment usually involves active employment of capital, labor, and
other scarce resources. Using these resources to protect the environment means they are
not available to be used for other purposes. Hence, the economic concept of the value
or benefit of environmental goods and services is couched in terms of society’s willing-
ness to make trade-offs between competing uses of limited resources, and in terms of
aggregating over individuals’ willingness to make these trade-offs. Thus, the benefits
of an environmental policy are defined as the collection of individuals’ willingness to
pay (WTP) for the reduction or prevention of environmental damages or individuals’
willingness to accept (WTA) compensation to tolerate such environmental damages. In
theory, which measure of value is appropriate for assessing a particular policy depends
upon the related assignment of property rights, the nature of the status quo, and whether
the change being measured is a gain or a loss, but under a variety of conditions, the
difference between the two measures may be expected to be relatively small (Willig,
1976).19 Empirical evidence suggests larger than expected differences between will-
ingness to pay and willingness to accept (Cummings, Brookshire, and Schulze, 1986;

17 This reflects the anthropocentric view employed in economics, which does not include welfare in-
curred by other living creatures, unless it (indirectly) affects humans. For a recent argument involving
non-anthropocentric values, see Ariansen (1998).
18 For a summary of myths that non-economists seem to have regarding economics in the environmental
realm, and a set of responses thereto, see: Fullerton and Stavins (1998).
19 The difference depends on the magnitude of the impact, as well as the related income elasticity of demand.
Consumers’ surplus, derived from the observed Marshallian demand curve, provides a close approximation
for equivalent and compensating variations (Willig, 1976). Willig’s analysis is of price changes, but Randall
and Stoll (1980) showed that similar results hold for quantity changes. For reviews of empirical studies of
willingness-to-pay and willingness-to-accept measures, see: Horowitz and McConnell (2002, 2003). For ex-
aminations of the relationship between Willig’s conditions and weak complementarity, see: Bockstael and
McConnell (1993); Palmquist (2005); and Smith and Banzhaf (2004).
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Fisher, McClelland, and Schulze, 1988). Theoretical explanations include psycholog-
ical aversion to loss and poor substitutes for environmental amenities. In particular,
Hanneman (1991) demonstrated that for quantity changes, the less perfect the substi-
tutes that are available for a public good, the greater the expected disparity between
WTP and WTA.

The benefits people derive from environmental protection are numerous and diverse.
From a biophysical perspective, such benefits can be categorized as being related to
human health (mortality and morbidity), ecological impacts (both market and non-
market),20 or materials damage. From an economic perspective, a critical distinction
is between use value and non-use value. In addition to the direct benefits (use value)
people receive through protection of their health or through use of a natural resource,
people also derive passive or non-use value from environmental quality, particularly in
the ecological domain. For example, an individual may value a change in an environ-
mental good because she wants to preserve the option of consuming it in the future
(option value) or because she desires to preserve the good for her heirs (bequest value).
Still other people may envision no current or future use by themselves or their heirs, but
still wish to protect the good because they believe it should be protected or because they
derive satisfaction from simply knowing it exists (existence value).21

2.1.2.3. Cost concepts and taxonomies In the environment context, the economist’s
notion of cost, or more precisely, opportunity cost, is a measure of the value of whatever
must be sacrificed to prevent or reduce the risk of an environmental impact. Hence, the
costs of environmental policies are the forgone social benefits due to employing scarce
resources for environmental policy purposes, instead of putting those resources to their
next best use.22

A taxonomy of environmental costs can be developed, beginning with the most obvi-
ous and moving towards the least direct (Jaffe et al., 1995). First, many policy makers
and much of the general public identify the on-budget costs to government of admin-
istering (monitoring and enforcing) environmental laws and regulations as the cost of
environmental regulation. This meets the notion of opportunity cost, since administering
environmental rules involves the employment of resources (labor and capital) that could

20 It is important to distinguish between ecosystem functions (for example, photosynthesis) and the envi-
ronmental services produced by ecosystems that are valued by humans (Freeman, 1997). The range of these
services is great, including obvious environmental products such as food and fiber, and services such as flood
protection, but also including the quality of recreational experiences, the aesthetics of the landscape, and such
desires (for whatever reasons) as the protection of marine mammals.
21 Option value and existence value should not be thought of as being additive, since option value is de-
fined from a framework that holds expected utility constant; this is not the case with existence (and bequest)
value. The contemporary concept of non-use value relates to what was previously most often characterized as
existence value. See: Graham (1981); Bishop (1982); and Smith (1987).
22 Costs and benefits are thus two sides of the same coin. The cost of an environmental-protection mea-
sure may be defined as the gross decrease in benefits (consumer and producer surpluses) associated with the
measure and with any price and/or income changes that may result (Cropper and Oates, 1992).
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otherwise be used elsewhere. But economic analysts also include as costs the capital and
operating expenditures associated with regulatory compliance. Indeed, these typically
represent a substantial portion of the overall costs of regulation, although a considerable
share of compliance costs for some regulations falls on governments rather than private
firms.23 Additional direct costs include legal and other transaction costs, the effects of
refocused management attention, and the possibility of disrupted production.

Next, there are what have sometimes been called “negative costs” of environmen-
tal regulation, including the beneficial productivity impacts of a cleaner environment
and the potential innovation-stimulating effects of regulation.24 General equilibrium
or multi-market effects associated with discouraged investment25 and retarded innova-
tion constitute another important layer of costs, as do the transition costs of real-world
economies responding over time to regulatory changes.26

2.1.2.4. Cost estimation methods The merits of alternative empirical cost estimation
methods are related to the magnitude of the various categories of costs outlined above.
Methods of direct compliance cost estimation, which measure the costs to firms of pur-
chasing and maintaining pollution-abatement equipment plus costs to government of
administering a policy, are acceptable when behavioral responses, transitional costs, and
indirect costs are small. Partial and general equilibrium analysis allow for the incorpora-
tion of behavioral responses to changes in public policy. Partial equilibrium analysis of
compliance costs incorporates behavioral responses by modeling supply and/or demand
in major affected markets, but assumes that the effects of a regulation are confined to
one or a few markets. This may be satisfactory if the markets affected by the policy are
small in relation to the overall economy, but if an environmental policy is expected to
have large consequences for the economy, general equilibrium analysis is required.

General equilibrium cost estimation methods include both input-output models and
computable general equilibrium models. Input-output analysis quantifies the flow of
goods and services in an economy using fixed-coefficient relationships (Leontief, 1966,
1970), and is limited in its usefulness by restrictive assumptions of constant returns
to scale, fixed prices, and fixed producer and consumer behavior. Computable gen-
eral equilibrium (CGE) models relax these assumptions at the cost of greater data

23 One example in the United States is the federal regulation of contaminants in drinking water, the cost of
which is borne primarily by municipal governments.
24 The notion that environmental regulation can foster economic growth is a controversial one among econo-
mists. For a debate on this proposition, see: Porter and van der Linde (1995); and Palmer, Oates, and Portney
(1995).
25 For example, if a firm chooses to close a plant because of a new regulation (rather than installing expensive
control equipment), this would be counted as zero cost in narrow compliance-cost estimates, but it is obviously
a real cost.
26 If a policy will result in only small changes in consumer and producer behavior, real resource and regula-
tory costs will represent the bulk of costs. But when behavioral responses are expected to be sizeable, social
welfare costs associated with losses in consumer and producer surplus due to a rise in prices or a decrease in
output can be significant.
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requirements.27 The potential importance of tax-interaction effects (Goulder, Perry, and
Burtraw, 1997), described below in section 3.1.3.3, highlight the value of employing
CGE models for comprehensive cost analysis.

How well have cost estimation methods performed in practice? In a retrospective
examination of 28 environmental and occupational safety regulations, Harrington, Mor-
genstern, and Nelson (2000) found that fourteen had produced ex ante cost estimates
that exceeded actual ex post costs.28 But these errors were mainly due to overestimates
of the quantity of emissions reduction that would occur. In terms of per-unit abatement
costs, overestimation and underestimation were equally common, although for regu-
lations that used economic incentives, per-unit costs were consistently overestimated.
Harrington, Morgenstern, and Nelson (2000) attributed this to technological innovation
which was stimulated by these market-based instruments, and which thereby reduced
abatement costs.29

2.1.2.5. Benefit estimation methods Empirical methods of economic valuation were
originally developed in the context of changes in individuals’ incomes and in prices
faced in the market. Over the past thirty years, these methods have been extended to
accommodate changes in the qualities of goods, to public goods that are shared by in-
dividuals, and to other non-market services such as environmental quality and human
health.30 With markets, consumers’ decisions about how much of a good to purchase
at different prices reveal useful information regarding the surplus consumers gain. With
non-market environmental goods, it is necessary to infer this willingness to trade off
other goods (or monetary amounts) for environmental services using other methods. A
repertoire of techniques has been developed in two broad categories: revealed prefer-
ence (indirect measurement) and stated preference (direct questioning).

2.1.2.5.1. Revealed preference methods Whenever possible, it is preferable to mea-
sure trade-offs by observing actual decisions made by consumers in real markets.
In limited situations, researchers can observe relationships that exist between a non-
marketed, environmental good and some good that has a market price. In this case,
individuals’ decisions to avert or mitigate the consequences of environmental deteri-
oration can shed light on how people value environmental quality (averting behavior
estimates). In other cases, individuals reveal their preferences for environmental goods
in the housing market (hedonic property value methods), or for related health risks in
labor markets (hedonic wage methods). In still other cases, individuals reveal their de-
mand for recreational amenities through their decisions to travel to specific locations

27 For a recent survey of computable general equilibrium models, see Conrad (2002), and for an application
of CGE modeling to estimate the costs of the Clean Air and Clean Water Acts, see Hazilla and Kopp (1990).
28 Three of the ex ante cost analysis were underestimates; the other eleven were approximately correct.
29 On this, also see: Hammitt (2000).
30 For an intellectual history of developments in this area, see Cropper (2000), and for a survey of theoreti-
cal underpinnings and empirical issues associated with alternative benefit estimation methods, see Freeman
(2003).
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(Hotelling–Clawson–Knetsch and related recreation-demand methods). In addition, em-
pirical evidence of environmental benefits may be obtained when individuals express
their willingness to pay for a privately-traded option to use a freely-available public
good. This set of revealed preference methods can be used to estimate the trade-offs
that are at the heart of environmental valuation, but—as explained below—the scope of
potential application of these methods is limited.

The averting behavior method, in which values of willingness to pay are inferred
from observations of people’s behavioral responses to changes in environmental quality,
is grounded in the household production function framework.31 People sometimes take
actions to reduce the risk (averting behavior) or lessen the impacts (mitigating behavior)
of environmental damages, for example, by purchasing water filters or bottled water.
In theory, people’s perceptions of the cost of averting behavior and its effectiveness
should be measured (Cropper and Freeman, 1991), but in practice actual expenditures
on averting and mitigating behaviors are typically employed, with the results sometimes
interpreted as constituting a lower bound on willingness to pay. Such an interpretation,
however, can be misleading (Shogren and Crocker, 1991, 1999). An additional chal-
lenge is posed by the necessity of disentangling attributes of the market good or service.
For example, bottled water may be safer, taste better, and be more convenient. In this
case, willingness to pay for safer water might be overestimated by an averting behavior
approach. On the other hand, since bicycle helmets are uncomfortable, expenditures on
such equipment could lead to an underestimate of willingness to pay for risk reduction.

Hedonic pricing methods are founded on the proposition that people value goods
in terms of the bundles of attributes that constitute those goods. In theory, the value
of the environmental component of a particular good can be extracted by statistically
decomposing the value of the total good into willingness to pay for multiple attributes.32

In the environmental sphere, hedonic methods have been applied to property values and
to wages.

Hedonic property value methods employ data on residential property values and
home characteristics, including structural, neighborhood, and environmental quality at-
tributes.33 By regressing the property value on key attributes, the hedonic price function

31 See Becker (1965) for the early development of the household production method, and Bockstael and
McConnell (1983) for the conditions under which the benefits of a public good can be inferred from the
demand function for a related private, market good. Mäler’s (1985) theoretical explication builds upon a
proposal by Ridker (1967). For an early application to human health, see Grossman (1972), and for a complete
theoretical exposition, see Courant and Porter (1981).
32 The hedonic pricing method was originated by Waugh (1928), but it was Court (1939) who developed
the method using multiple regression techniques. Hedonic pricing was revived and further developed econo-
metrically by Griliches (1961). Most applications in the environmental realm stem from Rosen (1974). For an
examination of the conditions under which the results from the hedonic price function can be used for benefit
estimation, see: Bartik (1988a). More recent treatments include those by Ekeland, Heckman, and Nesheim
(2002, 2004), which reflect on the identification issues originally addressed by Brown and Rosen (1982).
Surveys are provided by Palmquist (1991) and Taylor (2003).
33 For surveys of methodological developments and applications of hedonic property methods, see: Bartik
and Smith (1987); and Palmquist (2005).
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is estimated:

(3)P = f (x
�
, z
�
, e)

where P = housing price (includes land);
x
�

= vector of structural attributes;
z
�

= vector of neighborhood attributes; and
e = environmental attribute of concern.

From the estimated hedonic price function of equation (3), the marginal implicit price
of any attribute, including environmental quality, can be calculated as the partial deriv-
ative of the housing price with respect to the given attribute:

(4)
∂P

∂e
= ∂f (·)

∂e
= Pe

This marginal implicit price, Pe, measures the aggregate marginal willingness to pay
for the attribute in question, and it may be interesting in and of itself. For purposes of
benefit estimation, however, the demand function for the attribute is required, and so
it becomes necessary to examine how the marginal implicit price of the environmental
attribute calculated from equation (4) varies with changes in the quantity of the attribute
and other relevant variables. If the hedonic price equation (3) is non-linear, then fit-
ted values of Pe can be calculated as e is varied, and a second-stage equation can be
estimated:

(5)P̂e = g(e, y
�
)

where P̂e = the fitted value of the marginal implicit price of e from the first-stage equa-
tion; and

y
�

= a vector of factors that affect marginal willingness to pay for e, including
buyer characteristics.

Equation (5), above, has been interpreted as the demand function for the environmen-
tal attribute—from which benefits (consumers surplus) can be estimated in the usual
way—but there are several important issues and problems.

Most important among the problems confronting the use of the hedonic property
method for environmental benefit estimation is the question of whether a demand func-
tion has actually been estimated, since environmental quality may affect both the de-
mand for housing and the supply of housing. Thus, the classic identification problem of
econometrics arises. In addition, hedonic property value methods build upon a model of
the housing market that is in equilibrium for all attributes, with buyers and sellers hav-
ing full information. Informational asymmetries may distort the analysis, particularly if
perceptions about environmental attributes are different from scientific measurements
of these values. That is, if individuals’ perceptions of environmental attributes do not
correspond to actual measurement of attributes, then estimated marginal implicit prices
will be biased (possibly upward, possibly downward, depending upon the nature of per-
ceptions).
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Because the hedonic property method is based on analysis of marginal changes, it
should not be applied to analysis of policies with large anticipated effects, and be-
cause the method’s data requirements are considerable, omitted variable bias may be
a problem. Finally, although the method seems very well suited for some environmental
attributes, including noise abatement and proximity to waste sites, many other environ-
mental amenities do not lend themselves to this type of analysis.

A related benefit-estimation method frequently employed in the environmental pol-
icy domain is the hedonic wage method, which is based on the empirical reality that
individuals in well functioning labor markets make trade-offs between wages and risk
of on-the-job injuries (or death). In a hedonic context, a job is a bundle of characteris-
tics, including its wage, responsibilities, and risk, among others factors.34 Two jobs that
require the same skill level but have different risks of on-the-job mortality will pay dif-
ferent wages. On the labor supply side, employees tend to require extra compensation
to accept jobs with greater risks; and on the labor demand side, employers are willing
to offer higher wages to attract workers to riskier jobs. Hence, labor market data on
wages and job characteristics can be used to estimate econometrically people’s mar-
ginal implicit price of risk, that is, their valuation of risk. By regressing the wage on key
attributes, the hedonic price function is estimated:

(6)W = h(x
�
, r)

where W = wage (in annual terms);
x
�

= vector of worker and job characteristics; and
r = mortality risk of job.

The marginal implicit price of risk is calculated as the partial derivative of the annual
wage with respect to the measured mortality risk:

(7)
∂W

∂r
= ∂h(·)

∂r
= Wr

Note that the marginal implicit price of risk is the average annual income necessary to
compensate a worker for a marginal change in risk throughout the year. This marginal
implicit price varies with the level of risk.

Many of the issues that arise with the hedonic property value method have parallels
here. First, there is the possibility of simultaneity: causality between risk and wages
can run in both directions. For example, higher ambient air pollution might lead to
higher compensating wages, but higher wages and incomes in an area may lead to more
automobiles and hence more air pollution. Also, if individuals’ perceptions of risk do
not correspond with actual risks, then the marginal implicit price of risk calculated from
a hedonic wage study will be biased, although, as before, the direction of the bias is not
obvious. Imperfections in labor markets (less than perfect mobility) can cause problems,

34 For a detailed treatment of the hedonic wage model, see Viscusi (1992, 1993).



Ch. 8: Environmental Law 517

but more important are the significant data requirements that can lead to omitted variable
bias.35

Direct applications of the method in the environmental realm would appear to be
severely limited. Indeed, direct application is limited to occupational, as opposed to
environmental exposures and risks. Yet hedonic wage methods are of considerable im-
portance in the environmental policy realm, because the results from hedonic wage
studies have frequently been used through “benefit transfer” to infer the value of a sta-
tistical life (VSL), as we discuss below in section 2.1.2.5.5.

Recreational activities represent a potentially large class of benefits that are particu-
larly important in assessing policies affecting the use of public lands. The models used
to estimate recreation demand fall within the class of household production models,
discussed above. First, travel cost models (or Hotelling–Clawson–Knetsch models) use
information about time and money spent visiting a site to infer the value of that recre-
ational resource. The simplest version of the method involves one site and uses data
from surveys of users from various geographic origins, together with estimates of the
cost of travel and opportunity cost of time to infer a demand function relating the num-
ber of trips to the site as a function of people’s willingness to pay for the experience.36

The most significant limitation of the simplest travel-cost model is the omission of
potential substitute sites. Although one obvious approach is to include the price (travel
and opportunity cost) of substitute sites as additional independent variables, better ap-
proaches involve multi-site travel cost models or the use of random utility models.
Random utility models explicitly model the consumer’s decision to choose a particu-
lar site from alternative recreation locations, assessing the probability of visiting each
location. The most important attribute of random utility models is that they can be used
to value changes in environmental quality by comparing decisions to visit alternative
sites.37

All recreation demand models share a set of limitations. First, the valuation of costs
depends critically on empirical estimates of the opportunity cost of (leisure) time, which
is notoriously difficult to estimate. Also, most trips to a recreation site are part of a
multi-purpose experience. If this is ignored, willingness to pay will be over-estimated.
In addition, random utility models rely on people’s perceptions of environmental qual-
ity changes, and so changes that are difficult to observe may be valued “incorrectly.”

35 If individuals change jobs and homes simultaneously—not an unreasonable expectation in some cases—
then the observed marginal willingness to pay will reflect both the labor and property markets. On this, see:
Rosen (1979); Roback (1982); and Bartik and Smith (1987).
36 The conceptual approach was proposed by Harold Hotelling in a 1954 letter to the Director of the U.S.
National Park Service, and the method was subsequently developed and applied by Davis (1963) and Clawson
and Knetsch (1966). For a survey of travel cost models, see Bockstael (1996); and for a recent survey of
recreation demand models, see Phaneuf and Smith (2005).
37 For detailed treatments of random utility/discrete choice models, see: Bockstael, Hanemann, and Strand
(1986); Herriges and Kling (1999); Haab and McConnell (2002); and Parsons (2003).
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Finally, like all revealed-preference approaches, recreation demand models can be used
to estimate use value only; non-use value cannot be examined.38

An alternative approach to assessing people’s willingness to pay for recreational
experiences is to draw on evidence from private options to use public goods. This
approach also fits within the household production framework, and is based upon the
notion of estimating the derived demand for a privately traded option to utilize a freely-
available public good. In particular, the demand for state fishing licenses has been used
to infer the benefits of recreational fishing (Snyder, Stavins, and Wagner, 2003). Using
panel data on state fishing license sales and prices for the continental United States over
a fifteen-year period, combined with data on substitute prices and demographic vari-
ables, a license demand function was estimated, from which the expected benefits of a
recreational fishing day were derived.

In summary, revealed-preference methods of environmental benefit estimation are
based upon sound theoretical foundations and can be empirically effective. If well ex-
ecuted, these methods can produce relatively accurate (that is, unbiased) and relatively
precise (that is, low variance) estimates. These approaches are therefore strongly fa-
vored by economists, both on theoretical and empirical grounds. But revealed preference
methods are severely limited in the scope of their direct applicability. In many situa-
tions, it is simply not possible to observe behavior that reveals people’s valuations of
changes in environmental goods and services. This is particularly true with non-use val-
ues. With no standard market trade-offs to observe, economists must resort to surveys
in which they construct hypothetical markets, employing stated preference, as opposed
to revealed preference methods.

2.1.2.5.2. Stated preference methods In the best known stated preference method,
contingent valuation, survey respondents are presented with scenarios that require them
to trade-off, hypothetically, something for a change in the environmental good or service
in question. Stated preference methods depend on directly questioning individuals about
their valuation of changes in environmental quality. While controversial because of the
potential for biased answers, based on intentions rather than actions, stated preference
methods are the only way to estimate non-use values for environmental goods.

Contingent valuation (CV) presents survey subjects with a hypothetical increase or
decrease in environmental quality and asks how much they would be willing to pay
or accept to enact or prevent such changes. The essential steps in carrying out a CV
study are: clearly defining the good or service and the policy-induced change in the
good or service to be valued; identifying the geographical scope of the “market;” con-
ducting focus groups on components of the survey; pretesting the survey instrument;
administering the survey to a random sample of the market; testing the results for reli-
ability (bias) and validity (theoretical correspondence); and possibly using the elicited

38 On the possibility of using corner-solution models of recreational behavior to estimate non-use values
(employing important assumptions along the way), see: Herriges, Kling, and Phaneuf (2004).
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willingness-to-pay data for various quantities of the good/service to construct a demand
function, and estimate benefits.39

The CV survey instrument itself is used to: collect information on the consumer’s
past, present, and expected future use of the environmental good (or service); collect
information on the respondent’s socioeconomic characteristics; present a hypothetical
scenario describing a change in the good to be valued; present a specific hypothetical
payment vehicle, which is both plausible and understandable (examples include taxes,
user fees, and product prices); and elicit the respondent’s willingness to pay, reminding
the respondent of the existence of substitutes.

Elicitation methods have been of four principal types. First, the simplest approach
is to ask people for their maximum willingness to pay, but there are few real markets
in which individuals are actually asked to generate their reservation prices, and so this
method is considered unreliable. Second, in a bidding game, the researcher begins by
stating a willingness-to-pay number, asks for a yes-no response, and then increases or
decreases the amount until indifference is achieved. The problem with this approach is
the inevitable introduction of significant starting-point bias. Third, a related approach is
the use of a payment card to be shown to the respondent, but the problem here is that
the range of WTP on the card may still introduce bias, and the approach cannot be used
with telephone surveys. Fourth and finally, the referendum (discrete choice) approach
is favored by researchers. Here, each respondent is offered a different WTP number, to
which a simple yes-no response is solicited. This approach minimizes bias, but requires
considerably more observations.

The primary advantage of contingent valuation is that it can be applied to a wide
range of situations, including use as well as non-use value, but potential problems re-
main. First, respondents may not understand what they are being asked to value. This
may introduce greater variance, if not bias in responses. Likewise, respondents may not
take the hypothetical market seriously, because no budget constraint is actually imposed.
This can increase variance and bias. On the other hand, if the scenario is “too realistic,”
strategic bias may be expected to show up in responses. Finally, the “warm glow effect”
may plague some stated preference surveys: people may purchase moral satisfaction
with large, but unreal statements of their willingness-to-pay (Andreoni, 1995). For ex-
ample, in one CV study, it was found that 63 percent of respondents indicated they were
willing to pay $30 to a specific leading Norwegian environmental organization to pro-
tect resources. But when the same organization followed up with mail solicitations to
the same sample, fewer than 10 percent of the original respondents contributed anything
(Seip and Strand, 1992).

The 1989 Exxon Valdez oil spill in Prince William Sound off the coast of Alaska
led to massive litigation, and—as a consequence—resulted in the most prominent use

39 For a comprehensive treatment of contingent valuation methods, see Mitchell and Carson (1989). For more
recent surveys, see: Brown (2003); and Boyle (2003).
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ever of the concept of non-use value and the method of contingent valuation for its es-
timation.40 The result was a symposium sponsored by Exxon attacking the CV method
(Hausman, 1993), and the creation of a government panel—established by the National
Oceanic and Atmospheric Administration (NOAA) and chaired by two Nobel laureates
in economics—to assess the scientific validity of the CV method (Arrow et al., 1993).
The NOAA panel concluded that “CV studies can produce estimates reliable enough to
be the starting point of a judicial process of damage assessment, including lost passive
(non-use) values” (Arrow et al., 1993, p. 4610). The panel offered its approval of CV
methods subject to a set of best-practice guidelines. Since that time, economists have
continued to seek ways to improve CV methods and to verify reliability through: repli-
cation of CV results; comparison of CV results with other estimates (Hanneman, 1994);
and—where possible—comparison of CV results with actual behavior. Nevertheless,
some economists remain highly skeptical of this method.41

2.1.2.5.3. Fallacious methods of “benefit estimation” It is important to distinguish
the averting behavior method, described above, from so-called “avoided-cost measures
of benefits” in general, which are attempts to substitute for real measures of benefits
the cost of the next most costly means of achieving some goal. Unless individuals have
demonstrated their willingness to undertake voluntarily the alternative activities—as in
the case of averting behavior methods—using costs as proxies for benefits is illegiti-
mate; it simply converts what would be a benefit–cost comparison into a cost-cost (that
is, cost-effectiveness) comparison. By applying “avoided-cost measures of benefits,”
any proposed project can be made to appear desirable. By taking the next most costly
approach of achieving an objective and calling that the project’s benefits, one will al-
ways find that “benefits”—so measured—exceed costs.

Related to attempts to substitute costs for true measure of benefits is the so-called
“societal revealed preference” (SRP) approach, whereby analysts seek to infer the ben-
efits of a proposed policy from the costs of previous regulatory actions. Of course, true
revealed preference benefit estimation methods require that individuals or groups vol-
untarily undertake actions and pay the costs of undertaking those actions. The SRP
method fails this test. Only if the previous regulation itself passed a benefit–cost test
could the costs of that regulation possibly be assumed to have any particular relation
to its benefits. The SRP method is not a revealed-preference method, and indeed is not
a benefit-estimation method at all, but—at most—a cost-effectiveness comparison. The
purpose of a benefit–cost analysis is to assess policies by contrasting their benefits and
their costs; the SRP approach reverses this, taking the fact that a policy exists as evi-
dence that its benefits exceed its costs (and therefore that its benefits can be proxied by

40 The CV study carried out to estimate non-use value lost as a result of the Exxon Valdez oil spill was
eventually published (Carson et al., 2003).
41 See Portney (1994) for an overview of the debate, Diamond and Hausman (1994) for a skeptical view,
and Hanneman (1994) for a defense of CV methods. More recent contributions include: Carson, Flores, and
Hanemann (1998); Cameron et al. (2002); and Champ, Boyle, and Brown (2003).
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its costs, at a minimum). The use of such approaches would stand the very process of
regulatory impact analysis on its head.

Finally, an approach frequently used by government agencies and others in attempts
to value changes in morbidity (non-fatal health effects) is the so-called cost of illness
method (U.S. Environmental Protection Agency, 2002). This approach does not provide
a theoretically correct measure of willingness to pay or willingness to accept, but instead
measures explicit market costs resulting from changes in the incidence of illness. Direct
and indirect medical costs are included, where direct costs refer to diagnosis, treat-
ment, and rehabilitation, and indirect costs refer to the loss of productivity attributable
to illness. “Pain and suffering” and averting behavior are not included. Cost-of-illness
estimates have therefore been interpreted as providing a lower bound on willingness to
pay (Harrington and Portney, 1987), but this may not be the case because the reality of
individuals passing costs on to third parties (insurers, hospitals, and employers) means
that costs incurred may overstate true individual willingness to pay.

2.1.2.5.4. Benefit transfer Because of the considerable time and cost of both revealed-
preference and stated-preference valuation methods, government agencies—including
the U.S. Environmental Protection Agency—frequently rely on the transfer of existing
estimates from previous research (the “study case”) to new contexts (the “policy case”).
Such benefit-transfers are very inexpensive compared with original research, but the
estimates are far less accurate and reliable, and inevitably introduce arbitrary elements
of judgment into the analysis.

Three principal benefit transfer methods have been employed. First, point estimates
involve the simple adoption of a benefit number from a previous study. This approach is
generally considered unacceptable. Second, a benefit function may be adopted from the
study case, plus values of exogenous variables from the policy case; then benefits can
be estimated. Third, if such benefit functions are not available from previous research, a
meta-analysis may be carried out, combining values from a variety of previous studies,
estimating a statistical relationship of the factors affecting benefits, and then employing
values of exogenous variable from the policy case in order to estimate (the fitted value
of) benefits (U.S. Environmental Protection Agency, 1993, 2000a).

Two major criteria are useful for judging benefit-transfer exercises (Desvousges,
Johnson, and Banzhaf, 1998). The first criterion is soundness—was the study-case
analysis itself of sufficient quality? The second criterion is similarity. The basic com-
modities analyzed in the study case and the policy case should be essentially equivalent;
the baselines and the degrees of change in the environmental good or service should be
similar; and the affected populations should be similar. This is particularly challenging
in the natural resources context, because values tend to be highly dependent upon loca-
tion, suggesting the infeasibility of meeting the similarity condition (Rosenberger and
Loomis, 2003).

2.1.2.5.5. Valuing mortality risk reductions How much would individuals sacrifice to
achieve a small reduction in the probability of death during a given period of time?
How much compensation would individuals require to accept a small increase in that
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probability? These are reasonable economic questions, given the fact that most envi-
ronmental regulatory programs result in small changes in individuals’ mortality risks.
Empirical methods, considered above, including hedonic wages studies, averted behav-
ior, and contingent valuation, can provide estimates of marginal willingness to pay or
willingness to accept for small changes in mortality risk. For purposes of benefit trans-
fer, such estimates have been normalized into measures of the “value of a statistical life”
(VSL).42

The VSL is not the value of an individual life—neither in ethical terms, nor in tech-
nical, economic terms. Rather it is simply a convention:43

(8)VSL = MWTP or MWTA (from hedonic wage or CV)

Small Risk Change

where MWTP and MWTA, respectively, refer to marginal willingness to pay and mar-
ginal willingness to accept. For example, if people are willing, on average, to pay $12
for a risk reduction from 5 in 500,000 to 4 in 500,000, equation (8) would yield:

(9)VSL = $12

0.000002
= $6,000,000

Thus, VSL quantifies the aggregate amount that a group of individuals are willing to
pay for small reductions in risk, standardized (extrapolated) for a risk change of 1.0.44

It is not the economic value of an individual life. The VSL calculation above does not
signify that an individual would pay $6 million to avoid (certain) death this year, or
accept (certain) death this year in exchange for $6 million. It does imply that 100,000
similar people would together pay $6 million to eliminate the risk that is expected to
kill one of them randomly this year.45

There has been considerable debate regarding whether and how VSLs should be ad-
justed for risk characteristics, including the latency periods of pre-mortality illness, the
dread associated with some forms of mortality, and the difference between voluntary
and involuntary risk. Discounting has been the usual way of handling any latency pe-
riod prior to mortality, but this may oversimplify how individuals value future impacts

42 For comprehensive surveys of the VSL literature, see: Fisher, Chestnut, and Violette (1989), Miller (1989),
and Viscusi (1993).
43 The “convention” is to express the marginal willingness to pay for a small reduction in mortality risk
or marginal willingness to accept compensation for a small increase in mortality risk, normalized for a risk
change of 1.0. It is critical to understand that the convention could just as easily be for a risk change of one in
a million. Indeed, if that were the convention, the usefulness of the device for benefit analysis would not be
affected in the least, the unfortunate and misleading name of “value of a statistical life” would be avoided, and
much of the ensuing controversy might not have arisen. Unfortunately, we are stuck with the normalization
and the name, or at least the abbreviation, VSL.
44 The first formal development of the concept of willingness to pay for mortality risk reductions was by
Jones-Lee (1974).
45 The U.S. Environmental Protection Agency employs a VSL of $6.2 million in Regulatory Impact Analyses.
This is the average of 26 (21 hedonic wage and 5 CV) studies upon which EPA draws for its calculation (U.S.
Environmental Protection Agency, 2000a).
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(Horowitz and Carson, 1990; Rowlatt et al., 1998).46 The dread and pain associated with
some forms of mortality is clearly relevant, but is properly considered as a morbidity,
not a mortality, effect. Since VSLs draw largely upon hedonic wage studies (see above),
they reflect valuations of voluntary risk, but their application to environmental policy
assessment is related to involuntary risk.

It is also reasonable to ask whether VSLs should be adjusted for population charac-
teristics. Although there is consistent evidence that mortality risk valuation and income
(wealth) are highly correlated, evidence on correlation of valuations and health status
is mixed.47 Perhaps most important, it is expected that people’s willingness to pay for
small changes in risk varies over the course of their lives. But the relationship between
age and risk valuation is complicated. Standard economic theory would suggest that
younger people would have higher values for risk reduction because they have a longer
expected life remaining before them and thus a higher expected lifetime utility (Moore
and Viscusi, 1988; Cropper and Sussman, 1990). On the other hand, some models and
empirical evidence suggest that older people may in fact have a higher demand for re-
ducing mortality risks than younger people, and that the value of a life may follow an
“inverted-U” shape over the life-cycle, with its peak during mid-life (Shepard and Zeck-
hauser, 1982; Jones-Lee, Hammerton, and Philips, 1985; Ehrlich and Chuma, 1990;
Krupnick et al., 2002; Mrozek and Taylor, 2002; Viscusi and Aldy, 2003; Alberini et
al., 2004).

Valuations of non-fatal health effects (morbidity) are also required for many benefit–
cost analyses in the environmental realm. The theoretically appropriate measure is ag-
gregate willingness-to-pay to reduce the risk of a given health effect, but—as indicated
above—cost-of-illness measurements have been used in administrative and judicial con-
texts when better estimates were not available. Measuring morbidity effects can be more
difficult than estimating mortality impacts because of variations in health endpoints.48

2.1.2.6. Critiques of benefit–cost analysis In addition to criticism (discussed above in
section 2.1.1) of the Kaldor–Hicks criterion as a decision rule, there has been consid-
erable criticism of the use of benefit–cost analysis in the environmental realm, both on
conceptual and empirical grounds.49 The most common conceptual objection to benefit–
cost analysis from non-economists is that monetary estimates of environmental quality
are impossible and/or unethical. Some have argued that the environment has an intrinsic

46 Revesz (1999) argues that discounting is ethically unjustified when considering harm to future genera-
tions. Cropper and Sussman (1990) identify an alternate method that is more theoretically sound than simple
discount rates, but data-intensive. Slovic (1987) provides a review of risk perception issues.
47 See, for example, Desvousges et al. (1996).
48 For general references concerned with valuing morbidity, including published estimates of the valuation
of many specific effects, see: Tolley, Kenkel, and Fabian (1994), Johansson (1995), Cropper (2000), and U.S.
Environmental Protection Agency (2000b, 2002).
49 See Adler and Posner (2001) for a collection of critiques of benefit–cost analysis and responses to the
critiques. Sen (2000) provides a detailed discussion of the full set of conceptual assumptions required for
benefit–cost analysis. Also see Kaplow and Shavell (2002a) and the discussion in section 3.1.3.3, below.
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value that cannot be quantified numerically, or that attaching a monetary value to en-
vironmental quality is ethically wrong because environmental quality should be treated
as a basic right that must be protected, regardless of whether the benefits outweigh the
costs (Kelman, 1981a). Of course, economic value has a very specific definition: it is a
measure of those things that people would be willing to give up to have environmental
quality, whether or not it is traded in markets. The implementation of all rights, in-
cluding those held to be fundamental, requires real resources and imposes real costs.
Adding information to the process through benefit–cost analysis can serve to improve
decision-making.50

More recently, some critics have questioned the empirical methods used for valu-
ing marginal willingness to pay to avoid and willingness to accept compensation to
endure incremental changes in risk of mortality (and morbidity). Unfortunately, some
of the most prominent critiques have been premised upon fundamental misunder-
standing of those same theories and empirical methods, and have been based upon
misleading straw-man caricatures of the positions of economists (Heinzerling, 1998;
Ackerman and Heinzerling, 2002).

In this context, although formal benefit–cost analysis should not be viewed as either
necessary or sufficient for designing sensible public policy, it can provide an exception-
ally useful framework for consistently organizing disparate information, and in this way,
it can greatly improve the process and hence the outcome of policy analysis (Arrow et
al., 1996b). Economists share concerns about the empirical reliability of benefit–cost
estimation methods in specific applications, as highlighted throughout our discussion
above. More broadly, economists recognize that while benefit–cost analysis can be very
helpful to decision makers, it ought to be considered as an aid to decision makers, not a
substitute for decision making.

2.1.3. Other approaches to analyzing the goals of environmental policies

Decision-makers and scholars have proposed other evaluation criteria with which en-
vironmental policies might be assessed. One approach, reflected in prevailing interpre-
tations of the Clean Air Act and some other environmental laws, has been to claim to
rely solely on biophysical (that is, natural science) information to identify policies that
eliminate environmental risks altogether or reduce them to levels deemed acceptable.
The Clean Air Act, for example, has been construed to adopt this approach, directing
EPA to set its ambient air quality standards at levels that will protect public health with
an adequate margin of safety (see section 2.2.2, below). Some legal scholars have de-
fended this view (Heinzerling, 2001), but since many environmental pollutants fail to
exhibit clear thresholds below which they pose no health effects, such an approach is
unworkable as a normative basis for setting environmental standards. More fundamen-
tally, natural science alone cannot provide a normative basis for setting environmental

50 A brief and pragmatic defense of the use of benefit–cost analysis is provided by Arrow et al. (1996b).
Replies to Kelman’s (1981a) critique are provided by DeLong (1981) and Solow (1981).
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standards (Coglianese and Marchant, 2004), despite the fact that input from the natural
sciences is necessary for implementing economic or most other criteria.

Another problem with a simple risk-elimination approach is that environmental poli-
cies can increase certain risks at the same time as they reduce other risks. This motivated
the development of risk-risk analysis (Lave, 1981), in which health outcomes of alter-
native policies are calculated and presented directly, without monetary valuation. An
important aspect of the analysis is taking into account both the positive, intended ef-
fects on health of the policy under consideration and the negative effects that the policy
may bring about. Thus, the analysis compares risk reductions caused by a policy with
risks created by the policy. For example, a policy that requires power plants to install
pollution abatement equipment may reduce the risk of illness due to environmental pol-
lutants, but increase the risk of on the job injury because of construction needed to meet
the standards (Lave, 1981).

Clearly risk-risk analysis cannot be used to ascertain whether a policy fulfills the ef-
ficiency criteria, because the only costs counted are other health risks; the real resource
costs and opportunity costs of implementing the program are ignored. Furthermore,
without a common numeraire, policy-makers have no clear standard for comparing dif-
ferent types of health impacts, and so policies cannot be ranked.51 It has been argued
that risk-risk analysis is also flawed because it focuses on negative secondary effects
of regulation (ancillary risks), ignoring ancillary benefits (Rascoff and Revesz, 2002).
Risk-risk analysis has seen only limited use.

Health-health analysis goes one step further by attempting to quantify resource and
opportunity costs, premised on the notion that spending for regulatory programs di-
verts resources from individuals, causing them to spend less on safety and healthcare,
and thereby increasing their morbidity and/or mortality risks.52 Thus, the public health
benefits of a program are contrasted with the negative health effects of the program. A
common accounting unit is required, typically the number of fatalities. Health-health
analysis provides a measure of “net benefits” (lives saved), but this analytical method
suffers from a number of severe limitations (Portney and Stavins, 1994): it does not in-
clude other benefits besides saved fatalities; the relatively small cost of environmental
regulation as a percentage of individual budgets means that there may be no observable
effects on individual health expenditures; and accurate analysis depends on the difficult
task of estimating the complex empirical relationship between marginal income changes
and health risks.

Distributional analysis provides another approach to analyzing the goals of envi-
ronmental policies in economic terms. Benefit–cost analysis focuses exclusively on
aggregate net benefits, and does not take into account the distributional consequences

51 See Viscusi, Magat, and Huber (1991), and Graham and Wiener (1995).
52 Wildavsky (1980) was one of the first to describe the relationship between regulation and increased mor-
bidity or mortality due to loss of disposable income. For empirical analysis, see Keeney (1990, 1997). Lutter
and Morrall (1994) provide a theoretical development and a review of the literature. Hahn, Lutter, and Viscusi
(2000) provide an empirical evaluation of several regulations using health-health analysis.
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of policies. Distributional issues arise, however, on both the benefit and cost sides of
the ledger, and appear along a number of dimensions, including: cross-sectional (such
as geographic, income, race, sector, and firm characteristics) and intertemporal (such
as seasonal, annual, long term, and inter-generational). Distributional equity may be an
important societal consideration, particularly in regard to impacts on people of different
incomes, and two possible approaches to this issue deserve mention: distributionally
weighted benefit–cost analysis and separate distributional analyses.

It is at least theoretically possible to incorporate distributional considerations into
benefit–cost analysis by using a system of distributional weights,53 whereby greater at-
tention is given in the analysis to the dollars received or expended by various groups
in a benefit–cost analysis. This requires the specification of a set of weights, and there
is neither a theoretical nor a political consensus on an appropriate set of weights.54

Most economists, however, do not advocate attempting to incorporate distributional
considerations into benefit–cost analysis (such as via distributional weights), but rec-
ommend using separate distributional analysis as a supplement to standard benefit–cost
analysis.55 Such distributional analysis can examine impacts on sub-groups of the pop-
ulation, as well as on the national distribution of income or wealth. Sub-populations
that are frequently considered in policy contexts include economic sectors, government,
consumers, the elderly, and children. Distributional analysis may also report on poten-
tial changes in profitability of firms, changes in employment, plant closures, changes in
government revenues, and industry competitiveness.

2.2. Positive issues and analysis

Given the welfare improvements that employment of the efficiency criterion and the
related assessment method of benefit–cost analysis could presumably bring to envi-
ronmental policy, it is reasonable to ask what the reception has been within the three
branches of the federal government—executive, legislative, and judicial—to the use of
these analytical tools.

2.2.1. Executive orders

At the dawn of the modern environmental movement during the Nixon Administration
in the 1970s, the Federal government “placed a high premium on immediate responses
to long-neglected problems; emphasized the existence of problems rather than their

53 For an early treatment of the difficulty of using distributional weights to compare allocations, see Harberger
(1978).
54 Some analyses have used weights based on political behavior such as tax rates. This method was suggested
by Eckstein (1961). Applications include Haveman (1965) and Nwaneri (1970).
55 Examples of applications of distributional analysis to toxic waste contamination include Hird (1993), and
Coates, Heid, and Munger (1994), and to air pollution include Gianessi, Peskin, and Wolff (1979) and Bing-
ham, Anderson, and Cooley (1987).
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magnitude; and often based its judgments on moral indignation directed at the behavior
of those who created pollution and other risks to safety and health” (Sunstein, 2002).
But, subsequently Presidents Carter, Reagan, Bush, Clinton, and Bush all introduced
formal processes for reviewing economic implications of major environmental, health,
and safety regulations, using Regulatory Impact Analysis. Apparently the Executive
Branch, charged with designing and implementing regulations, has seen considerable
need to develop a yardstick against which the efficiency of regulatory proposals can be
assessed, and benefit–cost analysis has been the yardstick of choice.56

President Reagan’s Executive Order 12,291 directed executive agencies to submit
any major proposed rule to the U.S. Office of Management and Budget (OMB) along
with a statement assessing its regulatory impact. The order further directed that, “to the
extent permitted by law,” administrative agencies were not to regulate if the costs of
their regulation outweighed the benefits. Supporters of the approach emphasized that
it would help achieve least-cost solutions to policy problems by bringing consistency
and rationality to the administrative state, while critics contended that OMB review and
benefit–cost analysis were intended not to promote efficient regulation, but simply to
roll back regulation (Pildes and Sunstein, 1995).

Throughout the Reagan and Bush Administrations, Regulatory Impact Analyses
(RIAs) were required under Reagan Executive Orders 12291 and 12498.57 President
George H.W. Bush created a Council on Competitiveness, chaired by Vice President
Quayle, which reviewed the impact on industry of selected regulations.

The Clinton Administration, like its two immediate predecessors, issued an Executive
Order requiring benefit–cost analysis of all Federal regulations with expected annual
costs greater than $100 million.58 Shortly after taking office in 1993, Clinton abol-
ished the Council on Competitiveness and revoked both of the Reagan orders, replacing
them with EO 12866, Regulatory Planning and Review.59 The Clinton EO was substan-

56 On the other hand, it should be recognized that the Office of Information and Regulatory Affairs (in the
U.S. Office of Management and Budget), which reviews draft regulations and manages the process of receiv-
ing Regulatory Impact Analyses from the departments and agencies, was itself established by the Congress
(through the Paperwork Reduction Act of 1980).
57 Executive Order (EO) 12291 required agencies to conduct a regulatory impact analysis for all proposed and
final rules that were anticipated to have an effect on the national economy in excess of $100 million. Executive
Order 12498 required, in addition, a risk assessment for all proposed and final environmental health and
safety regulations. EO 12291 has been called the “foremost development in administrative law of the 1980s”
(Morgenstern, 1997). The Reagan EOs were not the first presidential effort at regulatory efficiency, however.
President Nixon required a “Quality of Life” review of selected regulations in 1971, and President Ford
formalized this process in EO 11281 in 1974. President Carter’s EO 12044 required analysis of proposed
rules and centralized review by the Regulatory Analysis Review Group. The Administration of President
George W. Bush has continued to enforce the RIA requirements of Clinton’s EO 12866, rather than issuing a
new EO (Graham, 2001).
58 The threshold is not indexed for inflation and has not been modified over time. We refer to year 2000
dollars, unless we indicate otherwise.
59 In discussing Clinton’s EO 12866, many analysts also mention EO 12875, Enhancing the Intergovern-
mental Partnership, which limited “unfunded mandates”. While EO 12875 was part of the Administration’s
regulatory reform agenda, it did not refer to the efficiency or cost-effectiveness of environmental regulations.
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tively and administratively similar to the Reagan orders. It was qualitatively different in
tone, however, signaling a less strict efficiency test. While the Reagan orders required
that benefits outweigh costs, the Clinton order required only that benefits justify costs.
The Clinton EO allowed that: (1) not all regulatory benefits and costs can be mone-
tized; and (2) non-monetary consequences should be influential in regulatory analysis
(Viscusi, 1993). In other ways, the Clinton EO broadened the scope of RIAs to include
“distributive impacts” and “equity” in assessing the costs and benefits of particular reg-
ulations.60

President George W. Bush kept Clinton’s executive order in place, further cementing
what was already apparent: that the use of benefit–cost analysis in the executive branch
has strong bipartisan support. This is not to say, however, that benefit–cost analysis has
become a ubiquitous part of all agency decision making. There is evidence that many
federal agencies have not complied with the executive orders to engage in meaningful
benefit–cost analysis, and the requirements for Regulatory Impact Analysis have not
necessarily improved the efficiency of individual Federal environmental rules (Hahn
and Dudley, 2004). Further, regulatory impact analysis is required only for major rules,
a small fraction of all rules issued by EPA and other agencies. Rules that do not meet
this threshold pass under the efficiency radar.

2.2.2. Legislative enactments

Over the years, Congress has sent mixed signals regarding the use of benefit–cost analy-
sis in policy evaluation. Some statutes actually require the use of benefit–cost analysis,61

whereas others have been interpreted to effectively preclude the consideration of ben-
efits and costs in the development of certain regulations.62 But this has not prevented
regulatory agencies from considering the benefits and costs of their regulatory propos-
als.63 The problem with such informal, implicit benefit–cost analysis is that it can be

60 “Costs and benefits shall be understood to include both quantifiable measures (to the fullest extent that
these can be usefully estimated) and qualitative measures of costs and benefits that are difficult to quantify,
but nevertheless essential to consider. Further, in choosing among alternative regulatory approaches, agencies
should select those approaches that maximize net benefits (including potential economic, environmental, pub-
lic health and safety, and other advantages; distributive impacts; and equity), unless a statute requires another
regulatory approach.” Executive Order 12866.
61 Parts of the Clean Water Act, the Consumer Product Safety Act, the Toxic Substances Control Act, the
Federal Insecticide, Fungicide, and Rodenticide Act, and the Safe Drinking Water Act explicitly allow or
require regulators to consider benefits and costs.
62 Statutes that have been interpreted (in part, at least) to restrict the ability of regulators to consider bene-
fits and costs include: the Federal Food, Drug, and Cosmetic Act; health standards under the Occupational
Safety and Health Act; safety regulations from National Highway and Transportation Safety Agency; the
Clean Air Act; the Clean Water Act; the Resource Conservation and Recovery Act; and the Comprehensive
Environmental Response, Compensation, and Liability Act.
63 There is rigorous, empirical evidence that agencies do take into account benefits and costs of regulatory
decisions, even when governing statutes do not encourage or allow such analysis to affect decisions. See, for
example: Cropper et al. (1992).
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unsystematic, not subject to peer review, and carried out behind closed doors, with ac-
cess limited to the particular friends of the administration. Thus, concerns arise about
this approach not only on technical grounds (poor analysis), but on process grounds—it
is fundamentally undemocratic.

Despite such arguments, formal benefit–cost analysis has only infrequently been used
to help set the stringency of environmental standards. The body politic has favored a
very different set of approaches to setting standards, such as that embraced by the Clean
Air Act: set the standard to “protect the most sensitive member of the population with
an adequate margin of safety.” Economists and some legal scholars have spent a great
deal of time arguing that such criteria are neither reasonable nor well defined, but little
change has occurred.64

In the 104th Congress, a major part of the Republicans’ “Contract with America”
was a regulatory reform bill that would have made meeting a benefit–cost test a nec-
essary condition for a broad set of regulatory actions. That bill was narrowly defeated
in the Senate, and would have faced a certain Presidential veto, in any case (Sunstein,
1996).65 Subsequently, Congress considered but did not enact legislation (introduced
by former Senator Fred Thompson and Senator Carl Levin) which would have required
agencies to conduct (non-binding) benefit–cost analyses of new regulations and peri-
odically of existing ones.66 While this bill never became law, the 106th Congress did
pass a major piece of regulatory reform legislation, the Truth in Regulating Act (TIRA),
which was signed into law by President Clinton in October 2000. The TIRA established
a three-year pilot project beginning in early 2001, which required GAO to review RIAs
to evaluate agencies’ benefit estimates, cost estimates, and analysis of alternative ap-
proaches, upon request by Congress. Because funding was never provided, however,
TIRA was not implemented.

In addition to these attempts at cross-cutting regulatory reform, the Congresses of the
Clinton years pursued efficiency within specific environmental statutes.67 In general,
Congress was not successful during the 1990s at reforming individual environmen-

64 The significant and well known heterogeneity of costs per life saved under existing statutes (Table 1)
suggests that in the absence of a benefit–cost test aimed at achieving efficiency, much could be accomplished
through greater attention to simple cost-effectiveness, that is, achieving given goals or standards at minimum
cost. See: Tengs et al. (1995).
65 But President Clinton did sign the Small Business Regulatory Reform Act of 1996, which provides an
opportunity for the Congress to pass legislation that nullifies a regulation that does not pass a benefit–cost test
(the nullification itself is then subject to possible Presidential veto, like any act of Congress).
66 Proposals for the use of a benefit–cost test for setting environmental standards have found a more receptive
audience among the states. As of 1996, some 25 of 35 states surveyed reported significant environmental
regulatory reform efforts, defined as including the establishment of benefit–cost criteria for promulgation of
regulations (Graham and Loevzel, 1997).
67 During the 1990s, the Congress also pursued reforms of non-environmental statutes that affect environmen-

tal regulation. For example, the Accountable Pipeline Safety and Partnership Act of 1996 (104th Congress)
requires the Secretary of Transportation to issue pipeline safety regulations only upon justification that bene-
fits exceed costs.
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Table 1
Costs of selected environmental, health, and safety regulations that reduce mortality risks

Regulation Year
issued

Agency Cost per statistical
life saved
(millions of 2002
dollars)a

Logging operations 1994 OSHA 0.1
Unvented space haters 1980 CPSC 0.2
Trihalomethane drinking water standards 1979 EPA 0.3
Food labeling 1993 FDA 0.4
Passive restraints/belts 1984 NHTSA 0.5
Alcohol and drug control 1985 FRA 0.9
Seat cushion flammability 1984 FAA 1.0
Side-impact standards for autos 1990 NHTSA 1.1
Low-altitude windshear equipment and training standards 1988 FAA 1.8
Children’s sleepwear flammability ban 1973 CPSC 2.2
Benzene/fugitive emissions 1984 EPA 3.7
Ethylene dibromide drinking water standard 1991 EPA 6.0
NOx SIP Call 1998 EPA 6.0
Radionuclides/uranium mines 1984 EPA 6.9
Grain dust 1988 OSHA 11
Methylene chloride 1997 OSHA 13
Arsenic emissions standards for glass plants 1986 EPA 19
Arsenic emissions standards for copper smelters 1986 EPA 27
Hazardous waste listing for petroleum refining sludge 1990 EPA 29
Coke ovens 1976 OSHA 51
Uranium mill tailings (active sites) 1983 EPA 53
Asbestos/construction 1994 OSHA 71
Asbestos ban 1989 EPA 78
Hazardous waste management/wood products 1990 EPA 140
Sewage sludge disposal 1993 EPA 530
Land disposal restrictions/phase II 1994 EPA 2,600
Drinking water/phase II 1992 EPA 19,000
Formaldehyde occupational exposure limit 1987 OSHA 78,000
Solid waste disposal facility criteria 1991 EPA 100,000

aSource is Morall (2003). Only final rules are included. Estimates are from respective agencies. Non-mortality
and non-health benefits were subtracted from the annual cost (numerator) to generate net cost. For each
entry, the denominator is the estimated number of statistical lives saved by the regulation annually. Agency
abbreviations are as follows. CPSC: Consumer Product Safety Commission; EPA: Environmental Protection
Agency; NHTSA: National Highway Traffic Safety Administration; FAA: Federal Aviation Administration;
FRA: Federal Railroad Administration; OSHA: Occupational Safety and Health Administration.

tal statutes, although important exceptions were the 1996 Safe Drinking Water Act
(SDWA) amendments and the partial reform of pesticide permitting under the Federal
Food, Drug and Cosmetic Act (FFDCA).
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The 1996 SDWA Amendments include the most far-reaching requirement for benefit–
cost analysis in any environmental statute. The Amendments focus EPA regulatory
efforts on contaminants that pose the greatest health risks by: (1) requiring benefit–cost
analysis of new rules; (2) removing the mandate that EPA regulate 25 new contaminants
every three years; (3) allowing EPA to use cost information to adjust its “feasibility stan-
dards” for water system reduction of contaminants; and (4) requiring the Administrator
to balance risks among contaminants to minimize the overall risk of adverse health ef-
fects (Tiemann, 1999). While the Amendments require EPA to determine whether the
benefits of each new drinking water maximum contaminant level (MCL) regulation jus-
tify the costs, they also allow the Agency to adopt more stringent standards than those
that maximize net benefits, explaining the reasons for not selecting the efficient stan-
dard.68

The Food Quality Protection Act of 1996 amends both the Federal Insecticide, Fungi-
cide, and Rodenticide Act (FIFRA) and the FFDCA, removing pesticide residues on
processed food from the group of Delaney “zero-risk standard” substances. The Delaney
standard has long been a target of economic criticism on the grounds that it often leads
to associated costs that greatly exceed benefits.69 While the standard continues to apply
to non-pesticide food additives, the Food Quality Protection Act of 1996 eliminated the
distinction between pesticide residues on raw foods (which had been regulated under
FFDCA section 408) and processed foods (which had been regulated under FFDCA
section 409—the Delaney Clause).

It is also important to recognize several failed attempts at changes in individual
statutes. Two of the environmental statutes most frequently criticized on efficiency
grounds—Superfund (CERCLA) and the Clean Water Act (CWA)—remained relatively
untouched by Congress in the 1990s, despite its focus on regulatory reform. Super-
fund’s critics have focused on the low benefits and high costs of achieving the statute’s
standards (Viscusi, 1992; Breyer, 1993; Hamilton and Viscusi, 1999). Reauthorization
and reform were considered during the 105th Congress, but no legislation was passed.
Rather than efficiency, distributional aspects of liability issues and questions of how to
finance Superfund were the major foci of legislative discussions.70 The 104th Congress
pursued efficiency-oriented reform of the Clean Water Act through the reauthorization
process, but the effort failed in the Senate. During the 104th Congress, the House passed
a comprehensive Clean Water Act reauthorization (H.R. 961) that would have been more
flexible and less prescriptive than the current statute, but the Senate did not take up the
bill.

68 See Safe Drinking Water Act §300g-1 (4)(C). The Amendments do not allow old standards to be subjected
to an ex-post benefit–cost analysis.
69 The so-called Delaney clause had the effect of forcing the Food and Drug Administration (FDA) to ban
substances from human food supplies that had tested positive as animal carcinogens.
70 The taxes that support the Superfund trust fund (primarily excise taxes on petroleum and specified chemical
feedstocks and a corporate environmental income tax) expired in 1995 and have not been reinstated.
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Finally, it is important to note the limited effects of the legislative changes described
above. The cross-cutting legislative regulatory reform measures passed in the 1990s
and the efficiency-related changes to specific environmental statutes had only limited
effects on regulation. This is in part due to differences between the Administration and
the Congress in the acceptance of efficiency as an appropriate criterion for managing the
environment and natural resources. An additional explanation is the existing statutory
bias against benefit–cost analysis in some cases, particularly under the Clean Air Act.
In such cases, substantial movement toward efficiency in regulation cannot be expected
without substantial changes in the authorizing legislation.

The SDWA Amendments of 1996 incorporated a strong benefit–cost criterion, in
comparison with other environmental statutes. However, the decisions made on MCLs
since the SDWA Amendments have not placed great weight on the results of re-
quired benefit–cost analyses. Two major rules proposed since the 1996 Amendments
were those regulating allowable levels of arsenic and radon in drinking water.71 EPA’s
benefit–cost analyses for the radon and arsenic MCLs can be interpreted as indicating
that monetized costs exceed monetized benefits for both rules, but EPA maintained that
the benefits of both rules justify their costs when unquantified benefits are included
(U.S. Environmental Protection Agency, 1999).

Likewise, the regulatory reform initiatives passed by Congress in the 1990s appar-
ently did not influence EPA’s issuance of National Ambient Air Quality Standards
(NAAQS) for ambient ozone and particulate matter in July, 1997. Due to their high
potential compliance costs, the revised standards were immediately controversial; both
the decision to tighten the standards and the quality of the research used to support
the new standards came under fire. EPA’s cost estimates for the ozone standard were
singled out for criticism (Shogren, 1998; Lutter, 1999). On the other hand, the particu-
late standard exhibited expected benefits that could well exceed costs by a considerable
margin.

The regulated community challenged the new NAAQS in court, and the case reached
the U.S. Supreme Court in October, 2000. Under the Clean Air Act, EPA is required to
set health-based standards for specified pollutants without consideration of abatement
costs. The Supreme Court ruled unanimously in February, 2001, that the Clean Air
Act does not allow EPA to consider costs in setting NAAQS for the air pollutants in
question (and that the statute’s mandate that the NAAQS protect the public health with
“an adequate margin of safety” allows an acceptable scope of discretion to EPA).

Overall, the differences in opinion between Congress and the executive branch (es-
pecially EPA) on the usefulness of efficiency analysis have resulted in an effective
stalemate. Even where statutes have been explicitly altered to require benefit–cost analy-
sis, as was the case for the setting of MCLs under the Safe Drinking Water Act, rules

71 The arsenic rule was finalized on January 22, 2001, but implementation was delayed while the rule was
taken under review by the George W. Bush Administration, citing concerns about the rule’s costs and bene-
fits. After an expedited review by the National Academy of Sciences, in October, 2001, EPA Administrator
Whitman announced the Agency’s intention to enforce the Clinton arsenic standard.
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promulgated during the 1990s were not any more or less efficient than rules promulgated
during earlier decades. On the other hand, Congressional efforts at generic “regulatory
reform” are unlikely to disappear from the policy landscape, and there will continue
to be attempts—sometimes successful—to introduce benefit–cost tests into individual
environmental statutes.

2.2.3. Judicial recognition

The Federal judiciary also plays a key role in furthering the use of analytical methodolo-
gies to assist agency decision making. As Sunstein (2002) notes, over the years courts
have implemented a series of benefit–cost “default rules” to deal with Congressional
silences and ambiguities. These default rules, while not part of administrative law doc-
trine, impute to Congressional silence an intent to permit (and perhaps even require)
administrative agencies to consider regulatory costs when issuing regulations. The de-
fault rules reflect a widespread judicial acceptance of benefit–cost analysis in regulatory
rulemaking.72

Notably, Justice Stephen Breyer of the U.S. Supreme Court has advocated for more
aggressive background rules with respect to risk-risk analysis. In the seminal case of
American Trucking v. Whitman,73 referenced above, Justice Breyer argued for a general
presumption requiring agencies to engage in benefit–cost analyses when regulating,
noting that these analyses would also necessarily involve assessments of risk trade-
offs. In this, he joined ranks with economists and legal scholars who have argued for a
judicial presumption in favor of benefit–cost and risk-tradeoff analyses. Breyer’s con-
currence marks the arrival of risk tradeoff analysis—and health-health tradeoff analysis,
in particular—in the Supreme Court and paves the way for future challenges based on
such tradeoffs (Rascoff and Revesz, 2002).

2.2.4. A political economy perspective on how standards are set

Granting the merits and relatively widespread acceptance of analytical methods for
assessing the tradeoffs inherent in environmental regulation, why has the use of ana-
lytical techniques not become more common in environmental policy? Why instead has
Congress continued to legislate frequently without regard to benefits and costs? This
section reviews positive political economy accounts of how environmental standards
are set.

First, some regulations permit established firms to extract rents and establish barriers
to entry that convey to them a competitive advantage (Keohane, Revesz, and Stavins,
1998). This is consistent with the empirical reality that the impetus for regulation often
comes, either explicitly or implicitly, from regulated firms themselves. For example, a

72 See: Corrosion Proof Fittings v. EPA, 947 F. 2d. 1201 (1991).
73 531 U.S. 457 (2001).
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command-and-control standard that limits a firm’s aggregate emissions may cause firms
to reduce their output to meet the environmental requirement. This output restriction can
push the price of a firm’s product above its average cost, and as a result, the firm can earn
rents. Vigorous competition would dissipate this rent, but environmental regulations
often create barriers to entry by imposing stringent pollution standards on new sources,
thus giving a significant competitive advantage to established polluters (Maloney and
McCormick, 1982).

Second, some industries enjoy strong economies of scale and prefer uniform federal
regulation to a patchwork of potentially more efficient state standards. Indeed, having to
manufacture different products for sale in different states can destroy the advantages re-
lated to economies of scale. National uniformity can come at the expense of regulations
more narrowly tailored to achieve optimal outcomes.

Third, even if environmental regulation does not raise the profits of an entire industry,
it can benefit certain firms within an industry (Keohane, Revesz, and Stavins, 1998).
Firms within an industry likely will incur different costs in the regulatory requirements,
because some firms will be able to adjust their production processes more easily than
others. These relative beneficiaries of government regulation are thus likely to oppose
relaxing regulatory requirements, and may even favor extending them.

Fourth, the impetus for regulation sometimes comes from manufacturers of pollu-
tion control equipment, environmentally friendly technologies, or inputs to production
processes favored by the regulatory regime. For example, firms specializing in the
cleanup of hazardous waste sites emerged in response to the Federal Superfund statute.
Similarly, the ethanol industry has strongly supported stricter regulation of gasoline. As
a result of its efforts, the Clean Air Act’s clean fuels program provides strong incen-
tives for the use of ethanol, and the Federal government has provided large subsidies to
ethanol producers.

Fifth, environmental regulation often imposes disproportionate costs on some regions
of the country. Regions that incur lower than average costs from regulation become
comparatively more attractive to mobile capital, which may bring economic benefits
such as jobs and tax revenues. Such regions sometimes push for Federal regulation that
will impose disproportionate costs on other regions (Pashigian, 1985).

3. Choosing instruments: the means of environmental policy

Environmental policies typically combine the identification of a goal with some means
to achieve that goal. In section 2 of this chapter, we examined the criteria and methods
that economics can bring to bear on the choice of targets. In this section, we exam-
ine the means—the instruments—that can be employed by governments to achieve
given policy objectives. We begin with normative issues and then turn to positive analy-
sis.
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3.1. Normative issues and analysis

Even if the goals and targets of environmental policies are taken as given, economic
analysis can bring valuable insights to the assessment and design of environmental poli-
cies. We begin by considering criteria that can be brought to bear on the search for better
policy instruments, and then turn to an enumeration of major categories of environ-
mental policy instruments, including both conventional, command-and-control and the
newer breed of market-based instruments. Cross-cutting issues are considered, includ-
ing uncertainty, technological change, and distributional issues. We examine lessons
that emerge from research and experience.

3.1.1. Potential criteria for choosing among policy instruments

A variety of criteria have been posited as relevant for choosing environmental policy in-
struments, including: (1) will the policy instrument achieve the stated goal or standard;
(2) will it do so at the lowest possible cost, including both private-sector compliance
and public-sector monitoring and enforcement; (3) will it provide government with
the information it needs to implement the policy; (4) will the instrument be flexible
in the face of changes in tastes and technology; (5) will the instrument provide dynamic
incentives for research, development, and adoption of better pollution-abatement tech-
nologies; (6) will the implementation of the policy instrument result in an equitable
distribution of the benefits and costs of environmental protection; and (7) will the pol-
icy be politically feasible in terms of enactment and implementation? Items (1) through
(5) together refer to a comprehensive notion of the criterion of cost-effectiveness, while
item (6) refers to distributional equity, and item (7) refers to political feasibility.74

First, to be more precise, by cost-effectiveness we mean that allocation of control
among sources that results in the aggregate target being achieved at the lowest possible
cost, that is, the allocation which satisfies the following cost-minimization problem:

(10)min{ri }
C =

N∑
i=1

ci(ri)

(11)s.t.
N∑

i=1

[ui − ri] ≤ E

(12)and 0 ≤ ri ≤ ui

74 This list originated with Bohm and Russell (1985). As indicated above, we include the first potential
criterion—environmental effectiveness—in a comprehensive definition of cost-effectiveness, but it can also be
considered on its own. For example, it has been argued that in some cases the use of market-based instruments
has made it politically and/or economically feasible to achieve more stringent goals than otherwise possible
(Ellerman et al., 2000; Ellerman, 2003; Harrison, 2003).
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where ri = reductions in emissions (abatement or control) by source i (i = 1 to N );
ci(ri) = cost function for source i;
C = aggregate cost of control;
ui = uncontrolled emissions by source i; and
E = the aggregate emissions target imposed by the regulatory authority.

If the cost functions are convex, then necessary and sufficient conditions for satisfac-
tion of the constrained optimization problem posed by equations (10) through (12) are
the following, among others (Kuhn and Tucker, 1951):

(13)
∂ci(ri)

∂ri
− λ ≥ 0

(14)ri ·
[
∂ci(ri)

∂ri
− λ

]
= 0

Equations (13) and (14) together imply the crucial condition for cost-effectiveness that
all sources (that exercise some degree of control) experience the same marginal abate-
ment costs (Baumol and Oates, 1988). Thus, when examining alternatives types of
environmental policy instruments, a key question is whether particular instruments are
likely to result in marginal abatement costs being equated across sources.75

3.1.2. Alternative policy instruments

The most frequently employed delineation of environmental policy instruments is that
of command-and-control versus market-based approaches. Conventional approaches
to regulating the environment—frequently characterized as command-and-control76—
allow relatively little flexibility in the means of achieving goals. Such policy instruments
tend to force firms to take on similar shares of the pollution-control burden, regardless
of the cost, sometimes by setting uniform standards for firms, the most prevalent of
which are technology- and performance-based standards.77

Market-based instruments encourage behavior through market signals, rather than
through explicit directives regarding pollution control levels or methods. These policy

75 For purposes of clarity, the model of cost-effectiveness, above, and subsequent models of specific policy
instruments refer to uniformly-mixed flow pollutants. Little additional insight is gained but much is sacrificed
in terms of transparency and tractability by modeling more complex non-uniformly mixed stock pollutants.
Where the results are not robust to this simplification, we recognize the complexities in the text.
76 The phrase “command-and-control” is by far the most commonly employed characterization for conven-
tional environmental policy instruments, including uniform performance and technology standards. Admit-
tedly, the phrase has an inescapable negative stigma associated with it, and so a better, more neutral description
of this category of policy approaches might be “prescriptive instruments.” But because “command-and-
control” is the generally accepted name for this category, we employ it in this chapter.
77 Note that uniform standards can specify the amount of pollution that can be released into the environment
(emission standard) or the permissible concentration of pollution in the air, water, or soil (ambient standard).
The cost-effective allocation consistent with ambient standards requires equalization of the marginal costs to
reduce a unit of ambient concentration, rather than emission.
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instruments can reasonably be described as “harnessing market forces,”78 because if
they are well designed and properly implemented, they encourage firms or individuals
to undertake pollution control efforts that are in their own interests and that collec-
tively meet policy goals. Market-based instruments fall within four categories: pollution
charges, tradeable permits, market-friction reductions, and government subsidy reduc-
tions. Liability rules can also be thought of as a market-based instrument, because they
provide incentives for firms to take into account the potential environmental damages
of their decisions, allowing full flexibility in technology and control practices (Revesz,
1997c).79

3.1.2.1. Command-and-control versus market-based instruments Market-based in-
struments offer the potential for dynamic cost-effectiveness, but problems may arise
in translating theory into practice (Hahn and Axtell, 1995), and it has been diffi-
cult to measure the magnitude of the gains of moving from command-and-control to
incentive-based mechanisms. One frequently-cited survey of eleven empirical studies
of air pollution control found that the ratio of actual, aggregate costs of the conven-
tional (command-and-control) approach to the aggregate costs of least-cost benchmarks
ranged from 1.07 for sulfate emissions in the Los Angeles area to 22.0 for hydrocarbon
emissions at all domestic DuPont plants (Tietenberg, 1985). It is important not to mis-
interpret these numbers, however, since actual, command-and-control instruments were
essentially contrasted with theoretical benchmarks of cost-effectiveness, that is, what a
perfectly functioning market-based instrument would achieve in theory.80 A more useful
comparison among policy instruments might involve either idealized versions of both
market-based systems and alternatives, or—better yet—realistic versions of both (Hahn
and Stavins, 1992).81

Where there is significant heterogeneity of costs, command-and-control methods will
not be cost-effective. Holding all firms to the same target will be unduly expensive,
because it fails to recognize abatement cost heterogeneity. In reality, costs can vary
enormously due to production design, physical configuration, age of assets, and other
factors. For example, the marginal costs of controlling lead emissions have been es-
timated to range from $13 to $56,000 per ton (Hartman, Wheeler, and Singh, 1994;
Morgenstern, 2000). But where costs are similar among sources, command-and-control

78 See: Organization for Economic Cooperation and Development (1989, 1991, 1998); and U.S. Envi-
ronmental Protection Agency (1991, 1992, 2001). Another strain of literature—known as “free market
environmentalism”—focuses on the role of private property rights in achieving environmental protection
(Anderson and Leal, 1991).
79 Other taxonomies of regulatory instruments are possible, and some take a more inclusive view, including—
for example—contractual approaches. On this, see Menell (2002).
80 In other cases, researchers have contrasted hypothetical costs of a CAC program with the actual compliance
costs associated with the use of a market-based instrument (Keohane, 2003).
81 Harrington and Morgenstern (2003) attempt to do this by comparing actual experiences in Europe and the
United States with market-based and conventional policy instruments.
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instruments may perform equivalent to (or better than) market-based instruments, de-
pending on transactions costs, administrative costs, possibilities for strategic behavior,
political costs, and the nature of the pollutants (Newell and Stavins, 2003).82

In theory, if properly designed and implemented, market-based instruments allow
any desired level of pollution cleanup to be realized at the lowest overall cost to soci-
ety, by providing incentives for the greatest reductions in pollution by those firms that
can achieve the reductions most cheaply. Rather than equalizing pollution levels among
firms, market-based instruments equalize their marginal abatement costs (Montgomery,
1972; Baumol and Oates, 1988; Tietenberg, 1995). Command-and-control approaches
could—in theory—achieve this cost-effective solution, but this would require that dif-
ferent standards be set for each pollution source, and, consequently, that policy makers
obtain detailed information about the compliance costs each firm faces. Such infor-
mation is simply not available to government. By contrast, market-based instruments
provide for a cost-effective allocation of the pollution control burden among sources
without requiring the government to have this information.

In addition, market-based instruments have the potential to bring down abatement
costs over time (that is, to be dynamically cost effective) by providing incentives for
companies to adopt cheaper and better pollution-control technologies. This is because
with market-based instruments, most clearly with emission taxes, it pays firms to clean
up a bit more if a sufficiently low-cost method (technology or process) of doing so can
be identified and adopted (Downing and White, 1986; Ellerman, 2003; Maleug, 1989;
Milliman and Prince, 1989; Jaffe and Stavins, 1995; Carlson et al., 2000; Popp, 2002;
Keohane, 2001; Tietenberg, 2003). However, the ranking among policy instruments, in
terms of their respective impacts on technology innovation and diffusion, is not un-
equivocal (Jaffe, Newell, and Stavins, 2003).

3.1.2.2. Pollution charges Pollution charge systems assess a fee or tax on the amount
of pollution that firms or sources generate (Pigou, 1920). Consequently, it is worthwhile
for firms to reduce emissions to the point where their marginal abatement costs are equal
to the common tax rate.83 By definition, actual emissions are equal to unconstrained
emissions minus emissions reductions, that is, ei = ui−ri . A source’s cost minimization
problem in the presence of an emissions tax, t , is given by:

(15)min{ri }
[ci(ri) + t · (ui − ri)]

(16)s.t. ri ≥ 0

The result for each source is:

(17)
∂ci(ri)

∂ri
− t ≥ 0

82 Also see: Atkinson and Lewis (1974); Spofford (1984); and Maloney and Yandle (1984).
83 For an examination of the robustness of this result in the presence of non-competitive conditions, see
Cropper and Oates (1992).
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(18)ri ·
[
∂ci(ri)

∂ri
− t

]
= 0

Equations (17) and (18) imply that each source (that exercises a positive level of control)
will carry out abatement up to the point where its marginal control costs are equal to the
tax rate. Hence, marginal abatement costs will be equated across sources, satisfying the
condition for cost-effectiveness specified by equations (13) and (14).

A challenge with charge systems is identifying the appropriate tax rate. For social
efficiency, it should be set equal to the marginal benefits of cleanup at the efficient level
of cleanup, but policy makers are more likely to think in terms of a desired level of
cleanup, and they do not know beforehand how firms will respond to a given level of
taxation. An additional problem posed by pollution taxes is associated with their distrib-
utional consequences for regulated sources. Despite the fact that such systems minimize
aggregate social costs, these systems may be more costly than comparable command-
and-control instruments for regulated firms. This is because with the tax approach, firms
pay both their abatement costs plus taxes on their residual emissions. For the calculation
of aggregate costs in a social benefit–cost or cost-effectiveness analysis, tax payments
are simply transfers, and so are excluded from the calculations.

The conventional wisdom is that charge systems have been ignored in the United
States, but this is not really correct. If one defines charge systems broadly, a signif-
icant number of applications can be identified (Stavins, 2003). The closest that any
U.S. charge systems come to operating as true Pigovian taxes may be the increasingly
common unit-charge systems for financing municipal solid waste collection, where
households and businesses are charged the incremental costs of collection and disposal.
So-called “pay-as-you-throw” policies, where users pay in proportion to the volume of
their waste, are now used in well over one thousand jurisdictions. The collective expe-
rience provides evidence that unit charges have been successful in reducing the volume
of household waste generated.84

Another important set of charge systems implemented in the United States has been
deposit refund systems, whereby consumers pay a surcharge when purchasing poten-
tially polluting products, and receive a refund when returning the product to an approved
center for recycling or proper disposal. A number of states have implemented this ap-
proach through “bottle bills” to control litter from beverage containers and to reduce the
flow of solid waste to landfills (Bohm, 1981; Menell, 1990), and the concept has also
been applied to lead-acid batteries (Table 2).

In addition, there has been considerable use of environmental user charges in the
United States, through which specific environmentally related services are funded
(Table 3). Examples include insurance premium taxes (Table 4), such as those formerly
used to fund partially the clean-up of hazardous waste sites through the Superfund

84 See: McFarland (1972); Wertz (1976); Stevens (1978); Efaw and Lanen (1979); Skumatz (1990); Lave and
Gruenspecht (1991); Repetto et al. (1992); Miranda et al. (1994); Fullerton and Kinnaman (1996); and Menell
(2003).
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Table 2
Deposit-refund systems for two regulated products

State Year of initiation Amount of deposit ($)

Specified beverage containers
Oregon 1972 0.05a

Vermont 1973 0.05
Maine 1978 0.05
Michigan 1978 0.10
Iowa 1979 0.05
Connecticut 1980 0.05
Delaware 1983 0.05
Massachusetts 1983 0.05
New York 1983 0.05
California 1987 0.025–0.06b

Auto batteries
Minnesota 1988 5.00
Maine 1989 10.00
Rhode Island 1989 5.00
Washington 1989 5.00
Arizona 1990 5.00
Connecticut 1990 5.00
Michigan 1990 6.00
Idaho 1991 5.00
New York 1991 5.00
Wisconsin 1991 5.00
Arkansas 1991 10.00

Source: Stavins (2003).
a$0.02 for refillable containers.
bDeposits depend upon materials and size of containers.

program (Barthold, 1994).85 Another set of environmental charges are sales taxes on
motor fuels, ozone-depleting chemicals, agricultural inputs, and low-mileage motor
vehicles (Table 5). Finally, tax differentiation has become part of a considerable num-
ber of Federal and state attempts to encourage the use of renewable energy sources
(Table 6).

3.1.2.3. Tradeable permit systems Tradeable permits—in theory—can achieve the
same cost-minimizing allocation of the control burden as a charge system,86 while

85 The taxes that previously supported the Superfund trust fund—primarily excise taxes on petroleum and
specified chemical feedstocks and a corporate environmental income tax—expired in 1995, and have not
been reinstated.
86 Thirty years ago, Crocker (1966) and Dales (1968) independently developed the idea of using transferable
discharge permits to allocate the pollution-control burden among sources. Montgomery (1972) provided the
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Table 3
Federal user charges

Item taxed First
enacted/
modified

Rate Use of revenues

Trucks and trailers (excise tax) 1917/1984 12% Highway Trust Fund/Mass Transit
Account

Sport fishing equipment 1917/1984 10% (except 3% for
out board motors)

Sport Fishing Restoration Account
of Aquatic Resources Trust Fund

Firearms and ammunition 1918/1969 10% Federal Aid to Wildlife Program
Noncommercial motorboat fuels 1932–1992 $.183/gal Aquatic Resource Trust Fund
Motor fuels 1932/1993 $.183/gal Highway Trust Fund/Mass Transit

Account
Non-highway recreational fuels
& small-engine motor fuels

1932/1993 $.183/gal gasoline
$.243/gal diesel

National Recreational Trails Trust
Fund and Wetlands Account of
Aquatic Resources Trust Fund

Annual use of heavy vehicles 1951/1993 $100–$500/vehicle Highway Trust Fund/Mass Transit
Account

Bows and arrows 1972/1984 11% Federal Aid to Wildlife Program
Inland waterways fuels 1978/1993 $.233/gal Inland Waterways Trust Fund

Source: Stavins (2003).

Table 4
Federal insurance premium taxes

Item or action taxed First
enacted/
modified

Rate Use of revenues

Coal production 1977/1987 $1.10/ton underground;
$0.55/ton surface

Black Lung Disability Trust Fund

Chemical production 1980/1986 $0.22 to $4.88/ton Superfund (CERCLA)
Petroleum production 1980/1986 $0.097/barrel crude
Corporate income 1986 0.12% of alternative

minimum taxable income
over $2 million

Petroleum-based fuels,
except propane

1986/1990
(expired 1995)

$.001/gal Leaking Underground Storage Trust
Fund

Petroleum and petroleum
products

1989/1990 $.05/barrel Oil Spill Liability Trust Fund

Source: Stavins (2003).
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Table 5
Federal sales taxes

Item or action taxed First
enacted/
modified

Rate Use of revenues

New tires 1918/1984 $0.15–$0.50/pound U.S. Treasury
New automobiles exceeding fuel
efficiency standards

1978/1990 $1,000–$7,700 per auto U.S. Treasury

Ozone-depleting substances 1989/1992 $4.35/pound U.S. Treasury

Source: Stavins (2003).

Table 6
Federal tax differentiation

Item or action taxed Provision First
enacted/
modified

Rate

Motor fuels excise
tax exemptionsa

Natural gas 1978/1990 $.07/gal
Methanol 1978/1990 $.06/gal
Ethanol 1978/1990 $.054/gal

Income tax credits Alcohol fuels 1980/1990 $.60/gal methanol; $ 0.54/gal ethanol
Business energy 1980/1990 10% solar; 10% geothermal
Non-conventional fuels 1980/1990 $3.00/Btu-barrel equivalent of oil
Wind production 1992 1.5¢/kWh
Biomass production 1992 1.5¢/kWh
Electric automobiles 1992 10% credit

Other income tax
provisions

Van pools 1978 Tax-free employer provided benefits

Mass transit passes 1984/1992 Tax-free employer provided benefits
Utility rebates 1992 Exclusion of subsidies from utilities

for energy conservation measures
Tax exempt private
activity bonds

Mass transit 1968/1986 Interest exempt from Federal taxation
Sewage treatment 1968/1986 Interest exempt from Federal taxation
Solid waste disposal 1968/1986 Interest exempt from Federal taxation
Waster treatment 1968/1986 Interest exempt from Federal taxation
High speed rail 1988/1993 Interest exempt from Federal taxation

Source: Stavins (2003).
aExemptions from the motor fuels excise tax of $0.183/gallon (see Table 3).

first rigorous proof that such a system could provide a cost-effective policy instrument. A sizeable literature
has followed, much of it stemming from Hahn and Noll (1982). Early surveys were provided by Tietenberg
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avoiding the problems of uncertain responses by firms and the distributional conse-
quences of taxes.87 Under a tradable permit system, an allowable overall level of pol-
lution, E, is established, and allocated among firms in the form of permits. Firms that
keep their emission levels below their allotted level may sell their surplus permits to
other firms or use them to offset excess emissions in other parts of their operations.88

Let q0i be the initial allocation of emission permits to source i, such that:

(19)
N∑

i=1

q0i = E

Then, if p is the market-determined price of tradeable permits, a single firm’s cost min-
imization problem is given by:

(20)min{ri }
[ci(ri) + p · (ui − ri − q0i )]

(21)s.t. ri ≥ 0

The result for each source is:

(22)
∂ci(ri)

∂ri
− p ≥ 0

(23)ri ·
[
∂ci(ri)

∂ri
− p

]
= 0

Equations (22) and (23) together imply that each source (that exercises a positive level
of control) will carry out abatement up to the point where its marginal control costs are
equal to the market-determined permit price. Hence, the environmental constraint, E, is
satisfied, and marginal abatement costs are equated across sources, satisfying the con-
dition for cost-effectiveness. Note that the unique cost-effective equilibrium is achieved
independent of the initial allocation of permits (Montgomery, 1972).89 This is of great
importance politically, as we discuss below in section 3.2.

(1980, 1985). Much of the literature may be traced to Coase’s (1960) treatment of negotiated solutions to
externality problems. As indicated previously, the simple model posited above, as well as the prior model
of emission taxes, assumes the existence of a uniformly-mixed pollutant, in which case the focus of regu-
lation can be exclusively on emissions, as opposed to ambient concentrations. There is a sizable literature
that explores tradeable permit and other policy instruments in the context of non-uniformly-mixed pollution
problems. See, for example: Montgomery (1972); and Nash and Revesz (2001).
87 This assumes that the allocation is made without charge, but it could also be through sale or auction,
in which case the distributional implications of a comparable tradeable permit program are similar to the
emission tax previously described. Likewise, a revenue-neutral emissions tax, in which revenues are refunded
to regulated firms (but not in proportion to their emissions levels), can resemble—in distributional terms—a
comparable tradeable permit program in which the permits are allocated without charge.
88 The simple program described above is a “cap-and-trade” system, but some systems operate as “credit
programs,” where permits or credits are assigned only when a source reduces emissions below what is required
by source-specific limits.
89 This is true unless particularly perverse types of transactions costs are present (Stavins, 1995).
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Table 7
Major U.S. tradeable permit systems

Program Traded commodity Period of
operation

Environmental and economic
effects

Emissions Trading
Program

Criteria air pollutants un-
der the Clean Air Act

1974–present Environmental performance
unaffected; total savings of
$5–12 billion

Leaded Gasoline
Phasedown

Rights for lead in gasoline
among refineries

1982–1987 More rapid phaseout of leaded
gasoline; $250 million annual
savings

Water Quality Trading Point-nonpoint sources of
nitrogen & phosphorous

1984–1986 No trading occurred, because
ambient standards not binding

CFC Trading for
Ozone Protection

Production rights for some
CFCs, based on depletion
potential

1987–present Environmental targets achieved
ahead of schedule; effect of TP
system unclear

Heavy Duty Engine
Trading

Averaging, banking, and
trading of credits for NOx

and particulate emissions

1992–present Standards achieved; cost sav-
ings unknown

Acid Rain Reduction SO2 emission allowances;
mainly among electric
utilities

1995–present SO2 reductions achieved ahead
of schedule; annual savings of
$1 billion per year

RECLAIM Program SO2 and NOx emissions
by large stationary sources

1994–present Unknown

Northeast Ozone
Transport

Primarily NOx emissions
by large stationary sources

1999–present Unknown

Source: Stavins (2003).

In theory, a number of factors can adversely affect the performance of a tradeable
permit system, including: concentration in the permit market (Hahn, 1984; Misolek and
Elder, 1989); concentration in the product market (Maleug, 1990); transaction costs
(Stavins, 1995); non-profit maximizing behavior, such as sales or staff maximization
(Tschirhart, 1984); the preexisting regulatory environment (Bohi and Burtraw, 1992);
and the degree of monitoring and enforcement (Keeler, 1991; and Montero, 2003).

Tradeable permits have been the most frequently used market-based system in the
United States (U.S. Environmental Protection Agency, 2000a; Tietenberg, 1997a). A
selection of programs is summarized in Table 7. The U.S. EPA first experimented
with emissions trading in 1974, as part of the Clean Air Act’s program for im-
proving local air quality, and later codified these initiatives in its Emissions Trad-
ing Program in 1986 (Tietenberg, 1985; Hahn, 1989; Foster and Hahn, 1995). Sig-
nificant applications include: EPA’s emissions trading program (Tietenberg, 1985;
Hahn, 1989); the leaded gasoline phasedown; water quality permit trading (Hahn, 1989;
Stephenson, Norris, and Shabman, 1998); CFC trading (Hahn and McGartland, 1989);
the sulfur dioxide (SO2) allowance trading system for acid rain control; the RECLAIM
program in the Los Angeles metropolitan region (Harrison, 1999); and tradeable devel-
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opment rights for land use.90 At least two of these programs—lead trading and the SO2
allowance system—merit further comment.

The purpose of the lead trading program, developed in the 1980s, was to allow
gasoline refiners greater flexibility in meeting emission standards at a time when the
lead-content of gasoline was reduced to 10 percent of its previous level. In 1982, EPA
authorized inter-refinery trading of lead credits, a major purpose of which was to lessen
the financial burden on smaller refineries, which were believed to have significantly
higher compliance costs. If refiners produced gasoline with a lower lead content than
was required, they earned lead credits. In 1985, EPA initiated a program allowing re-
fineries to bank lead credits, and subsequently firms made extensive use of this option.
In each year of the program, more than 60 percent of the lead added to gasoline was
associated with traded lead credits (Hahn and Hester, 1989), until the program was ter-
minated at the end of 1987, when the lead phasedown was completed.

The lead program was successful in meeting its environmental targets, although it
may have produced some temporary geographic shifts in use patterns (Anderson, Hof-
mann, and Rusin, 1990). Although the benefits of the trading scheme are more difficult
to assess, the level of trading activity and the rate at which refiners reduced their produc-
tion of leaded gasoline suggest that the program was relatively cost-effective (Kerr and
Maré, 1997; Nichols, 1997). The high level of trading among firms far surpassed levels
observed in earlier environmental markets. EPA estimated savings from the lead trading
program of approximately 20 percent below alternative programs that did not provide
for lead banking, a cost savings of about $250 million per year (U.S. Environmental
Protection Agency, Office of Policy Analysis, 1985). Furthermore, the program appears
to have provided measurable incentives for cost-saving technology diffusion (Kerr and
Newell, 2003).

The most important application made to date of a market-based instrument for en-
vironmental protection has been the SO2 allowance trading program for acid rain
control, established under the Clean Air Act Amendments of 1990, and intended to
reduce SO2 emissions by 10 million tons below 1980 levels (Ferrall, 1991). A robust
market of bilateral SO2 permit trading gradually emerged, resulting in cost savings
on the order of $1 billion annually, compared with the costs under some command-
and-control regulatory alternatives (Carlson et al., 2000).91 Although the program had

90 In addition, the Energy Policy and Conservation Act of 1975 established Corporate Average Fuel Economy
(CAFE) standards for automobiles and light trucks, requiring manufacturers to meet minimum sales-weighted
average fuel efficiency for their fleets sold in the United States. A penalty is charged per car sold per unit of
average fuel efficiency below the standard. The program operates like an intra-firm tradeable permit system,
since manufacturers can undertake efficiency improvements wherever they are cheapest within their fleets. For
reviews of the program’s costs relative to “equivalent” gasoline taxes, see: Crandall et al. (1986); Goldberg
(1998); and National Research Council (2002). Light trucks, which are defined by the Federal government to
include “sport utility vehicles,” face weaker CAFE standards.
91 The choice of counterfactual for purposes of comparison in such estimates of cost savings is important.
The estimate above represents a cost savings of about 30 percent. Employing a different counterfactual for
comparison, Keohane (2003) estimates cost savings between 15 and 25 percent.
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low levels of trading in its early years (Burtraw, 1996), trading increased signifi-
cantly over time (Schmalensee et al., 1998; Stavins, 1998; Burtraw and Mansur, 1999;
Ellerman et al., 2000).

Concerns were expressed early on that state regulatory authorities would hamper trad-
ing in order to protect their domestic coal industries, and some research indicates that
state public utility commission cost-recovery rules provided poor guidance for compli-
ance activities (Rose, 1997; Bohi, 1994). Other analysis suggests that this was not a
major problem (Bailey, 1996). Similarly, in contrast to early assertions that the struc-
ture of EPA’s small permit auction market would cause problems (Cason, 1995), the
evidence now indicates that this had little or no effect on the vastly more important
bilateral trading market (Joskow, Schmalensee, and Bailey, 1998).

The reduction of emissions through the allowance trading program apparently has had
exceptionally positive welfare effects, with benefits being as much as six times greater
than costs (Burtraw et al., 1998). The large benefits of the program are due mainly to the
positive human health impacts of decreased local SO2 and particulate concentrations,
not the ecological impacts of reduced long-distance transport of acid deposition. This
contrasts with what was understood and assumed at the time of the program’s enactment
in 1990.

3.1.2.4. Market friction reduction Market friction reduction can also serve as a policy
instrument for environmental protection. Market creation establishes markets for inputs
or outputs associated with environmental quality. Finally, since well-functioning mar-
kets depend on the existence of well-informed producers and consumers, information
programs can help foster market-oriented solutions to environmental problems. Product
labeling requirements can improve the information set available to consumers, as can
various types of reporting requirements.

One prominent example of market creation is provided by measures that facilitate
the voluntary exchange of water rights and thus promote more efficient allocation and
use of scarce water supplies (Stavins, 1983; Howe, 1997), and policies that facilitate
the restructuring of electricity generation and transmission. The western United States
has long been plagued by inefficient use and allocation of its scarce water supplies,
largely because users do not have incentives to take actions consistent with economic
and environmental values. Economists have noted that federal and state water poli-
cies aggravate rather than improve these problems (Anderson, 1983; Frederick, 1986;
El-Ashry and Gibbons, 1986; Wahl, 1989). The disparity in water prices over short
geographic distances indicates that markets could play a role in solving increasing ur-
ban demands for water without the need for new, environmentally-disruptive dams and
reservoirs. Reforms have allowed markets in water rights to develop and voluntary ex-
changes have developed in several states. For example, an agreement was reached to
transfer 100,000 acre-feet of water per year from the farmers of the Imperial Irrigation
District in southern California to the Metropolitan Water District in the Los Angeles
area. Transactions have emerged elsewhere in California, and in Colorado, New Mex-
ico, Arizona, Nevada, and Utah (MacDonnell, 1990).
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Table 8
Federal and selected state information programs

Information program Year of
implementation

Enabling legislation

Energy Efficiency Product Labeling 1975 Energy Policy and Conservation Act, Title V
NJ Hazardous Chemical Emissions 1984 New Jersey Community Right-to-Know Act
Toxic Release Inventory 1986 Emergency Planning and Community Right-to-

Know Act
CA Hazardous Chemical Emissions 1987 California Air Toxics Hot Spots and Information

Assessment Act
CA Proposition 65 1988 California Safe Drinking Water Act and Toxic

Enforcement Act
Energy Star 1993 Joint program of the U.S. Environmental Protec-

tion Agency and the U.S. Department of Energy

Source: Stavins (2003).

Since well-functioning markets depend, in part, on the existence of well-informed
producers and consumers, information programs can help foster market-oriented solu-
tions to environmental problems (Table 8).92 These programs have been of two types.
Product labeling requirements have been implemented to improve information sets
available to consumers. For example, the U.S. Energy Policy and Conservation Act
of 1975 specifies that certain appliances and equipment carry labels with information
on products’ energy efficiency and estimated energy costs (U.S. Congress, Office of
Technology Assessment, 1992). More recently, EPA and the U.S. Department of En-
ergy developed the Energy Star program, in which energy efficient products can display
an EnergyStar label. And since 1976, the Department of Energy has provided no-cost
energy assessments to small and medium-sized manufacturers through its university-
based Industrial Assessment Centers (IAC) program. There has been relatively little
analysis of the efficacy of such programs, but limited empirical (econometric) evidence
suggests that energy-efficiency product labeling has had significant impacts on effi-
ciency improvements, essentially by making consumers and therefore producers more
sensitive to energy price changes (Newell, Jaffe, and Stavins, 1999). Also, about half of
the projects recommended by assessment teams in the IAC program were subsequently
adopted, with firms applying a one to two-year payback period (or about a 50 to 100
percent hurdle rate) to the decisions (Anderson and Newell, 2004).

Another set of information programs has involved reporting requirements. A promi-
nent example is the U.S. Toxics Release Inventory (TRI), established in 1986, which
requires firms to make available to the public information on use, storage, and release of

92 For a comprehensive review of information programs and their apparent efficacy, see Tietenberg (1997b),
and for an overview of international experience with “eco-labels,” see Morris and Scarlett (1996). Also see
Menell (2002).
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specific hazardous chemicals. Such information reporting may increase public aware-
ness of firms’ actions, and consequent public scrutiny may encourage firms to alter
their behavior, although the evidence on outcomes is mixed (U.S. General Account-
ing Office, 1992; Hamilton, 1995; Konar and Cohen, 1997; Ananathanarayanan, 1998;
Hamilton and Viscusi, 1999).

3.1.2.5. Government subsidy reduction Government subsidy reduction constitutes an-
other category of market-based instruments. Subsidies are the mirror image of taxes and,
in theory, can provide incentives to address environmental problems. Although subsi-
dies can advance environmental quality (see, for example, Jaffe and Stavins, 1995), it
is also true that subsidies, in general, have important disadvantages relative to taxes
(Dewees and Sims, 1976; Baumol and Oates, 1988). Because subsidies increase profits
in an industry, they encourage entry, and can thereby increase industry size and pollution
output (Mestelman, 1982; Kohn, 1985).

In practice, rather than internalizing externalities, many subsidies promote economi-
cally inefficient and environmentally unsound practices. In such cases, reducing subsi-
dies can increase efficiency and improve environmental quality. For example, because
of concerns about global climate change, increased attention has been given to fed-
eral subsidies and other programs that promote the use of fossil fuels. An EPA study
indicates that eliminating these subsidies would have a significant effect on reducing
carbon dioxide (CO2) emissions (Shelby et al., 1997). The Federal government is in-
volved in the energy sector through the tax system and through a range of individual
agency programs. One study indicates that these activities together cost the government
$17 billion annually (Koplow, 1993). A substantial share of these U.S. subsidies and
programs were enacted during the “oil crises” to encourage the development of do-
mestic energy sources and reduce reliance on imported petroleum. They favor energy
supply over energy efficiency.93 Although there is an economic argument for govern-
ment policies that encourage new technologies that have particularly high risk or long
term payoffs, mature and conventional technologies currently receive nearly 90 percent
of the subsidies.94

3.1.2.6. Liability rules Liability rules have been most frequently employed for acute
hazards, particularly for toxic waste sites and for the spill of hazardous materials
(Menell, 1991). One important example is the Comprehensive Environmental Response,
Compensation, and Liability Act of 1980, which established retroactive liability for
companies that are found responsible for the existence of a site requiring clean up.

93 The Koplow (1993) study claims that end-use efficiency receives $1 from a wide variety of implicit and
explicit federal subsidies for every $35 received by energy supply.
94 On the other hand, federal user charges and insurance premium taxes include significant levies on fossil
fuels, and federal tax differentiation has tended to favor renewable energy sources and non-conventional fossil
fuels.
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Governments can collect cleanup costs and damages from waste producers, waste trans-
porters, handlers, and current and past owners and operators of a site.95 Similarly, the
Oil Pollution Act makes firms liable for cleanup costs, natural resource damages, and
third party damages caused by oil spills onto surface waters; and the Clean Water Act
makes responsible parties liable for cleanup costs for spills of hazardous substances.

In an ex post regulatory scheme,96 private polluters can be held liable for damages
to remedy the harms they cause to an affected individual or group. In theory, the full
costs of their polluting activities will thus be internalized, and polluters will reduce the
expected harm of their activity up to the point at which further reductions become more
costly than the expected liability they face.97

The effectiveness of liability rules depends in part on the ability of victims of pol-
lution to bring actions to recover damages. There are five potential problems. First,
environmental harms may be widely dispersed, and so the expected payoff may not jus-
tify the cost to an individual victim of bringing a lawsuit (Cropper and Oates, 1992).
This collective-action problem can partially be addressed by permitting individuals to
bring class actions on behalf of all those harmed by polluters. Second, frequently there
are many sources of a given pollutant, and hence the aggrieved party (or parties) may
not be able to identify the actual source of the damages. Third, many pollution harms
have long latency periods, meaning that by the time the harm has manifested itself, ac-
tions are barred because of statutes of limitations. In some jurisdictions, however, such
statutes begin to run only with the discovery of the harm, not the imposition of the risk.
Fourth, many environmental impacts, such as induced disease, are stochastic by nature,
that is, environmental exposure increases the probability of morbidity or mortality. In
such cases, it is difficult or impossible to determine with certainty the source of environ-
mental harm. Evidentiary rules that require “a preponderance of the evidence” showing
that the plaintiff caused the defendant’s harm would not allow recovery under these cir-
cumstances. Fifth, a polluter may not have sufficient solvency to pay a large damage
award, and the difference between the polluter’s total solvency and the full damages
will be externalized onto the public.98

Nevertheless, liability rules have a central role to play in environmental regulation,
because other regulatory tools give rise to their own sets of problems. There are impor-
tant choices that need to be made in designing liability rules, however. Should polluters

95 For economic analyses of the Superfund program, see, for example: Hamilton (1993); Gupta, Van Houtven,
and Cropper (1996); and Hamilton and Viscusi (1999).
96 Ex post and ex ante legal regimes transmit different incentives to private actors. Shavell (1984) argued
that the choice between the two regimes should be considered in light of four factors. First, a liability regime
might be preferable if private parties have better information than a regulating authority regarding the risks of
productive activities. Second, the greater the likelihood that a private party will not be able to pay fully for a
harm, the more attractive is a regulatory regime. Third, the greater the chance that private parties will not face
the threat of a lawsuit, the more should regulation be favored. Fourth, the administrative costs associated with
the two regimes generally weigh in favor of a liability scheme. Also see: Kolstad, Ulen, and Johnson (1990).
97 This section draws upon Kornhauser and Revesz (2000).
98 Further, a liability scheme may give private actors an incentive to shed their solvency (through dividends
to their shareholders, for example) in order to avoid paying large awards (Kornhauser and Revesz, 1990).
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be held jointly and severally liable for the harm they cause? Non-jointly liable? Is a
negligence rule preferable to a strict liability rule, or vice-versa? Moreover, which par-
ties should be held liable? Polluters? Site owners? Alternative liability regimes transmit
different sets of incentives to private actors and can have dramatically different effects.

3.1.2.6.1. Joint and several versus non-joint liability When a plaintiff’s injury results
from the actions of multiple parties, the choice between joint and several and non-joint
liability arises. Under joint and several liability, the plaintiff can recover the full amount
of damages from any one of the defendants who share responsibility for the damage.
Under a system of non-joint liability, a plaintiff can only recover from a defendant the
share of damages attributable to that defendant.

Several choices must be made with respect to any joint and several liability regime.
First, joint and several liability regimes may or may not allow for contribution, whereby
a defendant that has paid a disproportionately large share of a particular damage award
will be compensated by parties that have paid disproportionately small shares of that
award. Second, contribution shares can be determined either by reference to compar-
ative fault or on a pro rata basis. Third, in the event that a plaintiff settles with one
defendant, the regime must specify by how much the total damage award against the
remaining defendants ought to be reduced (“set-off”). Under a “pro tanto set-off rule,”
the plaintiff’s claim against the non-settling defendant is reduced by the amount of
the settlement. In contrast, under an apportioned or proportional share set-off rule, the
plaintiff’s claim against the non-settling defendant is reduced by the share of the liabil-
ity attributable to the settling defendant. Fourth, when one defendant settles and another
defendant litigates and loses, the regime must specify whether, under the pro tanto set-
off rule, the settling defendant is protected against contribution actions. Fifth, the legal
regime must also indicate whether settling defendants can bring actions for contribution
against defendants who settle for less than their share of liability.

Sixth, joint-and-several regimes sometimes protect non-settling defendants from a
plaintiff’s inadequately low settlements with other defendants through a “good faith”
hearing on the settlement’s adequacy. And seventh, the regime must specify whether a
sued defendant can join a third-party defendant that the plaintiff has declined to name.
These choices among rules can have significant impacts on deterrence (Kornhauser and
Revesz, 1989, 1990), as well as on the likelihood of inducing settlements.99

3.1.2.6.2. Liability extension On whom is liability imposed? Assume that there are
two groups of actors: waste generators and disposal site owners. One or both could po-
tentially be held liable for problems associated with the disposal of waste. What liability
scheme would be preferable on the grounds of efficiency and deterrence?

A legal regime might impose liability solely on the owner of a hazardous waste site
and refuse to extend liability to the generators of that waste. Site owners will, under this

99 The impact of the possibility of settlement on the choice-of-regime analysis is analyzed in Kornhauser and
Revesz (1994a, 1994b).
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regime, bear the full costs of the hazardous waste they receive. In a competitive market,
disposal site owners will tend to charge generators the marginal cost of disposal. Site
owners will have incentives to accept only waste that can properly be disposed of, based
on geologic conditions of the site, possible interactions between different types of waste,
and other relevant factors. To reduce their disposal costs, generators may seek to reduce
the quantity of hazardous waste they produce, and will send their hazardous waste to
sites that can process the wastes most effectively—and hence to the sites where wastes
will cause the least harm.

While theoretically sound, such full internalization of the site owner’s costs is un-
likely in practice. Cleanup costs for hazardous waste sites can be extraordinarily
large,100 and site owners will likely not be sufficiently solvent to pay total cleanup costs
in the event of a high-cost problem. If the probability of such an event occurring is not
zero, if the site owner’s solvency is less than the full costs associated with that event,
and if the site owner does not fully insure against the risk, then the site owner will not
bear the full cost, and will charge a price that will not reflect the full cost of remediation
(Shavell, 1987; Pitchford, 1995).

There are two possible solutions to the problem of insolvency (Shavell, 2005). First,
polluters could be asked to post a bond equal to possible remediation costs. Given
the large costs of environmental clean-up, however, such bonds may drive potential
polluters out of the market. Second, polluters can be required to carry insurance for
potential liabilities.101 Because insurance companies’ monitoring costs are likely to
be high, however, they will only be able to issue insurance based on easily observ-
able factors unrelated to whether the polluter is taking due care to reduce its pollution.
Hence, the polluter’s premiums will not be reduced if it takes due care, and a significant
moral hazard problem arises. Insurance may therefore be unavailable in the environ-
mental context (Abraham, 1988). Moreover, minimum asset requirements could have
socially undesirable effects by banning from the activity actors that derive benefits that
are higher than the harms they imposed, even in light of their reduced incentives to take
care caused by their limited solvency (Shavell, 2005).

As an alternative, liability could be extended only to the generators of hazardous
waste, so that the generators bear the full cleanup costs associated with their waste
production. In this case, generators could achieve efficient disposal costs in one of two
ways. First, generators could shift liability onto site owners by offering them a payment
in exchange for an indemnification agreement. This solution is, as discussed above,
hampered by the problem of insolvency. Alternatively, to coordinate efficiently and keep
their liability to a minimum, generators could contract among themselves to dispose
of specified waste at specified locations. There are two difficulties with this approach.
First, transaction costs are likely to be prohibitively large, and generators are therefore

100 The average cleanup cost for a site on the Superfund National Priorities List is $30 million, with many
exceeding $100 million.
101 A voluntary insurance program will prove inadequate because low-solvency polluters will have no incen-
tive to purchase insurance for a cost they will never bear.
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likely to act in a non-cooperative manner (Kornhauser and Revesz, 1994a). Moreover,
whether generators are subject to either joint and several or non-joint liability, a strict
liability regime applied to a group of generators produces under-deterrence (Kornhauser
and Revesz, 1989, 1995).

The second problem relates, again, to solvency. Low-solvency generators have less
incentive than high-solvency generators to produce an optimal amount of waste. One
would expect that high-solvency generators will thus refuse to contract with their low-
solvency counterparts, particularly under joint and several liability regimes, where
high-solvency generators may be held liable for the full amount of damages caused
by low-solvency generators. This distortion of the contracting patterns can reduce wel-
fare (Boyd and Ingberman, 1997). A non-joint liability regime produces the same result
if the damages at the site are allocated among generators proportionally to the amount
of waste dumped, and the damage function is convex. In that scenario, one generator’s
decision to dump more than the optimal amount results in higher liability for the other
generators (Kornhauser and Revesz, 1989).

Finally, given that extending liability solely to site owners or solely to generators
results in inefficiencies, liability regimes that target a larger set of parties can achieve
two goals. First, such a regime can transmit proper incentives to a larger group of actors.
Thus, even if a site owner should become insolvent, generators will have an incentive to
continue monitoring. Second, dividing liability between a number of actors can decrease
the likelihood of insolvency.

3.1.3. Cross-cutting issues

Three cross-cutting issues stand out in the normative analysis of environmental policy
instrument choice: the implications of uncertainty; effects on technological change; and
distributional considerations.

3.1.3.1. Implications of uncertainty for instrument choice The dual task facing pol-
icy makers of choosing environmental goals and selecting policy instruments to achieve
those goals must be carried out in the presence of the significant uncertainty that affects
the benefits and the costs of environmental protection. Since Weitzman’s (1974) classic
paper on “Prices vs. Quantities,” it has been generally acknowledged that benefit un-
certainty on its own has no effect on the identity of the efficient control instrument, but
that cost uncertainty can have significant effects, depending upon the relative slopes of
the marginal benefit (damage) and marginal cost functions. In particular, if uncertainty
about marginal abatement costs is significant, and if marginal abatement costs are flat
relative to marginal benefits, then a quantity instrument is more efficient than a price
instrument.102

We rarely encounter situations in which there is exclusively either benefit uncertainty
or cost uncertainty. On the contrary, in the environmental arena, we typically find that

102 For an early empirical application in the environmental realm, see: Kolstad (1986).
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the two are present simultaneously, and more often than not, it is benefit uncertainty that
is of substantially greater magnitude. When marginal benefits are positively correlated
with marginal costs (which, it turns out, is not uncommon), then there is an additional
argument in favor of the relative efficiency of quantity instruments (Stavins, 1996). On
the other hand, the regulation of stock pollutants will often favor price instruments,
because the marginal benefit function—linked with the stock of pollution—will tend to
be relatively flat, compared with the marginal cost function—linked with the flow of
pollution (Newell and Pizer, 2003b).

In theory, there would be considerable efficiency advantages in the presence of un-
certainty of hybrid systems—for example, quotas combined with taxes—or non-linear
taxes103 (Roberts and Spence, 1976; Weitzman, 1978; Kaplow and Shavell, 2002b;
Pizer, 2002), but such systems have not been adopted.

3.1.3.2. Effects of instrument choice on technological change Environmental policy
interventions foster constraints and incentives that affect the process of technological
change (Kneese and Schulze, 1975; Orr, 1976). To be dynamically cost-effective, in-
struments need to foster rather than inhibit technological invention, innovation, and
diffusion (Kemp and Soete, 1990). Both command-and-control and market-based in-
struments have the potential for forcing or inducing technological change, by requiring
firms to alter their behavior. Technology and performance standards can be used to
stimulate innovation by setting ambitious targets, beyond the reach of current technolo-
gies. But it is impossible to know whether a given target will be feasible or not, and so
such policies run substantial risk of failure (Freeman and Haveman, 1972). Technology
standards are particularly problematic, because they tend to freeze the development of
technologies that might otherwise result in greater levels of control.

Much of the economic research on technological invention and innovation (commer-
cialization) has focused on incentives for firm-level decisions to incur costs of research
and development in the face of uncertain outcomes. The earliest relevant work was by
Magat (1978, 1979), who compared taxes, subsidies, permits, effluent standards, and
technology standards, and showed that all but technology standards would induce in-
novation biased toward emissions reduction. More recent theoretical attempts to rank
policy instruments according to their innovation-stimulating effects (Fischer, Parry, and
Pizer, 2003) conclude that an unambiguous rating of instruments is not possible. The
ranking of instruments depends on the innovator’s ability to appropriate spillover ben-
efits of new technologies to other firms, the costs of innovation, environmental benefit
functions, and the number of firms producing emissions (Carraro and Soubeyran, 1996;
Katsoulacos and Xepapadeas, 1996; Montero, 2002).

Turning to technological diffusion (adoption), several theoretical studies have found
that the incentive for the adoption of new technologies is greater under market-based

103 In addition to the efficiency advantages of non-linear taxes, they also have the attribute of reducing the
total (although not the marginal) tax burden of the regulated sector, relative to an ordinary linear tax, which is
potentially important in a political economy context.
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instruments than under direct regulation (Zerbe, 1970; Downing and White, 1986;
Milliman and Prince, 1989), but theoretical comparisons among market-based instru-
ments have produced only limited agreement (Milliman and Prince, 1989, 1992; Marin,
1991; Jung, Krutilla, and Boyd, 1996; Parry, 1998; Denicolò, 1999; Keohane, 1999).
One overall result seems to be that auctioned permits are inferior in their diffusion
incentives to emissions tax systems (but both are superior to command-and-control in-
struments).104

Closely related to the effects of instrument choice on technological change are the
effects of vintage-differentiated regulation on the rate of capital turnover, and thereby on
pollution abatement costs and environmental performance. Such vintage-differentiated
regulation is a common feature of many environmental and other regulatory policies
in the United States, wherein the standard for regulated units is fixed in terms of their
date of entry, with later vintages facing more stringent regulation. In the most common
application, commonly referred to as “grandfathering,” units produced prior to a specific
date are exempted from a new regulation or face less stringent requirements.

While this approach has long appealed to many participants in the policy commu-
nity, economists have frequently noted that vintage-differentiated regulations can be
expected—on the basis of standard investment theory—to retard turnover in the capital
stock, and thereby to reduce the cost-effectiveness of regulation, compared with equiv-
alent undifferentiated regulations. Furthermore, under some conditions the result can
be higher levels of pollutant emissions than would occur in the absence of regulation.
Such economic and environmental consequences are not only predictions from theory
(Gruenspecht, 1981; Maloney and Brady, 1988); both types of consequences have been
validated empirically in the context of specific regulations (Hartman, Bazdogan, and
Nadkarni, 1979; Gruenspecht, 1982; Nelson, Tietenberg, and Donihue, 1993).

3.1.3.3. Distributional considerations Alternative policy instruments can have signif-
icantly different impacts on the distribution of benefits and costs. First with regard to
benefits, taxes or tradeable permits can lead to localized “hot spots” with relatively high
levels of ambient pollution. This is a significant distributional issue, and it can also
become an efficiency issue if damages are non-linearly related to pollutant concentra-
tions (Mendelsohn, 1986). The problem can be addressed, in theory, through the use of
“ambient permits”105 or through charge systems that are keyed to changes in ambient
conditions at specified locations (Revesz, 1996), or through trading schemes that are
simply constrained by the requirement that ambient standards not be violated.106 De-
spite the theoretical literature on ambient systems going back to Montgomery (1972),

104 For a detailed review of analyses of the effects of instrument choice on technological innovation and
diffusion, see Jaffe, Newell, and Stavins (2002).
105 Ambient permits entitle the owner to increase the concentration at a certain receptor site by a specified
amount, rather than permitting some quantity of emissions.
106 In theory, the locus of regulation can range from input levels (for example, through the use of a permit
linked to the carbon content of fossil fuels), to emissions, to ambient concentrations, to exposure levels, to—
ultimately—risk levels.
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they have never been implemented,107 with the partial exception of a two-zone trading
system under Los Angeles’ RECLAIM program.108

Turning to the cost side, taxes and auctioned tradeable permits can raise revenue for
the government.109 Revenue recycling (that is, using tax or permit revenues to reduce
other, distortionary taxes) can significantly lower the costs of pollution control, rela-
tive to what the costs would be without such recycling (Jorgenson and Wilcoxen, 1994;
Goulder, 1995b). It has been suggested by some that all of the abatement costs associ-
ated with a pollution tax can be eliminated through revenue recycling (Repetto et al.,
1992), but environmental taxes can exacerbate distortions associated with remaining
taxes on investment or labor, and research indicates that these distortions are at least
as great as those from labor taxes (Bovenberg and de Mooji, 1994; Goulder, 1995a;
Parry, 1995; Bovenberg and Goulder, 1996; Goulder, Perry, and Burtraw, 1997; Goulder
et al., 1999).

Although distribution affects social welfare, an important strand of the theoretical
literature suggests that distribution should not matter in choosing policy instruments.
Hylland and Zeckhauser (1979) argue that given optimal taxation achieved by benefit-
offsetting tax adjustments, maximizing net benefits should be the sole criterion for
policy choice.110 Despite its limitations, the income tax system is, in theory, best suited
for redistributing income, with attempts at redistribution through other means causing
inefficiencies that are at least as great as those encountered with income taxes. More-
over, Kaplow and Shavell (2001) demonstrate that any policy assessment that accords
importance to non-utility criteria (including societal concerns for distribution) violates
the Pareto principle, suggesting that environmental issues should be addressed ideally
through a pair of policies: an efficient environmental policy instrument chosen solely
on the basis of maximizing net benefits, and an income tax adjustment to offset possible
undesirable distributional impacts.111

Political economy considerations may run counter to such theoretical arguments,
since it is difficult to combine every environmental policy rule with a change in the
income tax system. It may also be politically infeasible to adopt environmental policies
that do not themselves address distributional concerns. Indeed, Arrow et al. (1996b) ar-

107 Such systems can be difficult to implement. If there are many significant receptor sites, the implementa-
tion of tradeable permits will require separate markets for each type of permit. For a review of ambient permit
approaches, see Tietenberg (1995).
108 In the case of RECLAIM, empirical analysis indicated that a substantial share of the relevant heterogene-
ity in concentrations would be captured by employing just two zones (Johnson and Pekelney, 1996).
109 While an allocation of permits made through sale or auction will have similar distributional consequences
to a tax, a revenue-neutral emissions tax, in which revenues are refunded to regulated firms (but not in propor-
tion to their emissions levels), can resemble—in distributional terms—a comparable tradeable permit program
in which the permits are allocated without charge.
110 Shavell (1981) and Kaplow and Shavell (1994) extended this result to legal rulemaking.
111 See: Kaplow (1996, 2004). For a broader discussion of the underlying issues, see Kaplow and Shavell
(2002a).
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gue that the Kaldor–Hicks criterion should be considered as neither a necessary nor a
sufficient condition for public policy.112

A policy’s political feasibility is influenced strongly by its distributional implica-
tions. Auctioned permit systems or effluent charges can be more costly than comparable
command-and-control instruments from the perspective of regulated firms. Tradeable
permit systems, on the other hand, have the important attribute that in the absence of
decreasing marginal transactions costs (essentially volume discounts), the equilibrium
allocation and hence aggregate abatement costs of a tradeable permit system are inde-
pendent of initial allocations (Stavins, 1995). Hence, the allocation decision can be left
to politicians, with limited normative concerns about the potential effects of the chosen
allocation on overall cost-effectiveness. In other words, cost-effectiveness or efficiency
can be achieved, while distributional equity is simultaneously addressed with the same
policy instrument.113

3.1.4. Normative lessons

Although there has been considerable experience in the United States with market-based
instruments for environmental protection, this relatively new set of policy approaches
has not replaced nor come anywhere close to replacing conventional, command-and-
control policies. When and where these approaches have been used in their purest
form and with some success, they have not always performed as anticipated. We re-
view briefly the normative lessons that can be learned from research and experience.

3.1.4.1. Design and implementation The performance to date of market-based instru-
ments for environmental protection provides evidence that these approaches can achieve
major cost savings while accomplishing their environmental objectives. The perfor-
mance of these systems also offers lessons about the importance of flexibility, simplicity,
and the capabilities of the private sector.

In regard to flexibility, allowing flexible timing and intertemporal trading of
permits—that is, banking allowances for future use—played a very important role in
the SO2 allowance trading program’s performance (Ellerman et al., 1997), much as it
did in the U.S. lead rights trading program a decade earlier (Kerr and Maré, 1997).114

One of the most significant benefits of using market-based instruments may simply

112 See the discussion of the Kaldor–Hicks criterion in section 2.1.1.
113 This is one of the reasons why an international tradeable permit mechanism has been considered to
be particularly attractive for addressing global climate change. Allocation mechanisms can be developed
that address equity concerns of developing countries, and thus increase the political base for support, with-
out jeopardizing the overall cost-effectiveness of the system. See, for example, Frankel (1999). It should be
recognized, however, that in practice tradeable permits have typically not been allocated to achieve goals of
distributional equity per se, but to achieve political feasibility (Joskow and Schmalensee, 1998).
114 In theory, a fully cost-effective permit trading program must allow for both banking and borrowing
(Rubin, 1996; Kling and Rubin, 1997).
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be that technology standards are thereby avoided. Less flexible systems would not
have led to the technological change that may have been induced by market-based
instruments (Burtraw, 1996; Ellerman and Montero, 1998; Bohi and Burtraw, 1997;
Keohane, 2001), nor the induced process innovations that have resulted (Doucet and
Strauss, 1994).

In regard to simplicity, transparent formulae—whether for permit allocation or tax
computation—are difficult to contest or manipulate. Requiring prior government ap-
proval of individual trades may increase uncertainty and transaction costs, thereby
discouraging trading; these negative effects should be balanced against any antici-
pated benefits due to requiring prior government approval. Such requirements hampered
EPA’s Emissions Trading Program in the 1970s, while the lack of such requirements was
an important factor in the success of lead trading (Hahn and Hester, 1989). In the case
of SO2 trading, the absence of requirements for prior approval reduced uncertainty for
utilities and administrative costs for government, and contributed to low transactions
costs (Rico, 1995).

One potentially important cause of the mixed performance of implemented market-
based instruments is that many firms are simply not well equipped to make the decisions
necessary to fully utilize these instruments. The focus of environmental, health, and
safety departments in private firms has been primarily on problem avoidance and risk
management, rather than on the creation of opportunities made possible by market-
based instruments. Since market-based instruments have been used on a limited basis
only, and firms are not certain that these instruments will be a lasting component on the
regulatory landscape, it is not surprising that most companies have not reorganized their
internal structure to fully exploit the cost savings these instruments offer (Reinhardt,
2000). Rather, most firms continue to have organizations that are experienced in min-
imizing the costs of complying with command-and-control regulations, not in making
the strategic decisions allowed by market-based instruments.115

3.1.4.2. Identifying new applications Market-based policy instruments are considered
today for nearly every environmental problem that is raised, ranging from endangered
species preservation to global climate change.116 Where the cost of abating pollution
differs widely among sources, a market-based system is likely to have greater gains,
relative to conventional, command-and-control regulations (Newell and Stavins, 2003).
For example, it was clear early on that SO2 abatement cost heterogeneity was great,
because of differences in ages of plants and their proximity to sources of low-sulfur

115 There are, of course, exceptions. See: Hockenstein, Stavins, and Whitehead (1997). There is anecdo-
tal evidence which may suggest that the existence of tradeable permit programs is changing the way firms
evaluate environmental risk (Hartridge, 2003; Tietenberg, 2003).
116 See, for example, Goldstein (1991) on species protection, and Fisher et al. (1996); Hahn and Stavins
(1995); Schmalensee (1998); and Stavins (1997) on applications to global climate change. More broadly, see:
Ayres (2000).
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coal. But where abatement costs are more uniform across sources, the political costs of
enacting an allowance trading approach are less likely to be justifiable.

The choice of market-based instrument should depend on the characteristics of the
pollutant, the degree of uncertainty, expected changes in the economic environment,
ability to induce technological change, potential transactions costs, and other significant
interacting factors. Finally, considerations of political feasibility point to the wisdom
(more likely success) of proposing market-based instruments when they can be used
to facilitate a cost-effective, aggregate emissions reduction (as in the case of the SO2
allowance trading program in 1990), as opposed to a cost-effective reallocation of the
status quo burden.

3.2. Positive issues and analysis

A set of positive political economy questions are raised by the increasing use of market-
based instruments for environmental protection.117 First, why was there so little use of
market-based instruments in the United States, relative to command-and-control instru-
ments, over the 30-year period of major environmental regulation that began in 1970,
despite the apparent advantages these instruments offer? Second, when market-based
instruments have been adopted, why has there been such great reliance on tradeable
permits allocated without charge, despite the availability of a much broader set of
incentive-based instruments? Third, why has the political attention given to market-
based environmental policy instruments increased dramatically in recent years?

To examine these questions, we employ a “political market” metaphor (Keohane,
Revesz, and Stavins, 1998). The commodity being supplied is legislators’ support for a
given policy instrument, and the currency is resources that can be used for re-election—
contributions, endorsements, votes, and other forms of support. Demand for legislative
outcomes comes from interest groups, including environmental advocacy organizations,
private firms, industry associations, organized labor, and consumers. Ultimately, the
choice of environmental policy instrument is determined by the equilibrium between
demand by interest groups and supply by legislators and regulators.

3.2.1. Historical dominance of command-and-control

On the regulatory demand side, affected firms and their trade associations prefer
instruments that have lower aggregate costs for their industry, or that increase ag-
gregate profits by creating rents or barriers to entry. An individual firm may actu-
ally prefer regulation to the status quo if that regulation gives the firm a competi-
tive advantage over rivals.118 Command-and-control standards have the potential to

117 This section of the chapter draws upon: Keohane, Revesz, and Stavins (1998); Hahn and Stavins (1991);
and Stavins (1998).
118 There are other possible explanations for firms’ preferences, including the possibility that existing agents
tend to support the status quo for fear that their expertise will be devalued under new regimes. There is also
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generate rents for existing firms in an industry, increasing aggregate profits. Regula-
tions that establish long-term barriers to entry can sustain these profits indefinitely
and will be strongly preferred by industry groups (Buchanan and Tullock, 1975;
Maloney and McCormick, 1982). Command-and-control standards are inevitably set
up with extensive input from industry, and frequently contain more stringent require-
ments for new sources and other effective barriers to entry (Stigler, 1971; Rasmusen
and Zupan, 1991). Firms also tend to favor command-and-control regulation or grand-
fathered permits over pollution taxes or auctioned permits because they shift less
of the distributional burden onto private industry (Arnold, 1995; Crandall, 1983;
Hahn and Noll, 1990). Auctioned permits and pollution taxes require firms to pay not
only abatement costs, but also regulatory costs in the form of permit purchases or tax
payments.

Environmental advocacy groups are also on the demand side of the market for leg-
islative support. Such groups seek to maximize their utility, which depends on both
their organizational well-being and the level of environmental quality. For a long time,
nearly all environmental advocacy groups were actively hostile towards market-based
instruments. One reason was philosophical: environmentalists frequently perceived pol-
lution taxes and tradeable permits as “licenses to pollute.” Although such ethical objec-
tions to the use of market-based environmental strategies have greatly diminished, they
have not disappeared completely (Sandel, 1997).119 A second concern was that dam-
ages from pollution were difficult or impossible to quantify and monetize, and thus
could not be summed up in a marginal damage function or captured by a Pigovian tax
rate (Kelman, 1981a). Third, environmental organizations have opposed market-based
schemes for strategic reasons, particularly the fear that permit levels and tax rates—once
implemented—would be more difficult to tighten over time than command-and-control
standards. For example, if permits are given the status of “property rights,” then any
subsequent attempt by government to reduce pollution levels further could meet with
demands for compensation.120 Finally, environmental organizations have objected to
decentralized instruments on the technical grounds that even if emission taxes or trade-
able permits reduce overall levels of emissions, they can—in theory—lead to localized
“hot spots” with relatively high levels of ambient pollution.

The final influential group demanding support from legislators is organized labor.
Labor groups can be expected to seek protection for jobs, and they may oppose in-
struments that are likely to lead to plant closings or major industrial dislocations. For

the possibility that market-based instruments were opposed simply because they were not well understood
(Kelman, 1981b).
119 Sandel (1997) argues that emissions trading will foster “immoral” behavior by giving firms a “license
to pollute,” despite the fact that pollution taxes and tradeable permits create incentives for firms to decrease
pollution. See Shavell et al. (1997) for replies to Sandel’s arguments. For a broader examination of the ethical
limitations of markets in other arenas, see Sandel (1998).
120 This concern was alleviated in the SO2 provisions of the Clean Air Act Amendments of 1990 by an
explicit statutory provision that permits do not represent property rights.
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example, labor might oppose a tradeable permit scheme in which firms would tend to
close factories in heavily polluted areas, sell permits, and relocate to less polluted areas
where permits are cheaper (Hahn and Noll, 1990). In the case of restrictions on clean
air, organized labor has taken the side of the United Mine Workers, whose members are
heavily concentrated in eastern mines that produce higher-sulfur coal, and had therefore
opposed pollution-control measures that would increase incentives for using low-sulfur
coal from the largely non-unionized (and less labor-intensive) mines in Wyoming’s and
Montana’s Powder River Basin. In the 1977 debates over amendments to the Clean Air
Act, organized labor fought to include a command-and-control standard that effectively
required scrubbing, thereby seeking to discourage switching to cleaner western coal
(Ackerman and Hassler, 1981). Likewise, the United Mine Workers opposed the SO2
allowance trading system in 1990, because of a fear that it would encourage a shift to
western low-sulfur coal from non-unionized mines.

Turning to the supply side of environmental regulation, legislators may be thought
of as providing support as a function of the opportunity cost of supporting a given
instrument, the psychological cost associated with their ideological preferences, and the
losses or gains of constituency support as a result of an action (Keohane, Revesz, and
Stavins, 1998). Legislators have had a number of reasons to find command-and-control
standards attractive. First, many legislators and their staffs are trained in law, which may
predispose them to favor conventional regulatory approaches and lead to a status quo
bias in favor of command-and-control approaches (Kneese and Schulze, 1975). Second,
standards tend to help hide the costs of pollution control (McCubbins and Sullivan,
1984; Hahn, 1987), while market-based instruments generally impose those costs more
directly. Third, standards offer greater opportunities for symbolic politics, because strict
standards—strong statements of support for environmental protection—can readily be
combined with less visible exemptions or with lax enforcement measures.

Fourth, if politicians are risk averse, they will prefer instruments that involve more
certain effects.121 The flexibility inherent in market-based instruments creates uncer-
tainty about distributional impacts. Typically, legislators in a representative democracy
are more concerned with the geographic distribution of costs and benefits than with
comparisons of total benefits and costs. Hence, aggregate cost-effectiveness—the ma-
jor advantage of market-based instruments—is less likely to play a significant role in
the legislative calculus than whether a politician is getting a good deal for his or her
constituents (Shepsle and Weingast, 1984).

Finally, legislators are wary of enacting programs that are likely to be undermined by
bureaucrats in their implementation. And bureaucrats are less likely to undermine leg-
islative decisions if their own preferences over policy instruments are accommodated.
Bureaucratic preferences—at least in the past—were not supportive of market-based

121 Legislators are likely to behave as if they are risk averse, even if they are personally risk neutral, if their
constituents punish unpredictable policy choices or their reelection probability is nearly unity (McCubbins,
Noll, and Weingast, 1989).
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instruments. Government bureaucrats—like their counterparts in environmental advo-
cacy groups and trade associations—opposed market-based instruments to prevent their
expertise from becoming obsolete, that is, to preserve their human capital (Hahn and
Stavins, 1991).122

3.2.2. Prevalence of tradeable permits allocated without charge

Economic theory suggests that the choice among tradeable permits, pollution taxes, and
other market-based instruments should be based upon case-specific factors, but major
applications in the United States have nearly always taken the form of tradeable permits
allocated without charge, rather than through auctions,123 despite the apparent economic
superiority of the latter mechanism in terms of economic efficiency. Many participants
in the policy process have reasons to favor tradeable permits allocated without charge
over other market-based instruments.

On the regulatory demand side, existing firms favor tradeable permits allocated
without charge because such permits convey rents to firms. Moreover, like stringent
command-and-control standards for new sources, but unlike auctioned permits or taxes,
permits allocated without charge give rise to entry barriers, since new entrants must
purchase permits from existing holders. Thus, the rents conveyed to the private sector
by tradeable permits allocated without charge are, in effect, sustainable.

Environmental advocacy groups have generally supported command-and-control ap-
proaches, but given the choice between tradeable permits and emission taxes, these
groups strongly prefer the former. Environmental advocates have a strong incentive to
avoid policy instruments that make the costs of environmental protection highly visi-
ble to consumers and voters; and taxes make those costs more explicit than permits.
Also, environmental advocates prefer permit schemes because they specify the quantity
of pollution reduction that will be achieved, in contrast with the indirect effect of pol-
lution taxes. Overall, some environmental groups have come to endorse the tradeable
permits approach because it promises the cost savings of pollution taxes, but without
the drawbacks that environmentalists associate with tax instruments.

Tradeable permits allocated without charge are easier for legislators to supply than
taxes or auctioned permits, again because the costs imposed on industry are less visi-
ble and less burdensome, since no money is exchanged at the time of the initial permit
allocation. Also, permits allocated without charge offer a much greater degree of po-
litical control over the distributional effects of regulation, facilitating the formation of
majority coalitions. Joskow and Schmalensee (1998) examined the political process of

122 Subsequently, this same incentive led EPA staff involved in the acid rain program to become strong
proponents of trading for a variety of other pollution problems.
123 The EPA does have an annual (revenue-neutral) auction of SO2 allowances, but this represents less than
2 percent of the total allocation (Bailey, 1996). While the EPA auctions may have helped in establishing the
market for SO2 allowances, they are a trivial part of the overall program (Joskow, Schmalensee, and Bailey,
1998).
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allocating SO2 allowances in the 1990 amendments, and found that allocating permits
on the basis of prior emissions can produce fairly clear winners and losers among firms
and states. An auction allows no such political maneuvering.

3.2.3. Increased attention to market-based instruments

Interest in and use of incentive-based instruments has increased at both the Federal and
state levels in recent years (Hahn, 2000). Given the historical lack of receptiveness by
the political process to market-based approaches to environmental protection, why has
there been this rise in the use of these approaches? It would be gratifying to believe
that increased understanding of market-based instruments had played a large part in
fostering their increased political acceptance, but how important has this really been?

In 1981, Kelman surveyed Congressional staff members, and found that support and
opposition to market-based environmental policy instruments was based largely on
ideological grounds: Republicans, who supported the concept of economic-incentive
approaches, offered as a reason the assertion that “the free market works,” or “less
government intervention” is desirable, without any real awareness or understanding of
the economic arguments for market-based programs. Likewise, Democratic opposition
was largely based upon ideological factors, with little or no apparent understanding
of the real advantages or disadvantages of the various instruments (Kelman, 1981b).
What would happen if we were to replicate Kelman’s survey today? Our refutable hy-
pothesis is that we would find increased support from Republicans, greatly increased
support from Democrats, but insufficient improvements in understanding to explain
these changes.124 So what else has mattered?

First, one factor has surely been increased pollution control costs, which have led
to greater interest from all parties in cost-effective instruments. By the late 1980’s,
even political liberals and environmentalists were beginning to question whether con-
ventional regulations could produce further gains in environmental quality. During the
previous twenty years, pollution abatement costs had continually increased, as stricter
standards moved the private sector up the marginal abatement-cost function. By 1990,
U.S. pollution control costs had reached $125 billion annually, nearly a 300% in-
crease in real terms from 1972 levels (U.S. Environmental Protection Agency, 1990;
Jaffe et al., 1995). Market-based instruments represent an effective way to reduce ag-
gregate abatement costs.

Second, a factor that became important in the late 1980’s was strong and vocal sup-
port from some segments of the environmental community. By supporting tradeable
permits for acid rain control, the Environmental Defense Fund (EDF) seized a mar-
ket niche in the environmental movement, and successfully distinguished itself from

124 But there has been some increased understanding of market-based approaches among policy makers. This
has partly been due to increased understanding by their staffs, a function—to some degree—of the economics
training that is now common in law schools, and of the proliferation of schools of public policy (Hahn and
Stavins, 1991).
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other groups.125 Related to this, a third factor was that the SO2 allowance trading
program, the leaded gasoline phasedown, and the CFC phaseout were all designed
to reduce emissions, not simply to reallocate them cost-effectively among sources.
Market-based instruments are most likely to be politically acceptable when proposed to
achieve environmental improvements that would not otherwise be feasible (politically
or economically).

Fourth, deliberations regarding the SO2 allowance system, the lead system, and CFC
trading differed from previous attempts by economists to influence environmental policy
in an important way: the separation of ends from means, i.e. the separation of consid-
eration of goals and targets from the policy instruments used to achieve those targets.
By accepting the politically identified (and potentially inefficient) goal, the ten-million
ton reduction of SO2 emissions, for example, economists were able to focus success-
fully on the importance of adopting a cost-effective means of achieving that goal. Fifth,
acid rain was an unregulated problem until the SO2 allowance trading program of 1990;
and the same can be said for leaded gasoline and CFC’s. Hence, there were no exist-
ing constituencies—in the private sector, the environmental advocacy community, or
government—for the status quo approach, because there was no status quo approach.

Sixth, by the late 1980’s, there had already been a perceptible shift of the political
center toward a more favorable view of using markets to solve social problems. The
George H. W. Bush Administration, which proposed the SO2 allowance trading pro-
gram and then championed it through an initially resistant Democratic Congress, was
(at least in its first two years) “moderate Republican;” and phrases such as “fiscally
responsible environmental protection” and “harnessing market forces to protect the en-
vironment” do have the sound of quintessential moderate Republican issues.126 But,
beyond this, support for market-oriented solutions to various social problems had been
increasing across the political spectrum for the previous fifteen years, as was evidenced
by deliberations on deregulation of the airline, telecommunications, trucking, railroad,
and banking industries. Indeed, by the mid-1990s, the concept (or at least the phrase),
“market-based environmental policy,” had evolved from being politically problematic
to politically attractive.

125 When the memberships (and financial resources) of other environmental advocacy groups subsequently
declined with the election of the environmentally-friendly Clinton-Gore Administration, EDF continued to
prosper and grow (Lowry, 1993). EDF has since renamed itself “Environmental Defense.”
126 The Reagan Administration enthusiastically embraced a market-oriented ideology, but demonstrated little
interest in employing actual market-based policies in the environmental area. From the Bush Administration
through the Clinton Administration, interest and activity regarding market-based instruments—particularly
tradeable permit systems—continued to increase, although the pace of activity in terms of newly implemented
programs declined during the Clinton years, when a considerable part of the related focus was on global
climate policy (Hahn, Olmstead, and Stavins, 2003).
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4. Allocation of responsibility across levels of government

Throughout most of U.S. history, state and local governments have had primary re-
sponsibility for health-and-safety regulation, including environmental protection,127 but
since 1970, the Federal government has played an increasingly important role in envi-
ronmental regulation (Revesz, 2001a). What regulatory advantages or disadvantages
does the Federal government have, compared with state governments? What does this
suggest about how regulatory responsibility should be allocated?

4.1. Positive review of responsibility of levels of government

Before 1970, Congress largely left environmental regulation to the states. As the mod-
ern environmental movement gained political force, however, the Federal government
began assembling its regulatory framework. Congress’s first major effort came in 1969
with the passage of the National Environmental Policy Act,128 which laid out broad en-
vironmental goals and required Federal agencies to assess the environmental impacts of
their programmatic actions.

A set of laws passed over the subsequent two decades marked the federal govern-
ment’s new-found commitment to environmental regulation. Three statutes formed the
backbone of the federal scheme: the Clean Air Act of 1970,129 the Clean Water Act of
1972,130 and the Resource Conservation and Recovery Act of 1976,131 all of which have
been amended numerous times since their adoption. These laws, characterized by their
command-and-control approaches to regulation, granted wide discretion to the newly-
created Environmental Protection Agency to set tolerance levels for various pollutants.
In addition, Congress protected endangered species,132set limits on contaminants al-
lowed in drinking water,133and created a system of strict joint-and-several liability for
parties responsible for abandoned hazardous waste sites.134

Federal environmental laws typically (but with important exceptions) establish min-
imum environmental standards while leaving states free to adopt more stringent stan-
dards. Many states have done exactly that. Some have adopted tighter thresholds for
automobile emissions; others have created their own “Superfund” programs; and others
have implemented their own state-based environmental protection acts (Revesz, 2001a).
States also remain free to regulate in areas the federal government has opted not to, such
as wetlands preservation or groundwater quality.

127 See Hillsborough County v. Automated Medical Lab., Inc., 471 U.S. 707, 715–16 (1985).
128 42 U.S.C. §§4321–4370a.
129 42 U.S.C. §§7401–7642.
130 33 U.S.C. §§1251–1376. The Act was originally titled the Federal Water Pollution Control Act.
131 42 U.S.C. §§6901–6987.
132 Endangered Species Act, 16 U.S.C. 1531–1544.
133 Safe Drinking Water Act, 42 U.S.C. 300f et seq.
134 Comprehensive Environmental Response, Compensation, and Liability Act of 1980, 42 U.S.C. §9601 et
seq.
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4.2. Normative review of allocation of regulatory responsibility

A rebuttable presumption in favor of decentralized authority over environmental regu-
lation may be posited for three reasons. First, in a large and diverse country, different
regions will likely have different environmental preferences. Second, the benefits of en-
vironmental protection vary throughout the country. For example, a stringent air quality
standard may benefit many people in densely populated areas but only a few elsewhere.
Third, the costs of meeting a given standard differ across geographic regions.

Federal intervention in environmental regulation has traditionally been justified by
reference to one or more of three perceived pathologies that hamper effective state regu-
lation: the race to the bottom induced by competition for mobile resources; the existence
of significant interstate externalities; and the public-choice rationale that environmental
groups can more effectively lobby at the Federal level than at the state level. Analysis
has cast doubt on the viability of these justifications.135

4.2.1. Competition among political jurisdictions: the race to the bottom

The conventional race-to-the-bottom rationale for federal regulation posits that states,
in an effort to induce geographically mobile firms to locate within their jurisdictions,
will offer them sub-optimally lax environmental standards in order to benefit from addi-
tional jobs and tax revenues. In the absence of Federal regulation, states would therefore
systematically under-regulate.

4.2.1.1. Normative assessment of the race-to-the-bottom claim The theoretical foun-
dation for the view that interstate competition for industry would inevitably lead to
sub-optimally lax environmental standards is weak. Indeed, economic analysis of the
effects of interstate competition on the choice of environmental standards indicates that
rather than a race to the bottom, inter-jurisdictional competition may be expected to
lead to the maximization of social welfare, at least under conditions of perfect compe-
tition (Oates and Schwab, 1988). In their model, Oates and Schwab posit jurisdictions
that compete for mobile capital through the choice of taxes and environmental stan-
dards. A higher capital stock benefits residents in the form of higher wages, but hurts
them through foregone tax revenues and lower environmental quality. Each jurisdiction
makes two policy decisions: it sets a tax rate on capital and an environmental standard.
Oates and Schwab show that competitive jurisdictions will set a net tax rate on capital
of zero (the rate that exactly covers the cost of public services provided to the capital,
such as police and fire protection). In turn, competitive jurisdictions will set an environ-
mental standard that is defined by equating the willingness to pay for an additional unit
of environmental quality with the corresponding change in wages. Oates and Schwab
show that these choices of tax rates and environmental standards are efficient.

135 This section draws upon Revesz (2001b). Also see Krier (1995).
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When the assumption of perfect competition is relaxed, strategic interactions among
the states can lead to under-regulation absent federal intervention. But it is likewise
plausible that in other instances the reverse would be true: that the strategic interactions
among the states would lead to over-regulation absent federal intervention. Accordingly,
there is no compelling race-to-the-bottom justification for across-the-board federal min-
imum standards, the cornerstone of Federal environmental law.

The most extensive analyses of the effects of imperfect competition among states
show that either over-regulation or under-regulation can result (Markusen, Morey, and
Olewiler, 1993, 1995), depending on the levels of firm-specific costs, plant-specific
costs, and transportation costs. Similarly, if a firm has market power enabling it to affect
prices, it will be able to extract a sub-optimally lax standard; but if a state has mar-
ket power, the reverse would be true (Revesz, 1992, 1997b). In summary, just as there
are situations in which interstate competition produces environmental under-regulation
(Esty and Geradin, 2001), there are other plausible scenarios under which the result is
over-regulation.

Moreover, even if states systematically enacted sub-optimally lax environmental stan-
dards, Federal environmental regulation would not necessarily improve the situation. If
states cannot compete over environmental regulation because it has been federalized,
they will compete along other regulatory dimensions, leading to sub-optimally lax stan-
dards in other areas, or along the fiscal dimension, leading to the under-provision of
other public goods. Thus, the reduction in social welfare implicit in race-to-the-bottom
arguments would not be eliminated by federalizing environmental regulation. Rather,
the federalization of all regulatory and fiscal decisions would be necessary to solve the
problem.136

Several authors have attempted to rehabilitate some version of the race-to-the-bottom
justification for Federal regulation. Their arguments, however, rely on conflations of
alternative justifications for environmental regulation, such as the presence of inter-
jurisdictional externalities or public choice failures (Esty, 1996; Esty and Geradin,
2001), unsupported public-choice rationales that are analytically distinct from the race-
to-the-bottom justification (Swire, 1996), weak empirical support (Engel, 1997), or
circular notions that Federal environmental regulation serves to reinforce “national eval-
uative norms” (Sarnoff, 1997). The critics therefore fail to address two core difficulties
confronting supporters of Federal environmental regulation (Revesz, 1997b). First, none
are able to explain why Federal environmental floors are an appropriate response to
races that can lead either to over-regulation or under-regulation. Regulatory ceilings
would be, after all, the appropriate Federal response to widespread over-regulation. Sec-
ond, their arguments for federalizing environmental decision-making prove too much,
and tend equally to support the claim that all state fiscal and regulatory decisions should
be addressed at the Federal level.

136 Similarly, there is a concern that absent federal regulation, firms could capture rents created by locational
advantages that otherwise would accrue to the states. But if environmental regulation is federalized, the rents
could be captured with respect to another component of costs. Only complete centralization would address
the problem (Engel and Rose-Ackerman, 2001).
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4.2.1.2. Positive assessment of the race-to-the-bottom claim The validity of race-to-
the-bottom arguments for federal regulation cannot be resolved on theoretical grounds
alone. Empirical analysis is required, and available evidence indicates that the strin-
gency of environmental regulation does not have a statistically significant effect on
plant location decisions (Bartik, 1988b, 1989; Friedman, Gerlowski, and Silberman,
1992; Levinson, 1996; McConnell and Schwab, 1991).

More generally, the empirical economic literature on the effects of environmental reg-
ulation provides little evidence to support the hypothesis that environmental regulation
has a significant adverse effect on economic growth or on other measures of competi-
tiveness (Jaffe et al., 1995). Recent studies have reinforced this conclusion, finding that
environmental regulation does not reduce labor demand (Berman and Bui, 2001a), and
does not impair productivity (Berman and Bui, 2001b). Such findings are not surpris-
ing, given that for all but the most heavily polluting industries, the costs of complying
with environmental regulation are a small share of the total costs of production—an
average of about 2 percent (Jaffe et al., 1995). It follows that the difference in produc-
tion costs among jurisdictions with relatively more stringent and relatively less stringent
environmental standards is even less. Other regulatory factors—including the level of
state taxes, the provision of public services, and the degree of unionization of a state’s
labor force—have been shown empirically to exert significant influences on location
decisions, just as environmental regulations have not (Bartik, 1988b, 1989; Levinson,
1996). Moreover, there is evidence that large national or multinational firms build their
plants to meet the standards of the most stringent jurisdiction in which they have pro-
duction facilities. Thus, they do not benefit from lower costs of environmental regulation
when they operate in jurisdictions with laxer standards (Jaffe et al., 1995).

Of course, even if empirical evidence indicated that firms move from or do not locate
in jurisdictions with more stringent environmental standards, this would not necessar-
ily indicate that such a “race-to-the-bottom” was welfare-decreasing. A study of firm
mobility measures only what states lose as a result of more stringent environmental
standards; it does not assess the corresponding gains that may result from better envi-
ronmental quality. A state that makes its environmental standards more stringent and
thereby loses some economic activity may well increase its social welfare, if the envi-
ronmental gains are greater than the losses.

4.2.2. Transboundary environmental problems

In contrast to the race-to-the-bottom argument, the presence of interstate externalities
provides a potentially sound theoretical argument for Federal regulation. A state that
sends pollution to another state can obtain the benefits of the economic activity that
generates the pollution, but not suffer the full costs of that activity (Revesz, 1996).
Transaction costs—particularly in the case of air pollution—are likely to be sufficiently
high to prevent the formation of interstate compacts.137

137 It is difficult for such compacts to emerge in the absence of a clearly defined baseline regarding when
upwind states have the right to send pollution downwind, and in the absence of generally accepted models
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The fact that interstate externalities provide a sensible justification for federal inter-
vention does not mean that existing federal environmental regulations can be justified
on these grounds. For some environmental problems, such as the control of drinking
water quality, there are virtually no interstate externalities; the effects are almost ex-
clusively local. Even with respect to problems for which interstate externalities exist,
the rationale calls only for a response well targeted to the problem, such as a limit on
the quantity of pollution that can cross state lines, rather than across-the-board Federal
regulation.

In fact, the environmental statutes have been an ineffective response to the problem
of interstate externalities. The core of the Clean Air Act, which addresses the type of
pollution for which externalities are believed to be most prevalent, consists of a series of
Federally prescribed ambient standards and emissions standards.138 The federal emis-
sion standards do not effectively combat the problem of interstate externalities, because
they do not regulate the number of sources within a state or the location of those sources.
Similarly, the federal ambient air quality standards are not well targeted to address the
problem of interstate externalities, since they require states to restrict pollution that may
have only in-state consequences, and states can meet the ambient standards but still ex-
port pollution to downwind states (through tall stacks or locations near the interstate
border). In fact, a state might meet its ambient standards precisely because it exports
a large proportion of its pollution.139 Sections 110(a)(2)(D) and 126(b),140 enacted in
1977, are the only provisions of the Clean Air Act specifically designed to combat in-
terstate externalities. They create a mechanism by which downwind states can seek to
enjoin excessive upwind pollution. During the first two decades of the program, how-
ever, no downwind state prevailed on such a claim.

4.2.3. Public choice and systematic bias

Advocates for Federal regulation on public choice grounds typically assert that state
political processes undervalue the benefits of environmental regulation, or overvalue the
corresponding costs. Even if this is true, of course, it does not follow that federalizing
environmental law will necessarily provide a solution. Federal regulation is justifiable
only if the outcome at the Federal level is socially more desirable, either because there

for translating a source’s emissions into ambient air quality degradation. Moreover, for different pollution
sources, the range of affected states will vary, rendering less likely the emergence of conditions favoring
cooperation.
138 42 U.S.C. §§7409, 7411 (1994).
139 The Federal environmental statutes have exacerbated, rather than ameliorated, the problem of interstate
externalities. In the context of the Clear Air Act, the Federal ambient standards give states an incentive to
encourage sources within their jurisdiction to use taller stacks (or to locate close to downwind borders). Not
surprisingly, the use of tall stacks expanded considerably after the passage of the Clean Air Act in 1970, when
only two stacks in the United States were higher than 500 feet. By 1985, more than 180 stacks were higher
than 500 feet, and 23 were higher than 1,000 feet (Revesz, 1996).
140 42 U.S.C. §§7410(D), 7426 (1994).
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is less under-regulation or because any over-regulation leads to smaller social welfare
losses. There are several reasons for being skeptical about the soundness of such a claim.

4.2.3.1. Normative foundation for public choice claims The public choice mechanism
that makes it possible for Federal regulation to correct for under-regulation at the state
level is far from self-evident. For example, Esty (1996) states that “[a]t the centralized
level, environmental groups find it easier to reach critical mass and thereby to compete
on more equal footing with industrial interests.” He adds that the difficulty of mobiliz-
ing the public in many separate jurisdictions is well established. In fact, the logic of
collective action may suggest the opposite: given the costs of organizing necessarily
larger groups at the Federal level, those groups will likely prove less effective there than
at the state level. Aggregating environmental interests on a national level increases the
heterogeneity of environmental policy priorities, thereby complicating organizational
challenges. The situation is likely to be different for regulated industry groups, which
frequently consist of firms with nationwide operations. For such firms, operating at the
Federal level poses no additional free-rider problems or loss of homogeneity.

The relevant question is whether the additional problems faced by environmental
groups at the Federal level are outweighed by benefits arising from the fact that the clash
of interest groups takes place before a single legislature, a single administrative agency,
and, in part, as a result of the exclusive venue of the U.S. Court of Appeals for the D.C.
Circuit over important environmental statutes, in a single court (Revesz, 1997a). It might
be the case that economies of scale of operating at the Federal level would more than
outweigh the increased free-rider problems. Such economies of scale might well hold
for certain costs associated with effective participation in the regulatory process, such
as for hiring a competent scientist. But the structure of other political costs is likely
to be quite different. For example, with respect to access to the legislative process,
a standard public choice account is that the highest bidder prevails (Peltzman, 1976;
Stigler, 1971). Thus, the benefit that a party receives from its expenditures is a function
of the expenditures of the other party. Unless costs of this type are small, economies of
scale of operating at the federal level are unlikely to outweigh the additional free-rider
problems.

Given the standard public choice argument for federal environmental regulation, it
is not clear why the problems observed at the state level would not be replicated at
the Federal level (Revesz, 1997c). The logic of collective action would suggest that the
large number of citizen-breathers, each with a relatively small stake in the outcome of a
particular standard-setting proceeding, will be overwhelmed in the political process by
concentrated industrial interests with a large stake in the outcome. This problem could
occur at the Federal level as well as at the state level.

4.2.3.2. Positive support for public choice pathologies Public choice arguments for
federal regulation rest on two empirical claims concerning the nature of state regulatory
actions: (1) that states ignored environmental problems before 1970, when the major
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environmental statutes began to be enacted; and (2) that states continue to be less con-
cerned about environmental problems than is the Federal government.

First, the view that the states ignored environmental problems before 1970 is simply
not correct. Several studies show that during the 1960s, without Federal prodding, states
were making considerable strides with respect to the control of air pollution. In partic-
ular, the concentrations of important air pollutants were falling at significant rates, and
the number of states, counties, and municipalities with regulatory programs to control
air pollution was increasing rapidly (Crandall, 1983; Goklany, 1998a, 1998b; Portney,
1990; Stern, 1982). For example, sulfur dioxide concentrations fell by about 11 percent
annually between 1964 and 1971, but only by about 5 percent per year in the decade
after the Federal government began regulating. Similarly, concentrations of total sus-
pended particulates dropped sharply during the 1960s, but the pace of reduction slowed
significantly in the 1970s (Crandall, 1983). The genesis of Federal environmental reg-
ulation is consistent with this evidence. The Clean Air Act of 1970 was a response to
industry pressure for Federal regulation as a means of discouraging states from set-
ting more stringent (and hence non-uniform) standards (Elliott, Ackerman, and Millian,
1985).

The second view—that states are less concerned about environmental problems than
the Federal government—can be countered with reference to many states’ innovative en-
vironmental laws which impose (sometimes significant) constraints on in-state firms. In
the areas of automobile emission standards, hazardous waste regulation, non-hazardous
solid waste regulation, and wetlands protection, states have taken an active role in (ef-
fectively) regulating to improve environmental quality, and this involvement increased
in the 1990s in the face of the Federal government’s less aggressive action on environ-
mental matters.

Clearly not every state is equally active in the environmental regulatory arena. The
citizens of some states may have preferences for laxer environmental regulation than the
Federal regulatory level and may therefore not have any reason to adopt voluntarily ad-
ditional environmental constraints. Indeed, an analysis of Federal representatives’ vot-
ing records on issues of environmental concern indicates a strong correlation between
support for “pro-environment” bills in Congress and heightened in-state environmental
regulatory programs. The existence of significant state regulation calls into question the
simplistic public choice claim that environmental groups are less able to lobby effec-
tively at the state level than at the federal level (Revesz, 2001a).

5. Conclusions

The growing use of economic analysis to inform environmental decision making marks
increasing acceptance of the usefulness of these tools to help focus and improve reg-
ulation. Debates about the normative standing of the Kaldor–Hicks criterion and the
challenges inherent in making benefit–cost analysis operational will likely continue.
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Nevertheless, economic analysis has assumed a significant position in the regulatory
state.

At the same time, despite the arguments made for decades by economists and oth-
ers, there seems to be no more than limited political support in the United States for
much broader use of benefit–cost analysis to assess proposed or existing environmental
regulations. In truth, these analytical methods remain on the periphery of policy formu-
lation. In fact, as long as leaders on both sides of the debates in the policy community
continue to react on ideological bases to proposals for such “regulatory reform,” the sta-
tus quo is unlikely to change. Perhaps the significant changes that have taken place over
the past twenty years with regard to the means of environmental policy—that is, accep-
tance of market-based environmental instruments—can provide a model for progress
with regards to analysis of the ends—the targets and goals—of public policies in this
domain.

Certainly the change has been dramatic. Market-based instruments have moved cen-
ter stage, and policy debates today look very different from those twenty years ago,
when these ideas were routinely characterized as “licenses to pollute” or dismissed
as completely impractical. Market-based instruments are now considered seriously for
each and every environmental problem that is tackled, ranging from endangered species
preservation to regional smog to global climate change. It is reasonable to anticipate
that market-based instruments will enjoy increasing acceptance in the years ahead.

Of course, no particular form of government intervention, no individual policy
instrument—whether market-based or conventional—and no specific level of govern-
ment is appropriate for all environmental problems. Which instrument or level of gov-
ernment is best in any given situation depends upon a variety of characteristics of the
environmental problem, and the social, political, and economic context in which it is
being regulated. There is no policy panacea. But economic instruments are now part of
the available policy portfolio, and ultimately that is good news both for environmental
protection and economic well-being.
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Abstract

This paper provides a systematic review of the economic analysis of health, safety, and
environmental regulations. Although the market failures that give rise to a rationale for
intervention are well known, not all market failures imply that market risk levels are too
great. Hazard warnings policies often can address informational failures. Some mar-
ket failures may be exacerbated by government policies, particularly those embodying
conservative risk assessment practices. Labor market estimates of the value of statisti-
cal life provide a useful reference point for the efficient risk tradeoffs for government
regulation. Guided by restrictive legislative mandates, regulatory policies often strike a
quite different balance with an inordinately high cost per life saved. The risk-risk analy-
sis methodology enables analysts to assess the net safety implications of policy efforts.
Inadequate regulatory enforcement and behavioral responses to regulation may limit
their effectiveness, while rising societal wealth will continue to generate greater levels
of health and safety.

Keywords

risk, regulation, value of statistical life, health and safety, environment, risk–risk
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1. The rise of risk regulation

Beginning in the 1970s, there was a major wave of health, safety, and environmental
regulation. In the United States, the government established new regulatory agencies
with broad regulatory responsibilities for risk and environmental policy. Some of these
agencies addressed risks to people, such as mortality and morbidity risks, while oth-
ers focused on dangers to natural resources, such as endangered species, which affect
people indirectly. Among these new federal agencies were the Environmental Protec-
tion Agency (EPA), the Occupational Safety and Health Administration (OSHA), the
National Highway Traffic Safety Administration (NHTSA), the Nuclear Regulatory
Commission (NRC), and the Consumer Product Safety Commission (CPSC). In some
cases, these agencies inherited functions that already existed but had been scattered
among other regulatory agencies, such as the U.S. Department of Interior. In other in-
stances, these agencies had entirely new legislative mandates that greatly expanded the
scope and character of regulation.

The creation of these agencies did not take place because there was a sudden increase
in societal risk levels. Indeed, individual mortality risks levels of almost all kinds had
been declining throughout the twentieth century and had been continuing to decline.
For example, there were declines in accident rates at home and occupational fatalities
throughout the past century, long before there was any government regulation in place.1

One exception to this mortality risk trend was the automobile fatality rate, which had
increased overall due to the greater usage of motor vehicles. The motor vehicle death
rate per 100,000 population peaked in 1937 and has exhibited an uneven but downward
trend thereafter. However, the fatality rate per mile driven had continued to decline quite
steadily so that in 2003 it was 1.56 per 100,000 vehicle miles, as compared to 4.88 per
100,000 vehicle miles in 1970 and 14.68 per 100,000 vehicle miles in 1937. Auto safety
became the first target of the emerging consumer movement that had been fostered in
part by the auto safety efforts of Ralph Nader (1965). Environmental risks displayed a
somewhat different temporal trajectory, as many concentrations of air and water pol-
lutants increased until the early 1970s and declined thereafter once the environmental
regulations were instituted, as documented by Freeman (2002). These regulations in
turn have led to steady improvements in environmental quality with only a few excep-
tions, such as carbon dioxide, which has continued to rise. Support for both consumer
protection and risk regulation generally also can be traced to rising societal wealth lev-
els that increased individual valuations of risk reduction, thus increasing the demand for
regulatory intervention.

The role of the courts with respect to risk has also increased since the 1970s. A
noteworthy period was the mid-1980s when liability insurance premiums for general
liability and medical malpractice approximately tripled in a two-year period, prompting
claims that there was a “liability crisis.” The counterargument to the crisis view was that

1 The statistics cited in this paragraph are drawn from the National Safety Council (2004).
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the upsurge in premium rates reflected the normal ebb and flow in the insurance industry
known as the underwriting cycle. Periodic declines in interest rates led to an associated
increase in premium rates because the return insurers received on the invested premium
amounts had declined. Although the increases in liability costs abated, the costs imposed
by tort liability remained at or above the mid-1980s levels, in part because the scope of
liability rules had expanded.

The expanded role of liability in some cases encouraged additional regulatory activ-
ity. A notable example is that of asbestos. Traditionally there had been comparatively
lax regulation of asbestos, in that the risks were substantial and could be reduced at
modest cost. The wave of asbestos-related lawsuits spurred the imposition of stringent
occupational and environmental standards. After a period of inadequate regulation of
asbestos, both EPA and OSHA imposed a succession of asbestos regulation standards
that greatly altered the tradeoff between cost and risk and, in the view of some observers,
such as Breyer (1993), erred on the side of being too stringent.

This pattern of liability spurring further regulation has continued in other contexts as
well. Three principal examples of the interaction of regulation and litigation are breast
implants, lead paint, and cigarettes. In the case of breast implants, these medical de-
vices had been exempted from serious scrutiny from a safety standpoint until a series of
successful lawsuits led the FDA to suspend the use of silicone breast implants until the
safety issues could be resolved, as described in Hersch (2002). Lutter and Mader (2002)
found that for lead paint the causality was in the other direction as 1978 CPSC regula-
tions had banned the use of lead paint, but because the paint remains in older dwellings
there have been a spate of lead paint-related lawsuits, including major class actions. For
the past decade there has been a synergistic relationship between regulation and litiga-
tion against the cigarette industry, much of which was stimulated by the settlement of a
series of state attorney general lawsuits against the industry for close to $250 billion, as
discussed in Viscusi (2002).

While the interactive effects of regulation and litigation have generated substantial
controversy, there is a general consensus that there should be health, safety, and en-
vironmental regulation. The main debate is over the targets for regulatory action, the
modes of intervention selected, and the stringency of the regulation. A substantial body
of economic research has focused on striking the appropriate balance between risk re-
duction and cost and on ways in which regulations can be designed to maximize social
welfare.2 While this formulation has widespread acceptance in the economics literature,
economists’ concern with maximizing social welfare often is inconsistent with more
narrowly defined approaches taken by regulatory agencies, which may focus on less
balanced objectives, such as the promotion of clean air irrespective of other concerns,
such as cost.

2 Among the more comprehensive treatments of this issue are Breyer (1993), Viscusi (1992), and Sunstein
(2002).
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The focus of this chapter is on the theoretical and empirical methodologies that have
been developed to analyze the substantive economic issues in this area. In some in-
stances, the economic frameworks can be used to provide guidance for policy design,
while in other cases the emphasis is on assessments of policy performance for what
continues to be the most costly area of government regulation. Ideally, if economic ef-
ficiency is our objective, these efforts should also produce commensurate benefits so
that these policies will benefit society on balance. Moreover, policies should strive to
produce the greatest spread between benefits and costs.

The chapter is organized as follows. In section 2, I construct the basic individual
choice model involving a risky decision. Even if choices are not ideal and there is a
rationale for intervention, how people would choose to bear risks in an efficient con-
text frequently serves as the reference point for guiding policy interventions. After I
examine the sources of market failure in section 3, section 4 develops the analysis of
informational types of regulatory interventions, which address the frequent shortcom-
ing in risk contexts. Before considering the use of benefit-cost analysis in section 7, this
chapter first explores risk assessment procedures in section 5 and risk valuation in sec-
tion 6. How the newly developed risk-risk analysis approach would alter these policy
judgments is the subject of section 8, while section 9 examines enforcement of risk and
environmental regulations.

2. Model of risky decisions

Before considering the role of government regulation and tort liability, it is useful to
begin with a model of rational individual choice. The effect of inadequacies in such
choices on market performance is a principal rationale for intervention. In addition,
the thought experiment of how people would make decisions involving risk if markets
functioned perfectly and choices were fully rational provides a useful reference point for
establishing the appropriate tradeoffs between risk and cost. Thus, what balance would
individuals themselves choose to strike between these two components of decisions?

For concreteness, let us focus on two decisions—a private decision to invest in good
health as well as a market decision involving the individual’s choice of a potentially
hazardous job. Within the job choice context, workers will require additional wage pre-
miums to face additional risk. The model could be developed in parallel fashion for
product risks rather than job risks. The product risk counterpart is directly analogous.
Just as workers will require higher wages to work on jobs posing greater risk, consumers
will require a reduced price to lead them to buy more dangerous products. Since most
empirical studies of money-risk tradeoffs have used labor market data on wages and risk
to impute these tradeoffs, the risky job choice decision will be the case study examined
below.

Note that in both the product market case and job market case, the parties are in a
contractual relationship. A company with hazardous jobs posing risks that are known
to workers will not attract individuals to the jobs unless the company pays a sufficient
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wage to match the workers’ utility level in alternative employment. In contrast, many
risky decisions, such as the decision to pollute, involve risks to third parties that are
not part of a contractual relationship. These third party risks will be addressed further
within the discussion of externalities.

Suppose that the individual can choose the level of job safety s from a range of con-
tinuous market opportunities w(s), where ws > 0 and wss � 0. The individual risk level
is also dependent on the level of health-enhancing expenditures, h. For concreteness let
there be two states of the world, good health and death, for which the pertinent utility
functions are u and v, where v is a bequest function. Assume that people are risk-averse
or risk-neutral and that being alive is preferable to the alternative: u(x) > v(x) > 0,
u′(x) > v′(x), and u′′(x), v′′(x) � 0. The probability π of being in the good health
state π(s, h) increases with the safety level s and the health-related expenditures, h.
The risk of death 1 −π(s, h) is assumed to be perceived accurately. Finally, let y be the
individual assets.

An expected utility (EU ) maximizer will consequently choose s and h to

(1)Max
s,h

EU = π(s, h)u((y + w(s) − h)) + (1 − π(s, h))v(y + w(s) − h).

The first-order condition for the optimal value of h is

(2)
1

πh

= u − v

πu′ + (1 − π)v′ ,

and it can be shown that the comparable requirement for s is

(3)
−ws

πs

= u − v

πu′ + (1 − π)v′ .

The term on the left side of equation (3) is the negative of the marginal change in
wages in response to increases in the safety level s divided by the marginal effect of the
job safety level s on the probability of survival. If the safety level metric s is equivalent
to the probability of survival, then πs = 1. For small changes in s, the value of −ws will
then equal the marginal wage increase needed to face added risk and, equivalently, the
negative of the marginal wage increase for greater levels of safety. This compensating
differential term is set equal to the utility level difference between the two states, which
is normalized by dividing by the expected marginal utility of consumption.

In the case of equation (2), the individual sets the marginal value of risks to life as
revealed by health expenditures equal to the difference in utility level between the two
states divided by the expected marginal utility of consumption. For the job safety choice
reflected in equation (3), the worker also sets the marginal value of risks to life equal
to the difference between the utility levels in the two states divided by the expected
marginal utility of consumption. Putting the two conditions above together, we have

(4)
1

πh

= −ws

πs

= u − v

πu′ + (1 − π)v′ = VSL,
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where VSL is the marginal value of statistical life, which is reflected throughout one’s
risk-taking and risk-reducing decisions.

These results have several implications for policy. First, if people are cognizant of
the risks, expected utility maximizers will choose the risk-reducing and risk-increasing
activities so as to reflect a common VSL, which is a measure of their competing effects
on individual welfare. The efficient level of risk is not zero in general. Second, this
balancing will yield identical tradeoff rates across different domains of choice if there
are smooth and continuous choices available. Whether the choice is a risky job, a risky
product, a dangerous neighborhood, or beneficial health expenditures, if there is a con-
tinuum of choices people will set the tradeoff rates between risk and money to be the
same in these different arenas. If particular areas of expenditure, such as allocations for
regulations, are out of line with these tradeoff rates, it serves as a signal that economic
efficiency could be enhanced.

Finally, as will be discussed below, equation (4) characterizes the value of statistical
life as revealed through labor market decisions. Considerable empirical work has been
devoted to estimating VSL levels in the labor market and in other contexts as well,
where these values in turn will provide a yardstick for assessing the tradeoffs being
made by regulatory policy. For example, if the tradeoff rate between risk and money
is too low in a particular area compared to the tradeoffs the person is willing to make
in other contexts, one might explore whether such highly cost-effective efforts can be
expanded. These values in turn have served as the unit benefit values in assessing the
benefits of government regulation.

The use of labor market VSL estimates in other policy contexts raises a variety of
interesting theoretical concerns that have come under the general heading of the bene-
fits transfer problem. First, the mix of people affected by a policy may have different
attitudes toward incurring risk due to the heterogeneity of risk tradeoffs. Second, even
for a particular utility function structure, the estimated VSL will decrease with the size
of the baseline risk and with the extent of the risk reduction for which the willingness
to pay value is being elicited. Third, labor market estimates reflect willingness to ac-
cept values, whereas policy evaluation hinges on willingness to pay values. For small
changes in risk these values should be the same, but often are different in experimental
studies, for which the willingness to accept values may be much larger.

The development here has been in terms of multiple risk-related activities that jointly
affect the probability of survival π . The subsequent sections will frequently simplify
the formulation of the probabilistic component by focusing on the decision context
in which there is only a single risky activity rather than multiple choices that influ-
ence risk. With a more restricted model of that type, the person chooses the over-
all fatality risk directly within the context of a single choice situation, such as the
riskiness of one’s job. Adopting simplifications along these lines is often instructive,
but at times it will also prove useful to recall the more general result that optimal
risk taking will involve comparable risk-money tradeoffs across different domains of
choice.
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3. Sources of market failure

If markets functioned perfectly then there would be no need for government risk regu-
lation. People would knowingly choose products, jobs, and activities to maximize their
expected utility, and outcomes would be efficient. The various departures from the ideal-
ized economic world consist of a series of possible market failures to be reviewed briefly
below. Increasingly, regulatory agencies are beginning to discuss these market failures
in their efforts to justify intervention rather than simply assuming that new regulations
are always desirable. Even if there is a shortcoming of markets, whether a regulation will
in fact enhance societal welfare must be assessed as well. Thus, the existence of a market
imperfection does not necessarily imply that a particular regulation will be beneficial.

3.1. Imperfect perception of risk

3.1.1. Biases in risk beliefs

A potential shortcoming in individual choices involving risk can arise if people don’t
understand the risks involved so that there is a systematic bias in their risk beliefs. It
is rare that people know the exact risks posed by their risky decisions. What is the
reduced probability of death that results from purchasing a car with side curtain air bags
or buying a house in a less polluted neighborhood? People may not have precise and
accurate assessments of these or many other risks they face. However, a lack of such
knowledge does not necessarily imply that there is a market failure that would give
regulation or tort liability a role to play. We must first examine the nature and extent
of the problem and how it affects decisions as compared to choices people would make
with an accurate information reference point. Risk underestimation leads to too much
risky activity, and risk overestimation leads to the opposite problem.

In many instances, it does not matter a great deal if risk perceptions are accurate
or that if we make sound choices with respect to risk. The stakes are often small and
involve few costs of error that cannot be corrected with better future decisions. Errors
may be critically important with respect to catastrophic events, which tend to have small
probabilities. Catastrophic risks to individuals and property are the main target of both
regulatory policy and tort liability.3

For concreteness, consider the product market case in which there is a risk p∗ of
injury from the product. In terms of the previous multi-risk model, p∗ corresponds to
the value of 1 − π(s, h). Suppose the consumer has a subjective assessment of this risk
given by p, with associated precision γ , where γ is the equivalent number of draws
from a Bernoulli urn that is reflected in the person’s subjective beliefs.4 Higher values
of γ imply more precise probabilistic beliefs.

3 A useful survey of issues pertaining to low probability-high consequence events is that by Camerer and
Kunreuther (1989). A further discussion of catastrophic risks appears in Posner (2004).
4 The discussion in this chapter assumes that probabilistic beliefs can be characterized by a beta distribution

with the parameterization to be discussed in the text.
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Rational expected utility maximizers engaged in some single period decision should
treat subjective risk beliefs as equivalent to objective risk measures. Thus, if p = p∗, the
subsequent choices will be expected utility maximizing, based on the true risk levels.
If p < p∗, people underestimate the risk, while if p > p∗ people overestimate the
risk. The fact that people have subjective risk beliefs and may not be fully informed
consequently does not imply that people necessarily underestimate the risk and engage
in too much risk taking behavior, since it is not necessarily the case that p < p∗.

How risk beliefs diverge from the actual risk levels is an empirical issue. For hidden
risks, such as the presence of trace amounts of benzene in Perrier, it may be that people
underestimated the risk before the presence of benzene was discovered, since this was
a situation of ignorance. People simply did not know that there was benzene in Perrier,
though the actual risks were never that great. In situations of ignorance, people will tend
to respond inadequately to risks, as has been shown with respect to natural disasters by
Kunreuther (1978). Once the risks are publicized, as in the Perrier benzene case, it is
likely that the public overestimated the risks. Indeed, even after eliminating the presence
of benzene, the product never recovered its earlier share of the bottled water market.
Thus, substantial media coverage may lead to risk overestimation rather than accurate
risk beliefs.

In some extreme instances, the media coverage of negligible risks may lead regulators
to undertake policy actions not warranted by actual risk levels. McClelland, Schulze,
and Hurd (1990) found that the public has a very inaccurate perception of the risks posed
by hazardous waste sites but that these erroneous beliefs adversely affect housing prices.
These and similar results raise the policy question of the extent to which policies should
address risks that are perceived and not real, but nevertheless may have significant eco-
nomic consequences in that markets may react to perceptions rather than actual risks.

While discussions of the role of tort liability and risk regulation often hypothesize that
people underestimate risks, that pattern does not necessarily hold. Errors in risk beliefs
do not necessarily imply that people always underestimate risks. Biases in risk beliefs
are not random but vary in a variety of systematic ways. An important risk dimension
that has received extensive empirical study is the magnitude of the risk. In the case of
mortality risks, for example, the general pattern is that people overestimate small risks
and underestimate large risks.5 Thus, people tend to overestimate small risks such as
those from botulism and lightning strikes, and they underestimate more consequential
risks such as the risk of heart disease. To the extent that job risks and product risks are
small, people may on balance overestimate these risks more often than underestimating
them, provided of course that the risks are not hidden and there is some awareness that
a risk is present. Assessments of whether there is a market failure stemming from risk
underestimation consequently depends on the level of the risk and the associated level
of risk perceptions in the particular market context.

5 See the early study by Lichtenstein et al. (1978) of this relationship. Fischhoff et al. (1981) examine these
and many other salient biases in risk beliefs.
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The tendency to overestimate small risks has an interesting corollary as well. If people
exaggerate the importance of small risks, then they will overvalue policies that reduce
the risk to zero. The reason is that they will perceive a greater reduction in the risk than
is actually being generated. Thus, people will be willing to pay a zero risk premium.
People will be willing to pay more for a reduction of a risk to zero than they would for
a comparable actual risk reduction that does not reduce the risk to zero.

Reducing the risk to zero may offer additional benefits to the risky decision maker.
Once the risk is completely eliminated, there is no reason to worry about the risk or
factor the presence of a risk into one’s decision making. Unless the anxiety reduction
benefits of reducing a risk to zero are substantial, it is generally believed that the pre-
mium people place on zero risk levels represents a form of irrationality. The importance
of this phenomenon has not been lost on government regulators. We are usually assured
that our food is “safe” rather than being told that there is a low but nonzero probability
that the food will make us ill.

A substantial literature has examined a wide variety of other forms of systematic
biases in risk beliefs. For example, people tend to overreact to increases in the risk level
from its accustomed risk. Researchers have referred to this phenomenon as reference
risk bias and status quo bias.6 Thus, changes in a product that increase the risk will tend
to produce an exaggerated response, implying a higher rate of tradeoff than comparable
decreases in risk.

Consequently, people may be willing to pay modest amounts for significant reduc-
tions in the risk posed by a product. However, if the risk of the product were to increase
by a small amount, they often refuse to purchase the product altogether and, if they are
willing to purchase it at all, they require a much more substantial price reduction than
the amount they were willing to pay for the risk decrease.7

Substantial publicity regarding a risk may lead to risk overestimation as well.8 This
result runs counter to the usual economic assumption that additional information leads
to more informed judgments. The reason is that the information often takes the form of
publicizing only the number of adverse risk events rather than the risk frequency. We
often hear reports of the number of ATV deaths or mad cow disease victims, but these
statistics are seldom put in the context of the total number of ATVs in use or the size of
the beef-eating population that is at risk. What is being publicized is the numerator of
the risk calculation, rather than the numerator and the denominator or the overall risk
frequency.9

6 For discussion of these effects, see Viscusi, Magat, and Huber (1987) and Samuelson and Zeckhauser
(1988) respectively.
7 Viscusi, Magat, and Huber (1987) provide supporting empirical evidence for two representative consumer

products.
8 Fischhoff et al. (1981) discuss the role of publicity with respect to risk beliefs.
9 Viscusi and Zeckhauser (2004) term this phenomenon “the denominator blindness effect,” and they docu-

ment the effect in several contexts.
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The extent of the publicity devoted to the number of deaths in the numerator of a
risk calculation than the exposed population that comprises the denominator of the risk
calculation also may differ depending on the risk context. A dramatic risk event, such as
the 9/11 terrorist attack on the World Trade Center, garnered much more media cover-
age than routine auto accidents even though more people are killed every month in the
U.S. on highways than in this worst case terrorist attack. Tornadoes, earthquakes, and
hurricanes also generate dramatic media coverage and likely risk overestimation. The
role of responses to media coverage makes the extent of publicity given to the hazard a
pertinent factor in assessing the direction of bias in risk beliefs.

The substantial publicity given to smoking risks has led to overestimation of these
risks compared to scientists’ estimates of the actual level of the hazard. For example,
U.S. government estimates of the lung cancer risks of smoking over a smoker’s lifetime
range from 0.06 to 0.13, whereas the lung cancer risk perceptions by the general public
range from 0.43 to 0.48 for national surveys undertaken from 1985 to 1998.10 Similar
results have been found for Spain and Taiwan even though the warnings environment in
those countries is different.11

3.1.2. Risk ambiguity

Not all risks are known with precision. Thus, it is not simply the level of these risk
beliefs that may be consequential, but also their precision. Examination of the role of
the tightness of risk beliefs comes under the general heading of risk ambiguity.

A potential bias in people’s treatment of risk that has played a prominent role in the
literature stems from the influence of risk ambiguity. The classic Ellsberg (1961) Para-
dox focuses on people’s attitude with respect to ambiguous risks, that is, risks for which
the subjective probability judgment with respect to the probability p represents a sit-
uation of imperfect information.12 Lower values of γ reflect less precise probabilistic
beliefs. In situations in which individuals have an opportunity to win a prize, the stan-
dard Ellsberg Paradox result is that people would prefer precise probabilities of success
to imprecise probabilities, for any given mean value of the probability. Analogous re-
sults also hold with respect to the chance of a loss as people exhibit ambiguity aversion
with respect to imprecise probabilities of adverse effects. Thus, in situations in which
risks are ambiguous, such as the imprecisely understood risks of mad cow disease, one
would expect people to exhibit ambiguity aversion and be reluctant to incur these im-
precisely understood hazards, as compared to precisely understood risks of the same

10 Viscusi (2002) presents the series of studies on U.S. smoking behavior.
11 Estimates for Taiwan are reported by Liu and Hsieh (1995), and findings for Spain are discussed in Viscusi
(2002).
12 Raiffa (1961) provides interesting lottery counterexamples to the Ellsberg Paradox to demonstrate the
irrationality of succumbing to the Ellsberg Paradox. The literature on risk ambiguity is quite extensive. See
Camerer and Weber (1992) for a survey and Kunreuther, Hogarth, and Meszaros (1993) for an analysis of
insurance market effects.
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magnitude. The unwillingness to incur ambiguous risks will consequently deter people
from making efficient market choices. They incur too small a risk in situations in which
the risks are identified but are not well understood.

Because citizen preferences influence pressures for government policies, irrational
responses to ambiguous risks have led to similar biases in the formulation of govern-
ment policy. An interesting case study of the role of ambiguity aversion is government
regulation of synthetic risks as opposed to natural carcinogens. Many seemingly safe
foods pose some minor carcinogenic risk, including mustard and coffee, and many
of these natural carcinogens pose greater risks than some synthetic chemicals that are
regulated.13 Particularly for regulations by the Food and Drug Administration, the mag-
nitude of the cancer risk is not especially influential in determining whether a particular
chemical is regulated. What does play a dominant role is whether the chemical is a syn-
thetic.14 Focusing on this particular character of the risk rather than the magnitude of
the hazard is a reflection of how risk ambiguity aversion has moved from the realm of
being an irrationality that has been of academic interest to a property of government
policy making.

How the lack of full information plays out in a particular market context depends on
the character of the risk. Most hazards involve low probability events and risks that are
not fully understood. Each of these attributes will lead people to be more reluctant to
incur risks than they would be if fully informed of the risk. The opposite problem arises
for some very large risks and risks that are truly hidden, such as undisclosed prescrip-
tion drug interactions. The early and extensive regulation of information disclosures for
drugs is reflective of the importance of such disclosures when the risks are hidden.

3.2. Irrational behavior and addiction

While most analyses of departures from efficient market conditions pertaining to risk
decisions involve inadequate risk information, there are other possible shortcomings of
choices as well. The most prominent of these failures pertains to addiction. From an
economic standpoint, addiction generally pertains to market situations in which con-
sumption of a good now leads one to prefer greater levels of consumption of that good
in the future. Altering that consumption pattern also imposes substantial costs, making
it difficult for the individual to change such consumption behavior. Smoking, drinking,
illegal drug use, and overeating have played the greatest roles as case studies in the
addiction literature.

13 For evidence on carcinogenicity of different chemicals and foods, see Ames and Gold (1990) and Ames,
Profet, and Gold (1990).
14 Econometric evidence documenting this bias for the carcinogen potency data base set of chemicals is
presented in Viscusi (1998). For a sample of 267 synthetic chemicals, 50 percent were not carcinogenic,
which is similar to the 52 percent figure for the 98 natural chemicals studied. However, 47 percent of these
synthetic chemicals were regulated by the FDA, compared to 34 percent for the natural chemicals, even though
the carcinogenicity of the synthetic chemicals was lower.
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Whether there is a market failure with respect to addiction depends on the nature
of the choice process. Under the rational addiction models, such as those espoused by
Becker and Murphy (1988) and by Becker, Grossman, and Murphy (1994), individu-
als anticipate their future addiction and rationally choose to become addicted. In their
model, fully anticipated addictions do not necessarily involve a market failure. Rather,
people could rationally choose to become addicted to a product even though giving up
the addiction may be costly and the product itself may be quite dangerous.

The basic rational model of addiction developed by Becker and Murphy (1988) and
Becker, Grossman, and Murphy (1994) recognizes that current consumption of the ad-
dictive commodity ct depends on past consumption of that good ct−1 in the previous
period. Models postulating irrational behavior likewise make that assumption about the
intertemporal dependence of consumption. A distinctive feature of rational addiction
models is that when people choose to become addicted, they anticipate that current con-
sumption will increase their desired future consumption levels ct+1.

Within an infinite time horizon framework, the rationally addicted consumer will
choose consumption of the addictive product to

(5)Max
∞∑
t=1

βt−1u(ct , ct−1, yt , et ),

where r is the rate of interest, β is the discount factor 1/(1+r), yt is income in year t, et

is unmeasured life cycle variables, and the utility maximization is subject to a lifetime
budget constraint. After assuming that the utility function is quadratic in yt , ct , and et ,
Becker, Grossman, and Murphy (1994) show that the lifetime consumption trajectory
for an addictive good, such as cigarettes, satisfies

(6)ct = θct−1 + βθct+1 + θ1pt + θ2et + θ3et+1,

where pt is the price of cigarettes in year t , and the θ terms are parameters that depend
on the individual’s utility function and discount rate. As in standard models of consumer
behavior, increasing the current price pt does have a negative effect on consumption. For
addictive goods, past consumption leads to higher desired levels of current consump-
tion.15 The greater the effect of past consumption on current consumption, as reflected
in higher values of θ , the more addictive the commodity is. Similarly, if addiction is
rational and anticipated, future price levels that are anticipated should have a greater
effect on consumption than unanticipated future price shocks. For analogous reasons,
long-run price effects will have a greater effect on consumption than is reflected in the
short-run price effect.

A quite different perspective offered by Schelling (1984) is that individuals who are
addicted are engaged in a continuing battle for self-control. If people behave myopically
and do not place a sufficiently great weight on their future selves, then according to this

15 This condition also requires that pt , et , et+1, and the marginal utility of wealth are held constant.
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view people will tend to engage in too much behavior that is addictive, leading to a
rationale for either direct regulation or taxation of the addictive product.

A similar market failure has been hypothesized by Gruber and Köszegi (2001). In
their model, people suffer from time inconsistency in their choices. For example, people
may exhibit hyperbolic discounting in which the rate of time preference for immediate
rewards is much greater than for deferred payoffs. Moreover, their formulation shares
some empirical predictions with the rational addiction framework, making it difficult
to disentangle whether the rational addiction model or the time inconsistency model
is operative. In particular, the Becker, Grossman, and Murphy (1994) empirical result
regarding the role of anticipatory behavior does not rule out the possibility of time
inconsistency.

More recently, Bernheim and Rangel (2004) have drawn on the literature from neu-
roscience and cognitive psychology to develop a model of addictive behavior in which
people initially engage in addictive behavior as a result of a mistaken consumption de-
cision. The addicted consumers nevertheless continue with their addictive behavior as
environmental cues trigger their subsequent consumption decisions.

The rationale for regulating addictive products often depends on the overall social
implications of addiction. Potential harm to the addicted individual is of course an im-
portant component. However, addictions may impose other costs as well. Drunk drivers
may kill pedestrians and other motorists, and heroin addicts may resort to crime to sup-
port their habit. Thus, externalities are often intertwined with most regulatory analyses
of addictive behaviors.

3.3. Externalities

The classic rationale for government regulation in the risk and environmental area is the
presence of externalities. While environmental pollution is the most common textbook
example of an externality, externalities are present elsewhere as well. In workplace con-
texts, risky behavior on the part of some workers may lead to co-worker injuries, which
has prompted government regulation of work practices and workplace conditions. Con-
sumption choices by individuals may affect others adversely as well.

A company generating an externality on a third party will choose the level of activity
to maximize its profits, which can also be recast as maximizing the difference between
its benefits minus costs. The optimizing polluter will set marginal benefits equal to mar-
ginal costs, as in usual optimization frameworks. If the externalities are imposed on
third parties, such as the general public, and there is no liability and no regulatory sanc-
tions, then the marginal costs to the company will understate the social marginal costs,
and the polluter companies will engage in too much of the risky activity. The existence
of liability or regulatory sanctions for such harms will induce greater levels of care by
imposing higher marginal costs on the firm. Using this formulation, Cohen (1986) il-
lustrates the role of marginal benefits and marginal costs using oil spills as a case study.
Based on reasonable empirical assumptions, he concludes that the Coast Guard’s oil
spill enforcement efforts appear to generate benefits in excess of costs. Whether the en-
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forcement efforts are in fact socially optimal in terms of maximizing the spread between
benefits and costs is less clear.

A notable recent example that has attracted considerable policy attention is with re-
spect to sport utility vehicles, SUVs.16 These vehicles create two kinds of externalities
for other cars. First, because SUVs have greater mass than the average car, they pose a
greater threat to other vehicles because the risks posed in a crash involving two vehicles
increase with respect to the ratio of the relative weight of the two vehicles. This risk
factor is not a distinctive aspect of SUVs, as it is also shared by heavy cars. Second,
the structure of SUVs also may be influential as well. Because many SUVs are based
on frames adapted from small trucks, some SUVs have stiffer frames than cars and also
often have bumper heights that do not align with the height of bumpers of cars, thus
generating more damage to the other vehicle than if a car with the same weight had
been involved in the crash.

Though there has yet to be any formal regulation of SUV designs, the policy discus-
sions reflect the diversity of potential policy responses. First, to the extent that SUVs
generate higher accident costs of a financial nature, this difference will already be re-
flected to a large extent in insurance rates and will be internalized by SUV owners.
Second, there has been litigation in the courts claiming that SUVs do not strike a reason-
able balance between risk and other product attributes, thus imposing inordinate risks to
passengers in cars. If successful, these lawsuits could establish financial incentives for
changes in SUV design. Whether such incentives are desirable, however, is not clear.
It presumably would depend on whether there have been inadequacies in consideration
of these issues in regulatory contexts by the NHTSA. Third, there may be government
regulation of SUV design to address the safety issue. To the extent that vehicle weight
is a concern, that risk factor is also present for very large cars. Similarly, the bumper
height and stiff frame risk factors are present not just for SUVs but also for light trucks,
as they served as the design on which many SUVs are based. If there is a judgment that
there is a significant market failure, an efficient policy solution will require a compre-
hensive analysis of alternative product designs for a broad range of vehicles to strike
some balance between these competing effects.

There also may be consumption externalities of a positive nature. It has often been
observed that with respect to the use of protective equipment, such as hockey helmets,
that individuals are reluctant to use such equipment on their own because doing so
would be a sign of weakness in this contact sport. However, if a critical mass of players
can be required to wear helmets, then individuals will voluntarily choose to adopt these
helmets. This situation reflects an n-person Prisoner’s Dilemma of the type modeled
by Schelling (1978). The observed market equilibrium from individual choices may
lead to a less preferred outcome that leads to a lower payoff to all individuals than
would a regulated outcome in which people were constrained to undertake behavior
that conveyed positive externalities. An example of a policy remedy that will improve

16 See Gayer (2004) for an analysis of the accident costs associated with SUVs.
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social welfare in such situations has been to require the use of hockey helmets and other
protective devices for professional athletes.

In some cases, products may generate both positive and negative externalities. A
noteworthy example pertains to the external financial costs of cigarettes. Smokers ex-
perience morbidity effects and have premature mortality compared to nonsmokers. As
a result, there are externalities that increase some social costs, such as medical costs,
fires, sick leave, and retirement benefit taxes that are not paid once smokers are dead.
Other cost components, notably pensions, social security, and nursing home expendi-
tures, are lower for smokers. On balance, excluding the role of excise taxes, cigarettes
convey a net cost savings based on discount rates such as 3 percent or less and impose
a net cost increase when the effects are evaluated at interest rates of 5 percent or more.
Thus, there are both positive and negative externalities that have different trajectories
over time, making the intertemporal weights much more consequential than in simpler
externality situations such as with respect to air pollution emissions, which always im-
pose a net external cost.17 One caveat regarding the self financing aspect of cigarette
externalities is that the distribution of the benefits and costs varies depending on the
particular externality, so that while on net there may be no net adverse financial exter-
nality, the parties responsible for the individual components may not all benefit. For
example, even though smoking generates a 32 cent per pack saving in insurance and tax
externalities, the present value of the rise in medical insurance costs due to smoking is
58 cents a pack evaluated at a 3 percent interest rate.

One also should be cautious in generalizing from the smoking results to other prod-
ucts. Alcohol use may appear to have similar properties in that excessive alcohol con-
sumption is a risky consumer product. However, as shown by Manning et al. (1989),
the substantial costs imposed by drunk drivers are a dominant concern that makes the
negative externalities associated with this product loom particularly large.

3.4. Modes of intervention

The existence of market failure need not imply that all possible interventions will be
successful in improving market outcomes. The inefficiency that is present may be small,
or it also could be the case that no intervention would be beneficial. However, if there
is a desire for intervention, there are typically a variety of different forms that this inter-
vention could take. Many of these issues pertain to the choice between regulation and
litigation, which has been examined by Shavell (1987).18 However, even within a par-
ticular institutional structure, such as regulation, there may be different types of actions
the regulator might adopt.

Consider a consumer’s decision to purchase a dangerous product for which the actual
risk is p∗ and the perceived risk is p, where p < p∗. Let the cost of the product be c and

17 These results are reflective of the findings in both Manning et al. (1989) and Viscusi (2002).
18 For a comprehensive assessment of the role of the liability system in a wide variety of contexts, see Shavell
(2004).
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the consumer’s income be y. The consumer receives utility from consuming the product
of u(y − c) if the product doesn’t cause injury, and v(y − c) if the product does cause
injury. Alternatively, the consumer could choose not to buy the risky product and reap
utility x(y). Suppose too that there is a social cost g generated by adverse outcomes
associated with the product’s use. Thus, g occurs with a probability p∗.

The consumer will purchase the risky product if

(7)(1 − p)u(y − c) + pv(y − c) > x(y).

This purchase will be socially desirable if

(8)(1 − p∗)u(y − c) + p∗v(y − c) − pg > x(y).

For this consumer choice problem there are consequently two potential sources of mar-
ket failure creating a disparity between private decisions and social valuations.

To remedy the disparity between p and p∗, the government could simply supply
information. If the market failure is with respect to imperfect information, then informa-
tion disclosure is a natural remedy, as will be discussed below in section 4. The impetus
for this informational intervention could come voluntarily through market forces, but
if these are inadequate, then either government regulation can require the information
disclosure, as with nutrition labeling requirements, or there might be tort liability for
firms that fail to disclose the pertinent risk information, as in failure to warn cases.

A second form of intervention that can be useful in aligning private and social incen-
tives consists of tax or penalty schemes. Thus, a penalty value of h can align private and
social values for the consumer decision by setting

(1 − p)u(y − c − h) + pv(y − c − h)

(9)= (1 − p∗)u(y − c) + p∗v(y − c) − p∗g.

Whereas providing accurate information can align p and p∗ but not address the exter-
nality g, the penalty h can discourage consumer purchases in much the same way as
would greater risk beliefs as well as imposing penalties, so that the external costs are
incorporated in the consumer’s decision. Thus, for our consumer choice problem, the
regulation could be structured to provide the risk levels that people would choose if
they were fully informed of the product risks and took full account of external costs
they imposed with their choices. The various kinds of “sin” taxes, such as excise taxes
on gasoline, alcohol, and cigarettes, are perhaps the most prominent of these types of
financial incentive devices.

A third general mode of intervention is the use of government regulation. The form of
such regulations can be quite diverse, as they might be technology-forcing regulations
as in requirements with respect to the design of buses imposed by the U.S. Department
of Transportation, or they might be performance-oriented requirements, as is the case
with respect to permissible exposure limits for airborne carcinogens in the workplace
or permissible levels of grain dust in grain elevators. Government regulation also may
involve the use of monetary incentives and market-based systems, as discussed in the
chapter by Revesz and Stavins.
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The tort liability system also plays an instrumental role in many instances. As with
most forms of government regulation, the financial penalties generated by tort liability
are only triggered once the product risk falls below some critical level that ideally re-
flects some appropriate balancing of cost and risk. Liability costs often are substantial
and will provide the same kinds of incentives for safety as would the financial incentives
generated by regulation. For example, workplace fatality risks are reduced by about
one-third due to the financial incentives provided by the U.S. workers’ compensation
system.19 Similarly, product liability costs affect incentives as well, as evidenced in the
increased cost of vaccines in response to tort liability for these products.20 These finan-
cial incentives in turn affect incentives for innovation, as small and moderate levels of
liability costs increase firms’ levels of research and development, product innovation,
and patents for new products, which is in line with the conventional economic theory
of deterrence.21 At extremely high levels of liability, however, these incentives may be-
come counterproductive. Thus, firms may simply leave the market or stop producing a
particular product if liability costs become excessive.22 The National Academy of Sci-
ences (1990) attributed the exiting of firms from research on contraceptive devices to
the chilling effect of tort liability.

A potential deficiency of ex post remedies such as tort liability is that the injuring
party may be judgment-proof, especially for very large losses. For individuals, the re-
sult has been that states require mandatory automobile insurance so that parties who are
victims of auto accidents can potentially recover damages from an injurer who other-
wise would be insolvent. For corporations and other institutional entities, the judgment
proof problem arises for catastrophic risks, making it desirable, for example, to have
mandatory insurance. Whether safety incentives are created by insurance will depend
on the extent of experience rating.

Liability has an additional disadvantage in terms of its ability to replicate the out-
comes that would occur with perfect markets. Tort compensation for personal injuries
generally provides for economic damages and coverage for noneconomic loss that is be-
low the levels of the value of statistical life pertinent for establishing efficient incentives
for accident prevention. Ex ante regulatory interventions can generate such incentives
without the problem of providing excessive levels of insurance.

19 See Moore and Viscusi (1990) for an analysis of wage offsets from workers’ compensation.
20 See Manning (1994) for an assessment of the higher prices resulting from vaccine litigation.
21 See Viscusi and Moore (1993), who analyze the effect of liability costs on patents and new product intro-
ductions.
22 See Huber (1988).
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4. Hazard warnings and risk communication policies

4.1. Principles for hazard warnings

The principal alternative to direct government regulation is the use of informational
policies. Whereas government regulation often imposes restrictive limits on individ-
ual behavior, hazard warnings work through market processes and seek to address the
informational inadequacy directly. Thus, people will then be able to choose the risky
products or jobs that are consistent with their own preferences.

A separate rationale for hazard warnings policies is that often it is difficult to have
command and control regulations for decentralized behavior. For example, consumers’
use of dangerous pesticides is generally not monitored by the government but is un-
dertaken without any direct supervision of the pesticide usage. In such contexts, hazard
warnings serve to provide the information that people need in order to take appropri-
ate precautions with respect to usage of the product. If the risk of misuse is especially
great, then for these especially dangerous pesticide products the government frequently
requires that the user be a certified pesticide applicator. Thus, rather than simply relying
on warnings, the government requires additional training programs, but these programs
are also informational in character. However, they are more intensive than on-product
warning labels.

From the standpoint of efficient market operation, hazard warnings should provide
new information in a convincing manner. The objective of warnings is to enable people
to have accurate risk beliefs rather than to simply deter behavior. In that regard, infor-
mation that simply reminds consumers of what they already know generally does not
alter behavior and does not serve a constructive function. A prime example of such a
reminder warning was the Buckle Up for Safety seatbelt campaign, which had a very
disappointing effect on seatbelt use and traffic safety.23

To see how these principles stem from an optimal Bayesian learning model, consider
the following formulation. In the following example, risk information can be construc-
tive. For simplicity the formulation will be in terms of a single choice that poses the
risk of an accident. Suppose as before that individuals have prior risk beliefs p of some
adverse outcome, with associated precision γ , where p < p∗, which is the true level of
the risk. Suppose that the hazard warning conveys risk level q with informational con-
tent ξ . Then after people have received the warning they will have posterior risk beliefs
p′ given by

(10)p′ = γp + ξq

γ + ξ
,

assuming rational Bayesian updating. If warnings are not credible and have little infor-
mation content, or a low value of ξ , then they will not alter risk beliefs and will play

23 For an evaluation of this effort, see Adler and Pittle (1984). These authors document other failures of
informational programs as well.
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no constructive role. For very informative warnings, with high values of ξ relative to
γ , a value of q equal to p∗ will lead people to have accurate risk beliefs. Reminder
warnings, such as those with p equal to q, will not alter mean risk beliefs. They will not
discourage risk-taking behavior since their only effect is to increase the informational
content to γ to ξ , thus leading people to hold these risk beliefs more tightly. To the ex-
tent that ambiguity aversion leads people to avoid risk taking when risks are ambiguous,
this greater precision will lead people to incur more risks rather than fewer risks if mean
risk beliefs are unaffected.

In view of the proliferation of hazard warnings, it is worth noting too the potential
shortcomings of excessive hazard warning information. The guiding principle for all
informational interventions is that they are subject to individuals’ cognitive limitations.
People have limited information processing capabilities. As Bettman, Payne, and Staelin
(1987) observe, limitations on people’s working memory make it important for warnings
to be clear, well organized, and readily processed.

Conceptualization of these types of concerns have led to empirical studies of how
these limitations affect the practice of effective warnings design. First, researchers have
identified that there may be significant problems of information overload.24 If people
are inundated with too much information, then the public may not be able to distinguish
the most important risk messages that they receive. If, for example, everything in the
supermarket is labeled dangerous, then it will not be feasible for consumers to make
relative risk judgments. The second problem is that of label clutter. Although econo-
mists frequently claim that more information is more desirable than less information,
this principle does not necessarily extend to the practical world of warnings. More infor-
mation may make it difficult for people with limited information processing capabilities
to acquire the information and form reasonable probabilistic judgments.

4.2. Responses to multiple information sources

Often people are confronted not with a single information source but multiple informa-
tion sources regarding a particular risk. In such situations involving a risk debate, how
might people form their risk judgments? Using the same notation as before, let qi be the
risk implied by information source i and ξi be the associated informational content of
information source i, i = 1, 2. The credibility of each source and the risk level implied
by their warning will vary with the type of risk, the identity of the source, and the basis
for the risk judgment that is presented. Then in this instance, posterior risk beliefs will
be given by

(11)p′ = γp + ξ1q1 + ξ2q2

γ + ξ1 + ξ2
.

The effect of risk debates on the public’s risk beliefs may be complex, and will depend
on how people interpret qi and ξi in the context of a risk debate. Two effects have been

24 Many of these issues are discussed in Viscusi and Magat (1987) and tested in Magat and Viscusi (1992).
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established empirically. First, the existence of a risk debate may create a situation of risk
ambiguity. Substantial expert disagreement regarding the risk can lead people to assess
the risk as being greater than the midpoint value of the two risk experts, assuming that
they have equal credibility. Thus, people believe that the ambiguous risk implied by
these experts is equivalent to some precisely understood risk level s that is greater than
the weighted average of the two risk experts’ views. Second, situations in which there
is a risk debate involving different entities are especially likely to generate a situation
in which the equivalent precisely understood risk is much greater than the weighted
average of the risk expert assessments, where these weights are ξ1 and ξ2.25 This result
holds even if the divergent risk experts’ identities are reversed. Thus, if the government
assesses the risk as being high and the polluting industry claims the risk is low, people
tend to believe the high-end estimate. Similarly, if the industry expert assesses a high
risk level and the government assesses a low risk level, people likewise assess the risk
as being closer to the high-end estimate.

4.3. A brief history of warnings

Although we now take hazard warnings policies for granted, in terms of the overall his-
tory of risk regulation hazard warnings are a relatively new development. Until early in
the twentieth century, there was no legislation whatsoever pertaining to hazard warn-
ings and also no regulatory requirements imposed by regulations. The first such legal
requirement pertaining to warnings was the enactment by Congress of the Federal Caus-
tic Poison Act in 1927. For the first time, manufacturers would be required to place
hazard warnings on the twelve most dangerous chemicals. This group includes chemi-
cals such as hydrochloric acid and sulfuric acid. After this act, these chemicals would
now have to be labeled “Poison.”

Perhaps the most ubiquitous warnings today are those for various kinds of pharma-
ceutical products. Even these warnings are a relatively recent event, as the first food
and drug warnings began with the passage of the Federal Food, Drug, and Cosmetic
Act in 1938. Whereas warnings today for prescription drugs often focus on long-term
effects and adverse drug interactions, the emphasis of these warnings requirements was
on acute toxicity. The main concern was with misbranding of products and adulteration
of products. The kinds of safety and efficacy concerns that are paramount in today’s
warnings were simply not on the warnings agenda at that point.

About a decade later Congress extended these warnings requirements to include other
products with the passage of the Federal Insecticide, Fungicide, and Rodenticide Act in
1947. For the first time, insecticides and herbicides would be required to have hazard
warning labeling.

In the 1960s there was a more rapid extension of these warnings policies. In 1960,
Congress passed the Federal Hazardous Substance Labeling Act. This act introduced the

25 These influences are examined in Viscusi (1997, 1998).
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hazard warnings vocabulary that we now take for granted. In particular, it specified the
appropriate use of the human hazard signal words, “Danger,” “Warning,” and “Caution.”
In addition, this legislation also specified the first requirements that must be met for the
warnings associated with substances that are flammable or radioactive.

Also in the 1960s Congress passed warnings legislation for cigarettes in 1965. Be-
ginning in 1966, cigarettes would be required to bear an on-product warning. These
warnings requirements were revised in 1969 and again in 1984, at which time Congress
specified a series of rotating warnings that remain in place today.

Researchers in the warnings field frequently refer to the 1980s as the “right-to-know”
decade. It was in that decade that the Occupational Safety and Health Administration
initially imposed hazard communication requirements for dangerous chemicals used
in the workplace. As part of this initiative, OSHA also required that material safety
data sheets be provided for dangerous chemicals so that it would be possible to treat
exposed workers appropriately. Warnings efforts of other kinds also proliferated, as the
U.S. Environmental Protection Agency (EPA) began to provide information regarding
toxic exposures, and there was the beginning of hazard warnings for a wide range of
products, such as lawn mowers. In addition, Congress enacted a series of on-product
warnings for alcoholic beverages that were patterned to a large extent on the already-
existing cigarette warnings. The main difference was that alcoholic beverage warnings
contained multiple warnings on each container rather than a rotating series of single
warnings.

The court system also came into play with respect to hazard warnings over the past 40
years.26 Increasingly firms became liable for their failure to warn consumers adequately
of the risks associated with the product. Thus, the incentives for providing warnings
came not only through the market and regulatory requirements, but also from legal
requirements as well.

5. Risk assessment27

5.1. Objectives

If we assume that the policy focus is on expected costs and benefits, then the probabil-
ities used in this calculation should be the mean risk values, as those are used in taking
the expectation. Thus, the task is to calculate the expected number of adverse outcomes
that will result from a policy. As the discussion below will indicate, many government
agencies do not adhere to this approach but instead use upper bound estimates of the

26 For a discussion of the development of hazard warnings legal requirements, see the American Law Institute
(1991).
27 For further exploration of the risk assessment issues beyond what appears in the following section, see
the European Commission (1996), National Research Council (1994, 1996), and the U.S. Environmental
Protection Agency (1988, 1996).
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component parameters used in calculating the risk, thus yielding a risk assessment that
may be in the upper tail of the distribution of what the actual risk might actually be.

The 1983 guidelines for risk assessment issued by the National Research Council
(NRC), Risk Assessment in the Federal Government: Managing the Process, established
standards for risk assessment but did not resolve all outstanding issues. The report
claimed, as seems reasonable, that “government regulation rests on the best available
scientific knowledge” (NRC, 1983, p. 1). What the “best available scientific knowl-
edge” is that should guide policy is a matter of debate. A principal benefit of the report
was shifting the focus away from use of short-term, acute animal studies, which agen-
cies formerly had used in assessing the levels of chemical exposures for which there
were no-observed-effects (NOELs). Thus, the emphasis had not been on ascertaining
the risk probabilities or even the dose-response relationship, but rather the exposure
level at which the risk was no longer zero. More specifically, the focus was on exposure
levels for which there is a “reasonable certainty of no harm.” The actual NOEL value
that agencies set is more stringent. After determining the scientifically valid NOEL
amount, agencies then divide this zero observed risk exposure level by 100. Agencies
assert that such an adjustment is warranted based on the assumption, for which there is
no evidence, that humans are 10 times more sensitive to chemicals than animals, and
that there is sufficient risk heterogeneity among people so that the personal risks may
differ by a factor of 10 for any given chemical exposure. Moreover, these adjustment
factors are assumed to be multiplicative. The EPA has used the NOEL value as its no-
observed-adverse-effect level (NOAEL) criterion for evaluating regulatory policies.

In some instances, the policy approach to risk assessment is quite simple. The Food
and Drug Administration (FDA) banned all artificial carcinogenic food additives (under
the Delancy Clause) irrespective of the magnitude of the risk. Thus, the fact that the
additive was artificial was the key concern, not whether the additive posed any real risks
or whether the level of carcinogenicity exceeded that of naturally occurring carcinogens
in the product.

At least in the case of some agencies’ legislative mandates, agencies must show that
the magnitude of the risk is consequential before regulation is warranted. In the U.S.
Supreme Court decision dealing with the OSHA benzene regulation, the court ruled
that the agency must show that the risk is “significant” before regulation is warranted.28

How large a risk must be to be termed “significant” was not specified by the Court,
though the court did observe that a one in a billion cancer risk from a glass of water
would not be significant.

In the mid-1980s there was further clarification of the guidelines that risk assess-
ments should meet by the Office of Science and Technology Policy (OSTP, 1985).
The risk assessment guidelines issued by EPA (1987) and other agencies were in re-
sponse to these recommendations. For concreteness, the discussion below will focus
on the risk assessment practices for carcinogens, as these risks play the dominant

28 See Industrial Union Department, AFL-CIO v. American Petroleum Institute, 448 U.S. 607 (1980).
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role in the estimated regulatory benefits. The agency has no guidelines for assessing
the magnitude of morbidity risks so that cancer risks dominate the policy assess-
ments.

5.2. EPA risk assessment practices

EPA relies on both epidemiological studies of human populations and animal bioassay
studies in assessing the risk. In most cases the agency relies on animal studies due to
the paucity of sound epidemiological studies. Although EPA (1987, p. 1.6) espouses a
commitment to statistical significance in this test data, such claims lack content unless
one specifies the required significance level. The particular level of significance used for
the test is “a matter of overall scientific judgment,” according to EPA. The level selected
by the agency need not, for example, be based on the usual statistical standard of a 95
percent confidence interval, two-tailed test.

The manner in which EPA combines the results from multiple studies does not place
an equal weight on the various studies or weight them based on sample size. Instead,
studies indicating the presence of a risk receive greater weight than do negative studies
that do not indicate a risk. The result is that, for epidemiological studies, the weight
of evidence “increases with the number of adequate studies that show comparable re-
sults or populations exposed to the same agent under different conditions” (EPA, 1987,
p. 1.6).

EPA then categorizes carcinogens based on different groupings. Group A and Group
B carcinogens are either designated human carcinogens or possible human carcino-
gens. Chemicals in these categories are candidates for risk assessment, as are Group
C carcinogens which are possible human carcinogens. Chemicals in Groups D and
E are not designated as human carcinogens and, as a result, are not candidates for
risk assessment. For chemicals in Groups A, B, and C, EPA may then assess a dose-
response relationship. These assessments typically involve extrapolations from animal
studies and as a consequence assume that animal carcinogens are human carcinogens
and that the evidence for animals can be extrapolated in a meaningful way to humans.
The animal studies often focus on the maximum dose of a chemical that can be toler-
ated. Although the NRC believes that a threshold model is more plausible, EPA uses
a linearized model which, in EPA’s view, establishes “a plausible upper limit to the
risk that is consistent with some proposed mechanism of carcinogenesis” (EPA, 1987,
p. 1.9).

People can be exposed to risks in a variety of ways. EPA distinguishes three prin-
cipal mechanisms of exposure: ingestion, inhalation, and dermal penetration. In some
instances there could also be radiation risks. For each of these exposure pathways there
is an assessment of the associated risks based on the chemical concentration, the dura-
tion of the exposure, and the frequency of exposure. The average daily dose (DOSE) of
a chemical is given by
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DOSE = (Concentration × Ingestion Rate × Duration)

(12)/(Weight × Average Time),

where Concentration is the chemical concentration, Ingestion Rate is the ingestion rate
of the chemical, Duration is the exposure duration, Weight is the body weight, and
Average Time is the averaging time, which is a normalization factor. While EPA focused
on the maximally exposed individual until 1992, since then it uses what it designates as
the high end exposure estimate, which is a “plausible estimate of the individual exposure
for those persons at the upper end of an exposure distribution” (EPA, 1992, p. 45).

The EPA risk assessments embody a variety of forms of conservatism. The analysis
uses high-end assumptions for each of the parameters in the numerator of the DOSE
calculation. The practical result is that EPA assessments of the magnitude of the risk are
often at or above the 99th percentile of what the actual value of the risk may be.29 For
example, if each of the parameters in the numerator of the DOSE calculation above are at
the 95th percentile of these distributions and if the distributions are independent, then the
chance that the risk is as great as the value EPA calculates is (.05)(.05)(.05) = 1.25 ×
10−4, which is far smaller than the 5 percent chance that any of the risk parameters in
the calculation are as great as EPA estimates.

Numerous other forms of conservatism bias are incorporated into the analysis. For
the animal studies used in calculating the dose-response rates, EPA relies on “long-
term animal studies showing the greatest sensitivity” (EPA, 1987, p. 1.8), rather than
average animal studies. The risk assessments also assume a level of exposure to the
chemical or hazard that is typically a high-end estimate, such as the 90th percentile of
the distribution. The default exposure amounts also tend to be at the 90th percentile, such
as less than 30 years of continuous exposure to soil ingestion at a hazardous waste site.
In some instances, the analysis incorporates 95th percentile values of these parameters.

Many empirical estimates have been developed of the effect of this cascading conser-
vatism.30 Some early studies, such as those by the Chemical Manufacturers Association
(1991) and the Michigan Manufacturers Association (1993) pegged the estimated risk
level as being greater than the 95th percentile of the risk distribution. Other Monte Carlo
studies, such as those by Cullen (1994) and Finley and Paustenbach (1994) estimated
that the EPA-estimated risk levels were greater than the 99th percentile of the risk distri-
bution and, in the case of groundwater contamination, beyond the 99.99th percentile of
the risk distribution. Similar results beyond the 99.99th percentile were found in a study
of assessments for 141 Superfund sites by Viscusi, Hamilton, and Dockins (1997). That
study addressed only the conservatism bias in the site-specific chemical values. Taking
into account the upward biases in the dose-response relationship would push the extent
of the conservatism bias even higher. The degree of bias varies depending on the policy

29 For documentation of this effect, see Hamilton and Viscusi (1999) and Viscusi, Hamilton, and Dockins
(1997).
30 Burmaster and Harris (1993) were among the first to explore cascading conservatism biases.
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context as well as on the chemical involved since increases in the number of species
tests raise the level of bias (see Nichols and Zeckhauser, 1986).

In terms of policy effects, the conservatism practices in many respects embody
the same types of influences captured by the Ellsberg Paradox. The government will
place greater emphasis on dimly understood risks, compared to mean risk levels. A
variety of critics, such as Nichols and Zeckhauser (1986), deplore this bias as dis-
torting policies away from an emphasis that would produce the greatest net expected
benefits. Defenders of conservatism, such as Finkel (1989), suggest that such conser-
vatism biases offset biases in the opposite direction, such as the neglect of synergistic
effects in risk assessments. However, no empirical evidence has appeared in the lit-
erature linking the extent of conservatism bias with the magnitude of any synergistic
effects.

The assumption for my discussion has been that the government should be risk-
neutral in assessing the expected benefits of regulations. This assumption does not
imply that risk attitudes of those being protected are assumed to reflect risk neutral-
ity or to have other properties that government entities might have. The value attached
to any given benefit outcome is the individual’s willingness to pay for the risk reduction,
including whatever values or risk aversion that these preferences may entail. What if,
however, a policy offers a 0.5 chance of preventing 10 cases of cancer and a 0.5 chance
of preventing 100 cases of cancer? Should that policy be viewed as being equivalent
to a policy that prevents 55 cases of cancer? These benefit assessments could differ if,
for example, clustered deaths are more highly valued than an equivalent total of indi-
vidual deaths, but recognizing the role of clustered deaths is a quite different matter
analytically than using upper bound estimates of each parameter when doing a risk as-
sessment.

The policy emphasis of these conservatism practices is to some extent similar in spirit
to the precautionary principle, which has played a prominent role in European regula-
tory policies. Interpretation of what is meant by the precautionary principle is not always
well defined, and this principle varies across countries, as analyzed by Gollier and Tre-
ich (2003) and by Löfstedt (2004). A common version of the precautionary principle
is that industry must show that a chemical is safe before it can be used. Thus, the ap-
proach is analogous to the tests the FDA imposes on new drugs in the U.S., which is
that they must meet tests of safety before the drug can be marketed.31 From a statistical
standpoint it is not feasible to prove that a chemical is safe, but based on tests of the
chemical it is possible for one not to reject the hypothesis that there is zero risk. As
a practical matter, the precautionary principle permits fewer risk tradeoffs than does a
policy based on a comparison of overall benefits and costs. Many European countries
are now shifting away from a precautionary principle approach to a broader regulatory
impact assessment that is similar in spirit to a benefit-cost test.32

31 Drugs must also meet tests of efficacy as well.
32 Löfstedt (2004) reviews the evolution of these policies in detail.
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6. Valuing the benefits of regulation

6.1. Risk valuation

From the normative standpoint of assessing economic benefits for government policy,
the task is to assess society’s total willingness to pay for the risk reduction. This for-
mulation is a natural approach for economists, since it follows the general principles
for benefit assessment for all government policy.33 Thus, to monetize the benefits from
reduced fatalities one could use the VSL estimates based on fatality risk-money trade-
offs. This approach was a departure from the approach taken in tort liability cases for
which the measure in cases of wrongful death is the present value of the decedent’s
lost earnings, net of consumption. Other factors such as noneconomic losses may enter
court awards as well, but for the most part compensation for injuries is structured to
serve an insurance function—to compensate the survivors after the fatality. In the case
of government regulation, there is no compensation provided, but instead the focus is
on striking the appropriate cost-risk tradeoff for purposes of risk reduction, which is a
quite different matter from compensation. Thus, the difference between the courts and
regulatory agencies in the approaches to valuing life stems more from the different ob-
jectives of these social institutions rather than any superiority of one measure versus
another.

Although the risk-money tradeoffs reflected in willingness to pay values for risk
reduction are the dominant approach in the literature, government agencies often de-
part from this approach by not examining total benefit values to society. Instead, the
emphasis may be narrower. Rather than assessing society’s willingness topay for risk
reductions affecting the total population, agencies usually use an individual risk ap-
proach. Thus, the key concern is whether any individual is exposed or hypothetically
might be exposed to a risk level exceeding some threshold, such as a lifetime cancer
risk of 1/100,000. Moreover, this hypothetical exposure could come from a quite dif-
ferent hypothetical use of the land. Justice Breyer (1993), for example, expressed his
incredulity that EPA wished to clean up a hazardous waste site so that it would be
safe enough for children to eat the dirt over 200 days per year instead of only just over
60 days per year. He was puzzled because the site was currently a swamp and there were
no dirt-eating children in sight. The vantage point adopted for the discussion here is an
assessment of society’s willingness to pay for risk reduction for the total population.

The appropriate methodology for conceptualizing risk reduction benefits can be illus-
trated using risks to life as the example.34 If a person is willing to pay $700 to eliminate
a mortality risk of 1/10,000, then the value of statistical life is $700/(1/10,000) =

33 Early articulations of how Schelling’s (1968) principles for private risk valuation could be extended to the
public domain were written by Mishan (1971) and Zeckhauser (1975).
34 For detailed reviews of this literature and an introduction to this topic, see Jones-Lee (1976, 1989), Smith
(1979a), and Viscusi (1992, 1998). International evidence appears in Kniesner and Leeth (1991). Viscusi and
Aldy (2003) provide the most recent review.
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$7 million. This value can then be used in benefit assessments and, in much the same
way, these values can be constructed for other risk reduction outcomes assuming that
the benefit transfer is warranted. Thus, the risk preferences, baseline risk levels, and
extent of the risk reduction should be similar, or the VSL levels should be adjusted ap-
propriately. Following the general principles of the public finance literature, one can
likewise develop willingness-to-pay values for benefit components other than mortality
risks. Such values are more appropriate than, for example, relying on medical expenses
alone to value risks of injury or using travel costs to value recreational benefits of envi-
ronmental amenities.

The willingness-to-pay values are for saving statistical lives, not identified lives for
which the risk of death is reduced from 1.0 to zero. Jenni and Loewenstein (1997) dis-
tinguish four aspects of contexts in which the victims are identifiable. First, the deaths
involve the certainty of death rather than variations in small probabilities of death.
Second, identifiable deaths are often vivid and highly publicized specific individuals,
generating substantial public concern. Third, the fraction of the reference group that
will be saved is much greater than in a typical risk regulation program, possibly as high
as 100 percent for an individual at risk. Fourth, in the case of identifiable victims, the
decision is made after the lottery has been run rather than before, making it an ex post
decision rather than an ex ante decision.

How we conceptualize benefit values also depends on the scope of the willingness-
to-pay measure. The appropriate benefit values for reducing risk are structured based on
the person’s willingness to pay for private benefits, but altruistic concerns may enter as
well. People may be willing to pay for risk reductions for others. How and whether such
valuations should enter depends on the source of the altruism. The model by Jones-Lee
(1991) indicates that safety-based altruism that is independent of utility levels should
be recognized as a legitimate benefit component.35

In the case of morbidity effects, much of the emphasis in the literature has been
on estimating the willingness to pay to reduce the risks of illness.36 The traditional
human capital approach sets the benefit value equal to the opportunity costs of being
sick plus the costs of mitigating behavior as reflected, for example, in medical expenses.
Expenditures on behavior directed at averting risks and the disutility of being sick must
also be included to have a comprehensive benefit measure. These various measures
of a willingness-to-pay approach are generally substitutes for human capital benefit
measures, not additive components. Other measures of morbidity risk benefits such as
those implied by wage-risk tradeoffs in the labor market and survey valuations may
produce comprehensive morbidity benefit values.37

35 Interestingly, a test of the Jones-Lee (1991) model by Johannesson, Johansson, and O’Conor (1996) failed
to show that respondents generally would pay a higher value for public safety than private safety improve-
ments.
36 Harrington and Portney (1987) and Freeman (1993) developed much of the underlying analysis for the
morbidity benefit estimation approach.
37 It is interesting to note that, while one might think that only men are exposed to job risks, women face
substantial injury risks as well and also exhibit wage-risk tradeoffs similar to men, as shown in Hersch (1998).
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Most quantified benefits of risk and environmental regulation are from studies of
mortality risk reduction, which in turn are usually based on labor market studies of the
value of statistical life. These have, of course, been efforts to impute the VSL for envi-
ronmental contexts by linking housing process to pollution levels, as in Portney (1981).
However, this literature is much less extensive and often involves stronger assumptions
in the construction of the risk variable than do labor market studies.38 Housing has been
a chief market context for analyzing price-fatality risk tradeoffs, but there have been
other product market analyses as well, especially automobiles.39

Suppose that w(p) represents the market offer curve of the highest wage rate available
to workers at any given mortality risk p. This curve is the outer envelope of firms’
isoprofit curves. Firms will offer a lower wage as the safety level increases since safety
improvements are costly, and the wage rate associated with greater safety levels must
be less to keep the firm on the same isoprofit curve.

Workers choose the point along this offer curve that provides them with the greatest
expected utility. Here we adopt a simplified version of the formulation above as utility
only depends on the worker’s wages and not also on assets and health expenditures.
Let the state-dependent utility function u(w) be the worker’s utility when healthy and
v(w) be the utility function when the worker is injured or the bequest function in the
case of fatality risks. As in the model in section 2, these utility functions have the usual
properties u(w) > v(w); u′(w), v′(w) > 0; and u′′(w) � 0, v′′(w) � 0. Note that
financial risk aversion is not required for workers to find risky jobs unattractive. For
any given wage rate, increasing the risk p is always undesirable since good health is
preferred to ill health.

The optimizing worker will pick the point off the market opportunities frontier that
provides the greatest expected utility. At this point the worker’s highest valued constant
expected utility locus will be tangent to the market offer curve, with the wage-risk trade-
off at this point of tangency being the worker’s value of statistical life. The wage-risk
tradeoff at this point is given by

(13)
∂w

∂p
= u(w) − v(w)

(1 − p)u′(w) + pv′(w)
,

which is a special case of the more general result in equations (3) and (4). Thus, the
implicit value of a statistical life equals the difference in utility levels between the
healthy state and the ill state divided by the expected marginal utility of income. One
can develop a similar analysis for other market-based tradeoffs, such as those involving

38 Viscusi and Aldy (2003) provide a review of many published housing price VSL studies, which use either
air pollution risks or hazardous waste risks in the analysis. An early study of VSL amounts implied by landfill
risks was Smith and Desvousges (1986). Responses to natural disasters have also been the subject of scrutiny,
as in Brookshire et al. (1985).
39 The first of many such studies showing that consumers pay more for safer cars was by Atkinson and
Halvorsen (1990).
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product choices or housing choices, where these VSL amounts will be the same as those
reflected in the labor market.

While these tradeoffs will be pertinent for small changes in the risks of death, they
will overstate the amounts that people are willing to pay for large improvements in
safety and will understate how much people must be compensated for large increases in
risk. The underlying influence responsible for this result is that there are wealth effects
with respect to people’s preferences with respect to changes in safety levels. Increases
in wealth will make people more reluctant to bear risk given the assumptions above.

Empirical implementation of this approach has consisted of hedonic wage and he-
donic price studies that trace out the locus of market equilibria consisting of a series
of observed wage–risk combinations observed in the market. Thus, the hedonic wage
equation does not trace out either the supply of workers to risky jobs or market offer
curves, but rather the joint influence of these two sides of the market or the locus of
observed market equilibria. The review by Smith (1979a), in particular, stresses this
distinction, which has played a prominent role in the literature.

The canonical hedonic wage equation is of the form

(14)ln wi = α +
n∑

j=1

βjxij + γpi + ui,

where pi is the fatality risk facing worker i, xij is a series of variables j pertaining to
the worker i’s personal characteristics and job, where these possibly include measures
of workers’ compensation and nonfatal injury risk, and ui is an error term. The median
value of the implicit value of life reflected in studies throughout the world of wage-risk
tradeoffs is $7 million.40

The VSL estimates may vary considerably based on the risk preferences of the work-
ers. The early estimates by Thaler and Rosen (1976) focused on workers facing risks
about an order of magnitude greater than the national average, leading to lower esti-
mated VSL levels than in other studies. This low VSL level is what one would expect if
workers who are more willing to bear risk sort themselves into the riskiest jobs.

More recent research has made an explicit attempt to examine the source of the het-
erogeneity in these values. Some relationships that have been borne out have not been of
central interest to policymakers. For example, cigarette smokers are more willing to in-
cur risks on the job, and people who use seatbelts regularly are less willing to bear such
risks, as shown in Hersch and Viscusi (1990), Hersch and Pickton (1995), and Viscusi
and Hersch (2001). Interestingly, these labor market estimates for wage-risk tradeoffs
are consistent with the patterns revealed by smokers’ decisions in the product market.
Ippolito and Ippolito (1984) find that smokers’ responses to new risk information im-
plies a VSL level that is below the typical labor market average.

Within the context of hedonic wage and price models there could be two sources
of individual differences. First, people may share the same offer curve w(p) but pick

40 A recent survey of this literature yielding this value is Viscusi and Aldy (2003).
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different points along it. For an offer curve of the usual assumed shape, wp > 0 and
wpp < 0, workers who chose lower levels of risk p will be on steeper portions of the
offer curve and will exhibit higher VSL amounts.

An alternative structure that alters the standard hedonic model is that workers may
face quite different offer curves and be settling into separate labor market equilibria. If
two groups of workers face identical offer curves, then the group incurring the greater
risk should receive greater wage compensation for risk. Let there be two groups of
workers i = 1, 2 who each face risk pi and earn wage wi(pi). Each worker would earn
the same amount for a zero-risk job, or wi(0) = 0. Suppose that p2 > p1 and that the
workers face the same offer curve, but that worker 2 receives a lower wage-rate. Then

(15)w2(p2) − w2(0) < w1(p1) − w1(0),

or, since w2(0) = w1(0),

(16)w2(p2) < w1(p1).

But under the assumption of identical offer curves,

(17)w2(p2) = w1(p2),

which leads to a contradiction of inequality (16).
This generalization of the standard hedonic model facilitates an interpretation of ob-

served empirical results. Smokers incur greater risks than nonsmokers, yet receive lower
premiums for risk. Similarly, black workers face larger risks than white workers but are
compensated less for these risks controlling for appropriate demographic factors and
job characteristics. These findings imply that smokers face different offer curves than
do nonsmokers, and black workers face different offer curves than white workers. In
the case of cigarette smokers, these workers incur greater risks for less hazard pay than
nonsmokers—a result that cannot occur if nonsmokers and smokers faced the same of-
fer curve. Rather, there are separate hedonic market equilibria for different labor market
groups. It is not yet clear how or whether this heterogeneity in market valuations for
risk should enter the policy debate.

A more controversial current policy issue pertains to the role of individual age. In par-
ticular, should reducing risks to the lives of older people be valued less than reducing
risks to the young? Older people have a lower quantity of expected remaining lifetime,
but that doesn’t necessarily imply that valuations peak at birth and decline steadily with
age. What matters is their willingness to pay for such risk reductions. The quality of life
at risk may also diminish with age, but an offsetting factor is that wealth may increase.
Some standardized measures of valuation assume that there is a diminution in the value
with age. The Disability-Adjusted Life Year (DALY) approach in the World Health Or-
ganization study reported by Murray and Lopez (1996) assumes that the value of life
years peaks in one’s twenties and declines thereafter. Similarly, straightforward adjust-
ments in the value of life based on remaining life expectancy or discounted expected
remaining years of life will also diminish the benefit values associated with reducing
risks to older people.
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This age-adjustment issue became a policy controversy in 2003 with respect to EPA’s
benefit assessments with respect to the Clear Skies initiative. Use of a lower benefit
value for the elderly became known as the “senior discount” or “seniors on sale, 37%
off” and was abandoned in policy calculations after substantial political outcry by senior
citizen groups, such as the AARP. However, if one were to use a uniform value of life
for all citizens, that would have the appearance of fairness in one sense but might also be
viewed as being unfair to the young, since each year of their life would receive a lower
value than each year of older citizens’ lives. Use of a constant value per year of life
has a fairness appeal that may be as great as using a uniform value for a statistical life.
Ultimately, the issue is one that is not a question of fairness or symmetry in valuation
but how the willingness to pay to reduce fatality risks varies with age.

From an economic theory standpoint, the value of statistical life should eventually
decline over the life cycle. Models such as those by Shepard and Zeckhauser (1984)
and Johansson (2002) have shown that if capital markets are imperfect, then the value
of life will rise and then fall over the life cycle.41 These models also demonstrate that the
value of statistical life at any given age is dependent on current and future consumption
levels. Because consumption rises then falls over the life cycle, one should expect a
similar temporal pattern in the variation of the value of statistical life with age.

The two approaches to estimating changes in values of statistical life have been to use
survey estimates of the willingness to pay for risk reduction and estimates derived from
market data to analyze changes in the implicit value of statistical life with age. The
willingness-to-pay survey study by Jones-Lee (1989) found a declining value of life
with age, whereas the more recent survey study by Krupnick et al. (2002) found a much
flatter relationship, though this study considered a narrower age band than did Jones-Lee
(1989). Many market-based studies of age-related variations in workers’ value of statis-
tical life showed a steadily declining relationship, but these early studies tended to use
average risk levels by industry, with no accounting for age variations in jobs.42 More re-
cent estimates using age-dependent risk measures43 and analyses that take into account
consumption variations over the life cycle44 each show that the value of statistical life
displays the inverted-U shaped pattern predicted by most theoretical analyses, but that
the decline in the value of life with age is not steep. Older workers are, for example,
much less willing to incur fatality risks than are workers in their early twenties.

To see how age-related difference in the value of life can affect benefit assessments
consider the different estimate of the mortality reduction benefits for the U.S. EPA Clear
Skies Initiative, which are reported in Table 1. Using a constant VSL of $6.1 million,
EPA found that the bulk of the estimated benefits of the policy are for senior citizens,
whether the analysis is based on long-term exposure or short-term exposure risk esti-
mates. If one applies the senior discount of 37 percent used in an illustrative analysis

41 Using a different framework, Rosen (1988) predicts that VSL will decline with age.
42 These studies are reviewed in Viscusi and Aldy (2003).
43 See Aldy and Viscusi (2004), which uses fatality risk and injury risk data by age.
44 Kniesner, Viscusi, and Ziliak (2006) incorporate consumption into the wage equations.
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Table 1
Age group effects on Clear Skies initiative benefits

Age group Reduced annual
fatalities in 2010

Benefits of reduced mortality
($ billions undiscounted)

Constant value
of life

Value with
senior adjusted

Base estimates—long-term exposure:
Adults, 18–64 1,900 11.6 11.6
Adults, 65 and older 6,000 36.6 23.1

Alternative estimate—short-term exposure:
Children, 0–17 30 0.2 0.2
Adults, 18–64 1,100 6.7 6.7
Adults, 65 and older 3,600 21.9 14.7

Note: The reduced annual fatalities figures are from the U.S. Environmental Protection Agency (2003), Ta-
ble 16. The 37 percent senior discount is from the U.S. Environmental Protection Agency (2002, p. 35), and
the $6.1 million figure per life is from the U.S. Environmental Protection Agency (2003, p. 26).

by EPA, estimated benefits drop by a bit less than that proportion given that most of the
mortality reduction benefits are concentrated among those age 65 and older. If, how-
ever, one uses VSL amounts that are reflective of the VSL levels based on one set of
estimates of age differences revealed through workers’ job choices, the estimated bene-
fits are roughly the same as in the case without age adjustments.45

6.2. Contingent valuation and survey methods

Reliance on market evidence for imputing private valuations is generally preferable to
willingness to pay survey questions when reliable market data are available. However,
there are many situations in which meaningful market estimates are not feasible. Per-
haps the chief example in which such survey methods are used is that for valuation of
the losses associated with natural resource damages, such as the harm caused to natural
resources. There are also other less dramatic contexts in which survey methods are used
to obtain benefit values. Obtaining survey estimates of society’s willingness to pay may
be the best available benefits approach to assess benefits such as improved visibility
at the Grand Canyon, the discomfort of respiratory illnesses, or the value of saving an
endangered species. Indeed, to the extent that there is a concern with non-use values or
passive use, then use of some kind to survey approach is the only viable technique for
deriving empirical estimates of the benefits.

45 These particular age variations in VSL are estimated by Kniesner, Viscusi, and Ziliak (2006) using a
hedonic wage model that incorporates life-cycle consumption patterns into the analyses.
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Survey techniques such as contingent valuation methods, stated preference meth-
ods, and conjoint analysis serve as the mechanism for obtaining such valuations. These
methods have been highly controversial, and in part because of this controversy, consid-
erable attention has been devoted to the development of criteria that reasonable surveys
should meet.46 Thus, while use of stated preference methods of various kinds may not
be preferable to market-based estimates when they are available, for many environmen-
tal benefits these approaches represent the only technique for developing meaningful
benefit estimates. While a comprehensive review of these issues would be quite lengthy,
there are several key concerns that must be addressed for such surveys to have validity.

Because these surveys ask people to engage in a hypothetical market transaction, the
respondent must understand the good being valued, and the payment mechanism must
be realistic. If people treat the survey questions as pertaining to hypothetical interview
money and do not recognize that there is a real economic opportunity cost, then valua-
tions will be too great.

A long-term concern in the economics literature has been that people might misrepre-
sent their preferences if a public good is being valued. Such strategic misrepresentation
has not proven to be a major problem and can be addressed by, for example, structuring
the survey in terms of votes on a referendum and imputing the tradeoff rates statisti-
cally using, for example, a random utility model. A more important practical problem
is demand effects, as highlighting an environmental amenity in the survey may make
respondents willing to have greater stated preferences for that good than if they took
into account possible alternative uses of these funds.

In an effort to address the potential biases of hypothetical choice contexts, researchers
also have devised a series of rationality tests that surveys should meet, many of which
mimic the usual economic criteria for rational consumer choice. Respondents’ willing-
ness to pay should increase with the amount of the good provided. Thus, policies that
reduce the risk of harm to a greater extent should be more highly valued.

In contrast, some surveys have shown that people are willing to pay the same amount
to save 100 birds as to save 10,000 birds.47 This lack of responsiveness to the amount of
environmental good may arise because people suffer from embedding effects.48 Thus,
respondents in each instance may view their response as simply a vote of support for
the environment more generally rather than distinguishing the quantity of the good.
A basic rationality test that should be met is that across subjects, willingness to pay
values should increase as the amount of the good provided increases. However, this
increase in valuations need not be linear, so that people shouldn’t necessarily value

46 For an introduction to many of the controversies surrounding contingent valuation, see Diamond and
Hausman (1994). Hanemann (1994) and Portney (1994) have a more positive view of developing contingent
valuation techniques to provide sound benefit estimates.
47 See Desvousges et al. (1993) for analysis of the insensitivity of valuations to the extent of environmental
improvement.
48 This term characterizing the limitation of contingent valuation studies was coined by Kahneman and
Knetsch (1992).
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saving 10,000 birds by 100 times more than they value saving 100 birds. There may
be a rapidly diminishing marginal willingness to pay that will generate similar values
from an accurate assessment of individual preferences. Another rationality check is that
for tests within subjects, the preferences should satisfy the usual economic rationality
criteria such as transitivity.

When there are multiple goods involved, there are rationality tests pertaining to the
scope of the good provided. If a policy saves birds and fish rather than fish alone, then
the willingness to pay for that policy should be greater. This test is simply the analog
of the test for single dimension goods in that people should prefer more of the good to
less.

In some instances researchers have used a currency other than dollars for the valua-
tion. Thus, for example, respondents might be asked to choose between a reduction of
risks of automobile accidents against reduced risks of cancer from environmental pol-
lution.49 Such tradeoffs can address the problems that might arise if people treat survey
interview money as having little value and may also be useful in enabling respondents to
compare two commodities that are both non-monetary and involve probabilistic goods.
These comparisons of two goods on the same nonmonetary dimension, such as com-
paring reductions in auto accidents to environmental improvements, can also overcome
respondents’ reluctance to monetize environmental goods. In addition, if the task re-
quires valuing small risks that would otherwise present risk denominators that were
difficult to process, such as a risk of 1/100,000, then these probability values could
be made comparable for the two risks being compared so as to reduce the cognitive
demands of the valuation task.

These methodologies remain in the developmental stage, though much progress has
been made since the contingent valuation debate was launched over a decade ago. No
general conclusions are possible regarding the validity of various stated preference ap-
proaches. However, it has become increasingly apparent that survey methods often can
serve a useful function for assessing many categories of benefits that have no market-
based valuations. In addition, even though the validity of these studies must be assessed
on a case by case basis, a series of validity tests has been developed that will provide a
degree of quality control.

Survey methods are especially useful when market-based estimates are either un-
available or unstable. Thus, these techniques have even proven useful in estimating VSL
levels, which is the context in which labor market estimates have been particularly well
developed. However, these estimates have not shown the same pattern of stability using
data from the U.K. The labor market studies for the U.K. have yielded wildly varying
estimates.50 As a result, policymakers assessing the benefits of transport safety policies
rely on survey values such as those elicited in the willingness to pay study of rail travel

49 Magat, Viscusi, and Huber (1996) use an automobile fatality accident risk metric to value fatal and nonfatal
cases of cancer.
50 These variations are surveyed in Viscusi and Aldy (2003).
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and auto travel undertaken by Jones-Lee (1989) and Jones-Lee, Hammerton, and Philips
(1985). The VSL estimates derived from these surveys are more in line with U.S. labor
market VSL amounts than are the U.K. labor market studies.51

7. Benefit-cost analysis

The economic efficiency test for regulations is that at the minimum the benefits exceed
the costs and that ideally one should maximize the spread between benefits and costs.52

Consider a mortality-reducing regulation that only has effects in the current period.
Let the cost of the regulation be c, the extent of the average mortality risk reduction
be s, the number of people affected be n, and the value of statistical life be v. Ideally,
the policy should maximize the spread between benefits and costs, or maximize the
difference snv − c. Regulators are seldom held to this standard, but instead must meet
the requirement that the benefits exceed the costs, or

(18)snv > c.

This seemingly innocuous test has a strong justification, but is not always compelling.
The caveats regarding benefit-cost tests in the public finance literature generally focus
on concerns relating to the Hicks–Kaldor compensation criteria, which are that the gain-
ers aren’t always compensating the losers, in which case the policy is not particularly
attractive to those whose welfare is reduced. The Hicks–Kaldor potential compensation
criterion is not as compelling as it would be if such compensation actually were paid.

The departures from the benefit-cost approach in the practice of risk regulation policy
are much more diverse. The transportation safety regulations are a notable exception in
that they meet a benefit-cost test. The benefit-cost test can be rewritten as

(19)s >
c

nv
,

or the risk reduction must exceed the policy cost divided by the population affected
multiplied by the value of statistical life. In contrast, risk policies are often governed by
the test

(20)s > s∗,

where s∗ is a critical risk probability triggering regulation. In the case of EPA hazardous
cleanup efforts, a value of s∗ above 1/10,000 makes cleanup mandatory, and a value of
s∗ such that 1/10,000 � s∗ � 1/100,000 puts cleanup in the discretionary range. Sites
posing lifetime risks to at least one current or hypothetical future citizen of magnitudes

51 They also yield results similar to those in U.S. survey studies, which are reviewed in Viscusi (1992).
52 Equity concerns often enter policy debates as well, especially with respect to environmental policies’
effects by race. See Hamilton (1995) for examination of these issues, as well as Hamilton and Viscusi (1999).
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below 1/100,000 are not cleaned up. Note that the population size n does not enter
consideration. Thus, policies are often based on criteria that are characterized as the
individual risk approach, in which risks to a single individual drive the policy decision.
In contrast, the more comprehensive benefit-cost test takes what has been termed the
population risk approach in which the number of people whose risks are being reduced
is of consequence.

The benefit-cost test can be rewritten in cost-effectiveness terms as

(21)
c

sn
< v,

or the cost per life saved is less than some critical value v. This formulation is useful
in characterizing the relative performance of regulations, as will be done below. It can
also be used in assessing regulatory performance in instances in which one is perhaps
reluctant to commit to a particular value of statistical life v.

Justice Breyer (1993) uses the approach of equation (21) in the following manner.
Efficient risk reduction will lead people to equate the cost per unit risk across different
areas of risk reduction activity. Support for a regulation that would impose an inordi-
nate cost per expected life saved, such as an inefficient asbestos regulation, could only
be justified if one were willing to spend an additional $20,000 on a car that was mar-
ginally safer. In effect, Breyer contrasts the risk-money tradeoff implied by inefficient
regulatory policies with hypothetical but realistic private choices to demonstrate their
undesirability.

This approach simply articulates the theoretical underpinnings of the market-based
methodologies used to estimate v. These values reflect the price-risk or wage-risk trade-
off estimates based on market decisions, thus establishing v empirically. Breyer instead
uses the same comparison implied by equation (21) above, except he does so by indi-
cating a government risk-cost tradeoff that dwarfs people’s sense of what v is in their
own decisions.

Once the element of multiple time periods is introduced, the benefit and cost com-
ponents can have a time dimension t . Letting r be the rate of discount, the policy
benefit-cost test for efforts that impose an initial cost c at time zero and generate a
benefit stream over time is

(22)c <

∞∑
t=0

ptntv

(1 + r)t
,

where the value of statistical life v does not vary over time though it could if there are,
for example, important income effects.

This condition can be rewritten in a form that provides a convenient index of policy
efficacy. In single period contexts the criterion for attractive policies is that the cost
per expected life saved be less than some critical value v. With multiple periods this
requirement is that the cost per discounted expected life saved be below the VSL, or

(23)
c∑∞

t=0
ptnt

(1+r)t

< v.
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In addition to the usual controversies over the appropriate rate of discount, there are
also debates over what the discount rate should be, particularly in the case of envi-
ronmental policies. Some analysts have suggested that there be no discounting at all for
environmental benefits. This practice is not only inconsistent with people’s revealed rate
of time preference in market decisions; it will also lead to anomalies. Any environmen-
tal damage that will be inflicted at a level of a dollar per year forever will swamp any
finite benefit estimate. Thus, there could never be a policy justification for making ex-
tinct a not particularly interesting plant species, because doing so would impose infinite
environmental costs, even if there were very large but finite benefits, such as completely
eradicating all current causes of premature mortality. In addition, in a world without
discounting, if the costs of the policy decrease over time due to technological progress,
it will always be desirable to postpone taking action, because the present value of costs
will be less if decisions are deferred, and the infinite benefit stream will be unaffected.

The discounting controversy that has achieved greater prominence pertains to the
treatment of future generations. Some observers, such as Revesz (1999), have suggested
that benefits to future generations not be discounted.53 What is meant operationally by
this proposal is unclear. Suppose that the current generation ends at time T and the
future generation begins at time T + 1. How is the value of T determined? Is it the
life expectancy of the average voter now alive, the life expectancy of the people now
being born, or some other value? Once T is determined, does a policy of not discounting
benefits to future generations imply that the policy criterion is

(24)c <

T∑
t=0

ptntv

(1 + r)t
+

∞∑
t=T +1

ptntv,

or

(25)c <

T∑
t=0

ptntv

(1 + r)t
+

∞∑
t=T +1

ptntv

(1 + r)T +1
?

In the former instance, the failure to discount benefits to future generations at all im-
plies that saving any expected lives in future generations receives a greater weight than
saving a life for the current generation for every period other than time zero. The sec-
ond formulation eliminates this problem by ending the discounting based on a discount
factor linked to a time T + 1. However, there remains the problem that permanent risk
reduction effects for future generations will receive an infinite value, thus swamping ef-
fects for the current generation. There will also be inequities within future generations
that will not be consistent with the policies they will select themselves. Thus, decision
makers at time T + 1 will discount benefits at time t ′ (t ′ > T + 1) by 1/(1 + r)t

′−T −1.

53 For a general treatment of the economics of discounting fatality risk benefits, see Cropper and Portney
(1990). Horowitz and Carson (1990) present empirical evidence on respondents’ willingness to discount sta-
tistical lives.
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However, if there is no discounting for future generations when decisions are made now,
this discount factor with respect to delays within the future generation will be 1.

Discounting also has come under fire with respect to discounting of physical units of
environmental amenities. However, what is being discounted is not the physical benefits
but rather society’s willingness to pay. Thus, it is entirely appropriate to calculate a cost
per discounted expected life saved as was done in equation (23) above and compare it
to the value of v.

Equivalently, one could convert the cost value to its terminal value at the time the
benefits are generated rather than discounting lives. Thus, if z is the expected number
of lives a policy costing c saves after a 10 year lag, one could calculate the cost per
discounted life saved as c/(z/(1 + r)10), or instead calculate the terminal value of the
cost, c(1+r)10 and divide that by the undiscounted value of z. In each case, the cost-risk
tradeoff value is c(1 + r)10/z.

Other standard controversies surrounding benefit-cost tests are that benefit values for
goods not traded in the market will be undervalued and costs will be overestimated.
The concerns about undervaluing environmental amenities and similar commodities
largely predate the development of survey valuation methods, which enable researchers
to develop benefit estimates that many view as too high rather than too low. The cost
underestimation issue is one of practical policy implementation and raises concerns as
to whether policymakers can learn from past biases in cost estimation, should they exist.
Companies, for example, have an incentive to overestimate compliance costs, but this
self-interest is known to government regulators.

The overall performance of regulations with respect to the cost per life saved is re-
flected in the statistics in Table 2. This table, which is based on the work of the Office
of Information and Regulatory Affairs at the U.S. Office of Management Budget, was
reported by Morrall (2003). The table draws on the results in Hahn, Lutter, and Viscusi
(2000), which presented estimates of the net costs per life saved, where the costs are net
of benefits other than the lives saved. Table 2 lists the opportunity cost per life saved for
a large series of major government risk and environmental regulations.

Such compilations of costs per life saved have become controversial in the past, in
part because the calculations sometimes have been misunderstood. Consequently, it is
worth emphasizing several aspects of the way in which this table is constructed. First,
the measure of regulatory efficacy is the opportunity cost per life saved. This figure
parallels the more conventional cost per statistical life saved calculation, except that
the opportunity cost of funds is brought to the future at a seven percent rate of interest
rather than discounting the number of lives saved back to the current period. As was in-
dicated in the discussion above regarding equation (23), this approach is mathematically
equivalent to a cost per discounted life saved approach.

The regulations that appear in Table 2 appear in order of the opportunity cost per
life saved. The most cost-effective regulations are at the top of the table, and the least
cost-effective regulations are at the bottom. In every instance, it should be emphasized
that the scale of the regulatory effort also is influential in affecting the total benefits
less costs of these efforts. Thus, the ranking is in terms of the rate at which benefits are
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Table 2
Opportunity costs per statistical life saved (OCSLS)

Regulation Year
issued

Agency OCSLS
(millions of
2002 $)

Childproof Lighters 1993 CPSC 0.1
Respiratory Protection 1998 OSHA-H 0.1
Logging Operations 1994 OSHA-S 0.1
Electrical Safety 1990 OSHA-S 0.1
Steering Column Protection 1967 NHTSA 0.2
Unvented Space Heaters 1980 CPSC 0.2
Safety Standards for Scaffolds 1996 OSHA-S 0.2
Cabin Fire Protection 1985 FAA 0.3
Trihalomethanes 1979 EPA 0.3
Organ Procurement Regulations 1998 HHS 0.3
AED on Large Planes 2001 FAA 0.3
Mammography Sts 1997 HHS 0.4
Food Labeling Regulations 1993 FDA 0.4
Stability & Control During Braking/Trucks 1995 NHTSA 0.4
Electrical Power Generation 1994 OSHA-S 0.4
Passive Restraints/Belts 1984 NHTSA 0.5
Fuel System Integrity 1975 NHTSA 0.5
Underground Construction 1983 OSHA-S 0.5
Head Impact Protection 1995 NHTSA 0.7
Alcohol & Drug Control 1985 FRA 0.9
Servicing Wheel Rims 1984 OSHA-S 0.9
Reflective Devices for Heavy Trucks 1999 NHTSA 0.9
Seat Cushion Flammability 1984 FAA 1.0
Side Impact & Autos 1990 NHTSA 1.1
Medical Devices 1996 FDA 1.1
Floor Emergency Lighting 1984 FAA 1.2
Crane Suspended Personnel Platform 1984 OSHA-S 1.5
Low-Altitude Windshear 1988 FAA 1.8
Electrical Equipment Sts./Metal Mines 1970 MSHA 1.9
Trenching and Excavation 1989 OSHA-S 2.1
Traffic Alert & Collision Avoidance 1988 FAA 2.1
Children’s Sleepwear Flammability 1973 CPSC 2.2
Side Doors 1970 NHTSA 2.2
Concrete & Masonry Construction 1985 OSHA-S 2.4
Confined Spaces 1993 OSHA-S 2.5
Hazard Communication 1983 OSHA-S 3.1
Child Restraints 1999 NHTSA 3.3
Benzene/Fugitive Emissions 1984 EPA 3.7
Rear/Up/Shoulder Belts/Autos 1989 NHTSA 4.4
Asbestos 1972 OSHA-H 5.5
EDB Drinking Water Sts. 1991 EPA 6.0
NOx SIP Call 1998 EPA 6.0
Benzene/Revised: Coke By Products 1988 EPA 6.4
Radionuclides/Uranium Mines 1984 EPA 6.9

(Continued on next page)
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Table 2
(Continued)

Regulation Year
issued

Agency OCSLS
(millions of
2002 $)

Roadway Worker Protection 1997 FRA 7.1
Grain Dust 1988 OSHA-S 11
Electrical Equipment Sts./Coal Mines 1970 MSHA 13
Methylene Chloride 1997 OSHA-H 13
Arsenic/Glass Paint 1986 EPA 19
Benzene 1987 OSHA-H 22
Arsenic/Copper Smelter 1986 EPA 27
Uranium Mill Tailings/Inactive 1983 EPA 28
Hazardous Wastes Listing for Petroleum Sludge 1990 EPA 29
Acrylonitrile 1978 OSHA-H 31
Benzene/Revised: Transfer Operations 1990 EPA 35
4.4 methylenedianiline 1992 OSHA-H 36
Coke Ovens 1976 OSHA-H 51
Nat. Primary and Secondary Drinking Water

Regulations Phase II 1991 EPA 50
Uranium Mill Tailings/Active 1983 EPA 53
Asbestos 1986 OSHA-H 66
Asbestos/Construction 1994 OSHA 71
Arsenic 1978 OSHA-H 77
Asbestos Ban 1989 EPA 78
Ethylene Oxide 1984 OSHA-H 80
Lockout/Tagout 1989 OSHA-S 98
Hazardous Waste Management/Wood Products 1990 EPA 140
DES (Cattlefeed) 1979 FDA 170
Benzene/Revised: Waste Operations 1990 EPA 180
Sewage Sludge Disposal 1993 EPA 530
Land Disposal Restrictions 1990 EPA 530
Hazardous Waste: Solids Dioxin 1986 EPA 560
Prohibit Land Disposal 1988 EPA 1,100
Land Disposal Restrictions/Phase II 1994 EPA 2,600
Drinking Water: Phase II 1992 EPA 19,000
Formaldehyde 1987 OSHA-H 78,000
Solid Waste Disposal Facility Criteria 1991 EPA 100,000

Source: Morrall (2003). S = safety regulation, H = health regulation.

generated relative to the cost, but are not necessarily in order of the overall net benefits
to society.

In an earlier version of this table prepared by Morrall (1986), the table listed final,
proposed, and rejected rules, and indicated on the table the status of each rule. The
tabulation in Table 2 of 76 regulations focuses only on final regulations and does not
include rejected or proposed regulations.
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What is perhaps most striking about this table is the difference across agencies in the
relative cost-effectiveness of their efforts. For agencies within the U.S. Department of
Transportation—the Federal Aviation Administration (FAA) and the National Highway
Traffic Safety Administration (NHTSA)—all regulatory proposals meet a benefit-cost
test in that none of them imposes an opportunity cost per life saved in excess of $4.4 mil-
lion. In contrast, many of the regulations at the bottom of the table impose inordinately
high costs per life saved. This distribution is largely attributable to the difference in the
agencies’ legislative mandates, as the requirements for EPA, OSHA, and FDA policies
are often in terms of promoting health and safety alone, without requirements that the
cost be considered, and in some cases with requirements that cost not be considered.

While the legislative mandates are often structured quite narrowly, agencies may of-
ten interpret them in a more flexible manner. There may be some informal balancing
of costs and benefits under different guises, such as a stated desire not to cause adverse
effects on employment. The EPA pesticide regulation program strikes such a balance
despite more uncompromising stated policy objectives, though Cropper et al. (1992)
estimated that the cost per case of cancer avoided by this program had a value of $35
million, which is still quite high.

Suppose for concreteness we take the $7 million value per statistical life as the rea-
sonable reference point for efficient levels of expenditure on saving statistical lives.
Using that benchmark, the regulations that pass a benefit-cost test end with the radionu-
clides/uranium mines regulation, and the group of regulations that fail a benefit-cost test
begins with the roadway worker protection regulations. There are many regulations on
the table that cost in excess of $140 million per statistical life saved. The most expen-
sive regulation listed is the EPA solid waste disposal facility criteria, which cost $100
billion per statistical life saved. The total budget for such regulations is of course less
than $100 billion, as astronomical cost per life saved figures such as this emerge when
dividing reasonably substantial cost amounts by very small mortality risk reductions.

The differences in the efficacy of government regulation are embodied in what Breyer
(1993) popularized as the 90-10 Principle. This hypothesis is that society spends 90
percent of its costs to address the last 10 percent of the risk. Put somewhat differently,
the first 10 percent of the costs will eliminate 90 percent of the risk. While this principle
of decreasing marginal efficacy of regulatory costs is impressionistic and not based on
empirical evidence, it is consistent with the widely differing cost-effectiveness of risk
regulation policies. Thus, reallocations of expenditures toward policies at the top of
Table 2 would save more lives at considerably less cost.54

From the standpoint of using society’s resources in the most cost-effective way to
save lives, uses of the funds in contexts other than those involving government regula-
tion might provide a higher return in expected lives saved per dollar expended. Tengs

54 Similarly, targeted allocations within programs would have the same benefits. Hamilton and Viscusi (1999)
show for a large sample of Superfund sites that 10 percent of the expenditures would eliminate over 99 percent
of the cancer risk.
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et al. (1995) present an inventory of hundreds of estimates of costs per life saved from
medical contexts. Analyses of these interventions may not be comparable to the regu-
latory assessments by Morrall (1986, 2003), who maintains consistent assumptions so
that costs per life saved are comparable across regulations. Nevertheless, the Tengs et
al. (1995) compilation highlights the often dramatic cost beneficial character of much
medical care. Childhood immunizations, for example, are extremely valuable in terms
of being a low cost mechanism for saving lives.

8. Risk-risk analysis

The existence of tradeoffs involving different kinds of risks frequently arises in regu-
latory situations. Perhaps the classic example is that involving FDA approvals for new
prescription drugs, which focuses on the safety and efficacy of new drugs. The agency
must balance two different kinds of health risks. FDA may reject a drug that is safe and
effective, thus committing a Type I error. Alternatively, there is the risk that the agency
will approve a drug that is not safe and effective and may in fact be dangerous, thus com-
mitting a Type II error. Note that both Type I errors and Type II errors impose health
costs on the population. However, the risks differ in character. Type II risks are errors
of commission and Type I errors are errors of omission. Because blame and adverse
repercussions for the agency are generally higher for Type II errors, FDA places greater
weight on these errors. From an economic efficiency standpoint, the risks should be
treated symmetrically. The existence of such risk-risk tradeoffs is not restricted to FDA
approvals but arises in a wide variety of regulatory situations.

8.1. Health effects

The existence of regulations that impose extremely large costs per life saved not only is
a waste of economic resources, but also may harm individual health. A major empirical
pattern that has been extremely well-documented is that greater affluence increases life
expectancy and other measures of health status. Thus, to the extent that government
regulations impose costs that divert funds away from expenditures that could have been
made for health-enhancing commodities, such as better health care and safer products,
pursuing such regulatory policies may have a counterproductive effect on overall health.

Some early estimates of this linkage focus on simple regression models linking in-
come with mortality, yielding estimates that the level of income loss that would be
sufficient to lead to the loss of one statistical life is under $10 million. Results such as
these were cited by Judge Stephen Williams in suggesting that OSHA regulations may
be inefficient and may be counterproductive in terms of their effect on health.55 Results

55 See International Union, UAW v. OSHA, 938 F2d 1310 (DC Cir 1991) at 1326 (Williams concurring). The
U.S. General Accounting Office (1992) also examined the policy implications of risk-risk analysis for OSHA
rulemaking. Other early treatments of these issues include Keeney (1990); Graham, Hung-Chang, and Evans
(1992); Lutter and Morrall (1994); and Viscusi (1994).
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of such studies linking mortality to health status are complicated by the fact that the
relationship is two-directional, as better health status also affects one’s earnings. More-
over, the estimates of the income loss that would lead to the loss of one statistical life
using this methodology were very close to estimates of the value of saving a statistical
life, so that an expenditure of $7 million to save a statistical life would be almost en-
tirely counterproductive in that this risk reduction expenditure would lead to a diversion
of resources from a bundle of consumer expenditures that otherwise would have saved
almost one statistical life.56 Early estimates, such as those by Keeney (1990), tended
to be low. A major difficulty has been controlling for the simultaneity of income and
health. This was done by Chapman and Hariharan (1994).

The various approaches to estimating risk-risk tradeoffs can be reconciled by for-
malizing the theoretical linkage between the value of statistical life from the standpoint
of saving lives as well as the level of income loss that leads to the loss of a statistical
life. Even if the regulation does not pass a benefit-cost test, at the very minimum it
should enhance safety or lead to �π > 0 in terms of our earlier notation in which π

is the probability of survival. The components of �π consist of the marginal effect of
regulation-induced safety level effects �s on the value of π , the marginal effect of �s

in decreasing health investments, and the effect of the financial cost �y of regulation
on risk due to the positive income elasticity of demand for health-related expenditures.
The condition that regulations promote safety is that

(26)�π = ∂π

∂s
�s + ∂π∂h

∂h∂s
�s + ∂π∂h

∂h∂y
�y > 0.

After some manipulation of equation (26), it can be shown that government regula-
tions will have a net risk-reducing effect on the risk level if

Average Regulatory Cost per Life Saved

(27)< (Marginal Value of Life)/( Marginal Propensity to Spend on Health).

The key concern is consequently what the magnitude of the term on the right side
of this inequality is. Clearly the average regulatory cost per life saved that could be
expended before regulations become counterproductive is quite closely linked to the
value of statistical life. The critical cutoff for cost-effective regulations is the value of
statistical life divided by the marginal propensity to spend on health. If the calculation
includes only favorable health expenditures that are mortality-reducing in calculations
pertaining to this denominator, as in Viscusi (1994, 1998), the level of expenditure of
regulations before these efforts become counterproductive is estimated to be $70 million
if the value of statistical life is $7 million. However, if this calculation also recognizes

56 These estimates for the U.S. are similar in magnitude to those found for Sweden by Gerdtham and Jo-
hanneson (2002), whose risk-risk analysis estimated that the income loss that would lead to the loss of one
statistical life ranged from $6.8 million to $9.8 million.
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the income relatedness of expenditures that harm individual health, such as those per-
taining to smoking, drinking, and lack of exercise, as in Lutter, Morrall, and Viscusi
(1999), then the level of expenditures before regulations become counterproductive is a
cutoff level under $30 million. Thus, for this cutoff level, all regulations at or below the
asbestos/construction regulation appearing in Table 2 combine a low level of expendi-
ture with such a modest direct safety enhancing effect that on balance these regulations
are harming individual health rather than benefiting health. Considering a set of reg-
ulations similar to those in Table 2, Hahn, Lutter, and Viscusi (2000) present a set of
estimates of the net effects of regulations on risk levels that reflect the risk-risk tradeoffs
involved.

The use of protective equipment, such as seatbelts, reduces the risk to the wearer, thus
providing potentially valuable private benefits. Blomquist (1979) uses evidence from
the tradeoff users of seatbelts made between disutility (time and discomfort) and safety
to derive an estimate of VSL in this context that is not unlike labor market estimates.
From a policy standpoint, Arnould and Grabowski (1981) estimate that the private risk
reduction benefits from seatbelts offset the costs so that failure to buckle up represents
a market failure. Indeed, recent estimates by Levitt and Porter (2001) indicate that seat-
belts save lives at a cost of $30,000 per statistical life as compared to $1.8 million for
air bags.

Such estimates take into account only the risk reduction aspect of seatbelts and ignore
potentially offsetting behavioral consequences. Safety regulations may also not have
their intended effects if people reduce their precautionary behavior in response to the
regulation. Thus, there may be a moral hazard problem with respect to regulations that
enhance the safety level associated with any particular level of precautionary behavior.

Two different mechanisms for such a response have been distinguished in the liter-
ature. In his analysis of individual responses to seatbelt regulations, Peltzman (1975)
hypothesized that the effect of seatbelts in reducing the risk level would be to diminish
the level of care taken by drivers, thus dampening and possibly eliminating the safety
reduction benefits of seatbelts. In Viscusi (1984, 1992) the hypothetical mechanism in-
fluencing the performance of safety caps stemmed from a misperception of the extent
to which safety devices were protective. Thus, if people believe that safety caps on
medicine made these products childproof rather than simply more difficult to open, they
would become more lax about the extent of safety precautions than they would be had
they been aware of the actual level of risk reduction produced by safety caps.

We can illustrate these relationships with a simple model. Let f be the stringency of
the government policy as reflected in the technological safety-related requirements. The
other determinant of the accident risk is the individual’s safety-related effort e. Thus,
we have an overall accident risk probability function p(e, f ), where higher levels of
both e and f reduce the accident risk but at a diminishing rate. If an injury occurs,
the accident imposes a monetary equivalent loss of z. Taking safety precautions does,
however, impose a cost on the individual given by v(e), where both v′, v′′ > 0. The
individual in this model, in which effort and harm have monetary equivalents, has an
income level of y. Suppose that the government’s choice of the regulatory stringency f
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is given, and that the individual chooses the level of safety-related effort e to

(28)Max
e

Z = [1 − p(e, f )][I − v(e)] + p(e, f )[I − v(e) − z],
or

(29)Max
e

Z = I − v(e) − p(e, f )z,

leading to the first-order condition

(30)−pez = ve.

The marginal reduction of the loss due to extra safety-related effort is equated to the
marginal disutility of effort.

If the stringency of government regulation is increased, the safety-related effort will
decline, or

(31)
de

df
= −pef z

peez + vee

< 0,

if we assume that pef > 0 as in previous analyses of this issue.
The extent of the behavioral response is an empirical issue. On a theoretical basis the

level of precautions should decrease, but whether the offsetting behavior will lead risk
levels to be greater than would prevail had there been no regulation can only occur if one
imposes strong restrictions on functional forms. If, however, people overestimate the
efficacy of the regulatory policy s, then there is greater potential for a counterproductive
effect.

Empirical evidence for the consequence of seatbelt regulation has not been con-
clusive. The effect of seatbelt regulations has been controversial, as Peltzman (1975)
found that there was no evidence that the advent of seatbelts had a beneficial effect
on safety. Similarly, a comprehensive review of the evidence and new empirical work
by Blomquist (1988, 1991) found that use of seatbelts led to increased deaths among
motorcyclists and pedestrians, which is consistent with the behavioral response model
in which drivers increase their driving speed if they are protected by seatbelts. Keeler
(1994) found that urban speed limits reduced fatalities, but rural speed limits did not,
which he hypothesized might be the result of offsetting behavior. More recent evidence
by Cohen and Einav (2003), however, failed to find evidence of the offsetting behav-
ior.57

The empirical evidence regarding the effect of safety caps on child poisoning is more
clear-cut, largely because it derives from a situation in which people erroneously believe
that the safety devices are more effective than they actually are. The majority of aspirin
child poisonings have been from safety-capped bottles even to a greater extent than
would be predicted by the safety cap share of aspirin sales. Related products, such as
acetaminophen, exhibited an increase in risk levels once safety caps were introduced
as consumers apparently became more lax about the need to be more protective about
medicines generally.

57 For additional evidence along these lines that is more supportive of seatbelts, see Crandall et al. (1986).



Ch. 9: Regulation of Health, Safety, and Environmental Risks 637

9. The enforcement and performance of government regulations

The efficacy of government regulations in enhancing health and safety is reflected to
a large extent in the cost-effectiveness statistics presented in Table 2. There have been
considerable expenditures made that were expected to have modest effects on risk re-
duction under three key assumptions. First, the analyses assume that there will be no
offsetting behavioral responses that diminish the assumed efficacy of the health and
safety standards. Thus, drivers for example do not become riskier in their driving habits
if they use seatbelts. Second, the risk-risk effects that arise from the fact that regula-
tory expenditures divert our resources from other health enhancing expenditures are not
taken into account. Third, the analyses assume that there will be full compliance with
the regulatory standard. With regulations that have substantial costs of compliance, it is
by no means ensured that firms will make the requisite expenditures to achieve compli-
ance.

Because enforcement efforts are costly, it is not generally socially optimal to have
enforcement efforts that induce full compliance. The economic theory of enforcement
began with the analysis of criminal behavior by Becker (1968) and continued with a se-
ries of papers by Polinsky and Shavell (1979, 1992, 1994) and others. As an illustration
of the pertinence of the economic analysis of enforcement to regulatory contexts, con-
sider the work by Cohen (1987, 1992), who develops models of optimal enforcement
activity that demonstrate the tradeoffs involved for environmental policy. The social
welfare maximizing government agency in the Cohen (1987) model minimizes total
social costs, which include environmental damages, cleanup or recovery costs, private-
resource costs, preventive expenditures, monitoring expenses, and detection expenses.
The optimizing regulator will set the penalty function to induce the socially optimal
level of safety. With perfect enforcement, the expected penalty equals the expected en-
vironmental damage plus cleanup cost. However, the probability of detection is not 1.0
because monitoring and detection will not be perfect given the costs associated with
enforcement, so that the penalty should be increased accordingly to provide appropriate
incentives.

In practice, non-complying firms often face very low regulatory penalties coupled
with a small probability of detection. To examine the firm’s incentives for compliance,
consider a model for analyzing whether firms comply with regulations follows the same
general approach as economic models of crime. Risk-neutral firms will choose to com-
ply with the regulation if the costs of compliance are less than the expected costs of
noncompliance, or

Costs of Compliance < Probability of Inspection

(32)× Number of Violations per Inspection × Penalty per Violation.

Whether firms find it desirable to comply with a regulation depends not just on com-
pliance costs, which tend to be high, but also on the regulatory enforcement approach,
which varies considerably by agency. The Occupational Safety and Health Adminis-
tration (OSHA) has received the most attention for inadequate compliance with its
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regulations as the probability of inspection for any given firm is under 1/100 annu-
ally. If the firm is inspected, the inspectors generally identify a few violations and
impose penalties that are dwarfed by market incentives for safety. The inspection strat-
egy for EPA water pollution regulations requires annual inspections as well as the filing
of monthly discharge monitoring reports, leading to much greater incentives for com-
pliance. In the case of mass marketed consumer products, such as lawn mowers and
prescription drugs, compliance is readily monitorable.

The performance of regulatory policies has varied substantially due to differences
in the efficacy of the different approaches as well as differences in enforcement. Sev-
eral studies have estimated effects of the broadly based OSHA inspections on safety,
which were found to be zero or small in most studies.58 When these inspections are
targeted strategically by the agency, the performance may fare better. Inspections that
are undertaken only after the agency inspects the on-site incident records have led to
lower reported injury rate levels.59 EPA water pollution standards have had a much bet-
ter track record, as has the EPA phasedown of lead in gasoline. The lead phasedown
regulation is particularly noteworthy in that it is a success story in terms of having costs
below the economic benefits. In other instances, such as seatbelt regulations and safety
caps, the behavioral response to regulations has muted or offset the beneficial effect of
the safety-enhancing technology.

10. Conclusion

Economics plays a central role in the analysis and development of risk and environ-
mental regulations. The sources of market failure in this arena provide the impetus for
an active role of regulatory policy. The economics literature on informational failures,
externalities, and irrational choice often use risk and environmental contexts as the par-
adigmatic examples of these market failures.

An economic analysis of the regulatory policy is a required component of the pol-
icy development process in the U.S., and preparation of regulatory impact analyses for
prospective regulations is increasingly becoming the norm throughout the world. While
economic assessments of benefits and costs may inform regulatory policy decisions,
the restrictive legislative mandates of regulatory agencies often require that the agency
adopt objectives other than a comprehensive balancing of benefits and costs.

Economic analysis of regulations has proven to be important both before and after
the regulations are issued. The regulatory impact analyses of prospective regulations
provide an evaluation of regulatory costs and benefits that serves as the main basis

58 See Viscusi (1992) and Smith (1979b), among others, who show zero or small effects of OSHA inspections.
Scholz and Gray (1990) report greater effects as, for example, there will be a one percent reduction in injury
risks for a ten percent increase in enforcement.
59 Ruser and Smith (1988) provide a detailed analysis of these records-check inspections and their effect on
published injury rates.



Ch. 9: Regulation of Health, Safety, and Environmental Risks 639

for regulatory policy debates and internal administrative review. Analyses of the com-
parative cost-effectiveness of regulatory policies have highlighted possible regulatory
imbalances and have indicated how benefits to society could be increased at less cost.
Ex post economic analyses of regulatory performance have served a variety of func-
tions, such as highlighting potential inadequacies in enforcement, as well as providing
empirical evidence of the extent of behavioral response to regulatory policies.

Often the stated policy concerns are not with respect to an economic efficiency objec-
tive but a commitment to improve the environment, make workplaces safe, or promote
the safety and efficacy of prescription drugs. Even if the concern is with risk reduction
alone, economic analysis provides numerous insights. The performance of the regu-
latory policy will hinge on the incentives these policies create, both with respect to
incentives for regulatory compliance as well as incentives for individuals to under-
take risky behaviors that may diminish regulatory effectiveness. Economic studies of
risk-risk tradeoffs have also demonstrated that there may be important health-related
opportunity costs that may be consequential even if the concern is with risk reduction
irrespective of cost.

Acknowledgements

This research is supported by the Harvard Olin Center for Law, Economics and Busi-
ness. Rob Stavins provided excellent detailed comments on a draft of this paper.

References

Adler, R., Pittle, D. (1984). “Cajolery and Command: Are Education Campaigns an Adequate Substitute for
Regulation?” Yale Journal of Regulation 2, 159–194.

Aldy, J., Viscusi, W.K. (2004). “Age Variations in Workers’ Value of Statistical Life”. NBER Working Paper,
No. w10199. Internet: http://www.nber.org/papers/w10199.

American Law Institute (1991). Enterprise Responsibility for Personal Injury—Reporters’ Study. American
Lung Institute, Philadelphia.

Ames, B.N., Gold, L.S. (1990). “Chemical Carcinogenesis: Too Many Rodent Carcinogens”. Proceedings of
the National Academy of Sciences, USA 87, 7772–7776.

Ames, B.N., Profet, M., Gold, L.S. (1990). “Nature’s Chemicals and Synthetic Chemicals: Comparative Tox-
icology”. Proceedings of the National Academy of Sciences, USA 87, 7777–7781.

Arnould, R.J., Grabowski, H. (1981). “Auto Safety Regulation: An Analysis of Market Failure”. Bell Journal
of Economics 12 (1), 27–48.

Atkinson, S.E., Halvorsen, R. (1990). “The Valuation of Risks to Life: Evidence from the Market for Auto-
mobiles”. Review of Economics and Statistics 72 (1), 133–136.

Becker, G.S. (1968). “Crime and Punishment: An Economic Approach”. Journal of Political Economy 76 (2),
169–217.

Becker, G.S., Grossman, M., Murphy, K.M. (1994). “An Empirical Analysis of Cigarette Addiction”. Ameri-
can Economic Review 84, 396–418.

Becker, G.S., Murphy, K.M. (1988). “A Theory of Rational Addiction”. Journal of Political Economy 96,
675–700.



640 W.K. Viscusi

Bernheim, B.D., Rangel, A. (2004). “Addiction and Cue-Triggered Decision Processes”. American Economic
Review 94 (5), 1558–1590.

Bettman, J.R., Payne, J.W., Staelin, R. (1987). “Cognitive Considerations in Presenting Risk Information”.
In: Viscusi, W.K., Magat, W.A. (Eds.), Learning about Risk: Consumer and Worker Responses to Hazard
Information. Harvard University Press, Cambridge, MA.

Blomquist, G.C. (1979). “Value of Life Saving: Implications of Consumption Activity”. Journal of Political
Economy 87 (3), 540–558.

Blomquist, G.C. (1988). The Regulation of Motor Vehicle and Traffic Safety. Kluwer Academic Publishers,
Boston.

Blomquist, G.C. (1991). “Motorist Use of Safety Equipment: Expected Benefits or Risk Incompetence”. Jour-
nal of Risk and Uncertainty 4 (2), 135–152.

Breyer, S. (1993). Breaking the Vicious Circle: Toward Effective Risk Regulation. Harvard University Press,
Cambridge, MA.

Brookshire, D.S., Thayer, M.A., Tschirhart, J., Schulze, W.D. (1985). “A Test of the Expected Utility Model:
Evidence from Earthquake Risks”. Journal of Political Economy 93 (2), 369–389.

Burmaster, D.E., Harris, R.N. (1993). “The Magnitude of Compounding Conservatism in Superfund Risk
Assessments”. Risk Analysis 13 (2), 131–134.

Camerer, C.F., Kunreuther, H. (1989). “Decision Processes for Low Probability Events: Policy Implications”.
Journal of Policy Analysis and Management 8 (4), 565–592.

Camerer, C.F., Weber, M. (1992). “Recent Developments in Modeling Preferences: Uncertainty and Ambigu-
ity”. Journal of Risk and Uncertainty 5, 325–370.

Chapman, K.S., Hariharan, G. (1994). “Controlling for Causality in the Link from Income to Mortality”.
Journal of Risk and Uncertainty 8 (1), 85–93.

Chemical Manufacturers Association, (1991). “Analysis of the Impact of Exposure Assumptions on Risk
Assessment of Chemicals in the Environment”. Prepared by Risk Focus, Versar, Inc.

Cohen, A., Einav, L. (2003). “The Effects of Mandatory Seat Belt Laws on Driving Behavior and Traffic
Fatalities”. The Review of Economics and Statistics 85 (4), 828–843.

Cohen, M.A. (1986). “The Costs and Benefits of Oil Spill Prevention and Enforcement”. Journal of Environ-
mental Economics and Management 13, 167–188.

Cohen, M.A. (1987). “Optimal Enforcement Strategy to Prevent Oil Spills: An Application of a Principal-
Agent Model with Moral Hazard”. Journal of Law and Economics 30, 23–51.

Cohen, M.A. (1992). “Environmental Crime and Punishment: Legal/Economic Theory and Empirical Evi-
dence of Enforcement of Federal Environmental Statutes”. The Journal of Criminal Law and Criminol-
ogy 82 (4), 1054–1108.

Crandall, R.W., Gruenspecht, H.K., Keeler, T.E., Lave, L.B. (1986). Regulating the Automobile. Brookings
Institute, Washington.

Cropper, M.L., Evans, W.N., Berardi, S.J., Ducla-Soares, M.M., Portney, P.R. (1992). “The Determinants of
Pesticide Regulation: A Statistical Analysis of EPA Decision Making”. Journal of Political Economy 100
(1), 175–197.

Cropper, M.L., Portney, P.R. (1990). “Discounting and the Evaluation of Lifesaving Programs”. Journal of
Risk and Uncertainty 3 (4), 369–379.

Cullen, A.C. (1994). “Measures of Compounding Conservatism in Probabilistic Risk Assessment”. Risk
Analysis 14 (4), 389–393.

Desvousges, W., et al. (1993). “Measuring Natural Resource Damages with Contingent Valuation: Tests of
Validity and Reliability”. In: Hausman, J. (Ed.), Contingent Valuation: A Critical Assessment. North Hol-
land Press, Amsterdam, pp. 91–164.

Diamond, P.A., Hausman, J.A. (1994). “Contingent Valuation: Is Some Number Better than No Number?”
Journal of Economic Perspectives 8 (4), 45–64.

Ellsberg, D. (1961). “Risk, Ambiguity, and the Savage Axioms”. Quarterly Journal of Economics 75, 643–
669.

European Commission (1996). Technical Guidance Document in Support of Commission Directive
93/67/EEC on Risk Assessment for New Notified Substances and Commission Regulation No. 1488/94 on



Ch. 9: Regulation of Health, Safety, and Environmental Risks 641

Risk Assessment for Existing Substances. Office for Official Publications of the European Communities,
Luxembourg.

Finkel, A.M. (1989). “Is Risk Assessment Really Too Conservative?”. Columbia Journal of Environmental
Law 14, 427–467.

Finley, B., Paustenbach, D. (1994). “The Benefits of Probabilistic Exposure Assessment: Three Case Studies
Involving Contaminated Air, Water, and Soil”. Risk Analysis 14 (1), 53–73.

Fischhoff, B., Lichtenstein, S., Slovic, P., Derby, S.L., Keeney, R. (1981). Acceptable Risk. Cambridge Uni-
versity Press, Cambridge, U.K.

Freeman, A.M. III (1993). The Measurement of Environmental and Resource Values. Resources for the
Future, Washington.

Freeman, A.M. III (2002). “Environmental Policy Since Earth Day I: What Have We Gained?”. The Journal
of Economic Perspectives 16 (1), 125–146.

Gayer, T. (2004). “The Fatality Risks of Sport-Utility Vehicles, Vans, and Pickups Relative to Cars”. Journal
of Risk and Uncertainty 28 (2), 103–133.

Gerdtham, U.-G., Johanneson, M. (2002). “Do Life-Saving Regulations Save Lives?”. Journal of Risk and
Uncertainty 24 (3), 231–249.

Gollier, C., Treich, N. (2003). “Decision-Making Under Scientific Uncertainty: The Economics of the Pre-
cautionary Principle”. Journal of Risk and Uncertainty 27 (1), 77–103.

Graham, J., Hung-Chang, B., Evans, J.S. (1992). “Poorer is Riskier”. Risk Analysis 12 (3), 333–337.
Gruber, J., Köszegi, B. (2001). “Is Addiction ‘Rational’? Theory and Evidence”. Quarterly Journal of Eco-

nomics 116 (4), 1261–1303.
Hahn, R.W., Lutter, R.W., Viscusi, W.K. (2000). Do Federal Regulations Reduce Mortality? AEI-Brookings

Joint Center for Regulatory Studies, Washington.
Hanemann, W.M. (1994). “Valuing the Environment Through Contingent Valuation”. Journal of Economic

Perspectives 8 (4), 19–43.
Hamilton, J.T. (1995). “Testing for Environmental Racism: Prejudice, Profits, Political Power?” Journal of

Policy Analysis and Management 14 (1), 107–132.
Hamilton, J.T., Viscusi, W.K. (1999). Calculating Risks?: The Spatial and Political Dimensions of Hazardous

Waste Policy. MIT Press, Cambridge, MA.
Harrington, W., Portney, P.R. (1987). “Valuing the Benefits of Health and Safety Regulations”. Journal of

Urban Economics 22 (1), 101–112.
Hersch, J. (1998). “Compensating Differentials for Gender-Specific Job Injury Risks”. American Economic

Review 88 (3), 598–607.
Hersch, J. (2002). “Breast Implants: Regulation, Litigation, and Science”. In: Viscusi, W.K. (Ed.), Regulation

through Litigation. AEI-Brookings Joint Center for Regulatory Studies, Washington, pp. 142–177.
Hersch, J., Pickton, T.S. (1995). “Risk-Taking Activities and Heterogeneity of Job-Risk Tradeoffs”. Journal

of Risk and Uncertainty 11, 205–217.
Hersch, J., Viscusi, W.K. (1990). “Cigarette Smoking, Seatbelt Use, and Differences in Wage-Risk Tradeoffs”.

Journal of Human Resources 25 (2), 202–227.
Horowitz, J.K., Carson, R.T. (1990). “Discounting Statistical Lives”. Journal of Risk and Uncertainty 3 (4),

403–413.
Huber, P. (1988). Liability: The Legal Revolution and its Consequences. Basic Books, New York.
Ippolito, P.M., Ippolito, R.A. (1984). “Measuring the Value of Life Saving from Consumer Reactions to New

Information”. Journal of Public Economics 25, 53–81.
Jenni, K.E., Loewenstein, G. (1997). “Explaining the ‘Identifiable Victim Effect’ ”. Journal of Risk and Un-

certainty 14 (3), 235–257.
Johannesson, M., Johansson, P.-O., O’Conor, R.M. (1996). “The Value of Private Safety Versus the Value of

Public Safety”. Journal of Risk and Uncertainty 13 (3), 263–275.
Johansson, P.-O. (2002). “The Definition and Age-Dependency of the Value of a Statistical Life”. Journal of

Risk and Uncertainty 25 (3), 251–263.
Jones-Lee, M.W. (1976). The Value of Life: An Economic Analysis. University of Chicago Press, Chicago.



642 W.K. Viscusi

Jones-Lee, M.W. (1989). The Economics of Safety and Physical Risk. Basil Blackwell, Oxford.
Jones-Lee, M.W. (1991). “Altruism and the Value of Other People’s Safety”. Journal of Risk and Uncertainty 4

(2), 213–219.
Jones-Lee, M.W., Hammerton, M., Philips, P.R. (1985). “The Value of Safety: Results of a National Sample

Survey”. Economic Journal 95, 49–72.
Kahneman, D., Knetsch, J.L. (1992). “Valuing Public Goods: The Purchase of Moral Satisfaction”. Journal

of Environmental Economics and Management 22, 57–70.
Keeler, T.E. (1994). “Highway Safety, Economic Behavior, and Driving Environment”. American Economic

Review 84 (3), 684–693.
Keeney, R.L. (1990). “Mortality Risks Induced by Economic Expenditures”. Risk Analysis 10 (1), 147–159.
Kniesner, T.J., Leeth, J.D. (1991). “Compensating Wage Differentials for Fatal Injury Risk in Australia, Japan,

and the United States”. Journal of Risk and Uncertainty 4 (1), 75–90.
Kniesner, T.J., Viscusi, W.K., Ziliak, J.P. (2006). “Life-Cycle Consumption and the Age-Adjusted Value of

Life”. Contributions to Economic Analysis and Policy 5 (1), Article 4.
Krupnick, A., Alberini, A., Cropper, M., Simon, N., O’Brien, B., Goeree, R., Heintzelman, M. (2002). “Age,

Health, and the Willingness to Pay for Mortality Risk Reductions: The Contingent Valuation Survey of
Ontario Residents”. Journal of Risk and Uncertainty 24 (2), 161–186.

Kunreuther, H., et al. (1978). Disaster Insurance Protection: Public Policy Lessons. Wiley, New York.
Kunreuther, H., Hogarth, R., Meszaros, J. (1993). “Insurer Ambiguity and Market Failure”. Journal of Risk

and Uncertainty 7 (1), 71–87.
Levitt, S.D., Porter, J. (2001). “Sample Selection in the Estimation of Air Bag and Seat Belt Effectiveness”.

Review of Economics and Statistics 83 (4), 603–615.
Lichtenstein, S., Slovic, P., Fischhoff, B., Layman, U., Combs, B. (1978). “Judged Frequency of Lethal

Events”. Journal of Experimental Psychology: Human Learning and Memory 4, 551–578.
Liu, J.-T., Hsieh, C.-R. (1995). “Risk Perception and Smoking Behavior: Empirical Evidence from Taiwan”.

Journal of Risk and Uncertainty 11 (2), 139–157.
Löfstedt, R. (2004). “The Swing of the Regulatory Pendulum in Europe: From Precautionary Principle to

(Regulatory) Impact Analysis”. Journal of Risk and Uncertainty 28 (3), 237–260.
Lutter, R., Mader, E. (2002). “Litigating Lead-Based Paint Hazards”. In: Viscusi, W.K. (Ed.), Regulation

through Litigation. AEI-Brookings Joint Center for Regulatory Studies, Washington, pp. 106–135.
Lutter, R., Morrall, J.F. III (1994). “Health-Health Analysis: A New Way to Evaluate Health and Safety

Regulation”. Journal of Risk and Uncertainty 8 (1), 43–46.
Lutter, R., Morrall, J.F. III, Viscusi, W.K. (1999). “The Cost-per-Life-Saved Cutoff for Safety-Enhancing

Regulations”. Economic Inquiry 37 (4), 599–608.
Magat, W.A., Viscusi, W.K. (1992). Informational Approaches to Regulation. MIT Press, Cambridge, MA.
Magat, W.A., Viscusi, W.K., Huber, J. (1996). “A Reference Lottery Metric for Valuing Health”. Management

Science 42 (8), 1118–1129.
Manning, R.L. (1994). “Changing Rules in Tort Law and the Market for Childhood Vaccines”. Journal of Law

and Economics 37 (1), 247–275.
Manning, W.G., Keeler, E.B., Newhouse, J.P., Sloss, E.M., Wasserman, J. (1989). “Taxes of Sin: Do Smokers

and Drinkers Pay Their Way?” Journal of the American Medical Association 26 (11), 1604–1609.
McClelland, G.H., Schulze, W.D., Hurd, B. (1990). “The Effects of Risk Beliefs on Property Values: A Case

Study of a Hazardous Waste Site”. Risk Analysis 10 (4), 485–497.
Michigan Manufacturers Association (1993). “A Comparison of Monte Carlo Simulation-Based Exposure

Estimates with Estimates Calculated Using EPA and Suggested Michigan Manufacturers Association Ex-
posure Factors”. Prepared by ENVIRON Corporation.

Mishan, E.J. (1971). “Evaluation of Life and Limb: A Theoretical Approach”. Journal of Political Econ-
omy 79 (4), 687–705.

Moore, M.J., Viscusi, W.K. (1990). Compensating Mechanisms for Job Risks: Wages, Workers’ Compensa-
tion, and Product Liability. Princeton University Press, Princeton.

Morrall, J.F. III (1986). “A Review of the Record”. Regulation 10 (2), 25–34.



Ch. 9: Regulation of Health, Safety, and Environmental Risks 643

Morrall, J.F. III (2003). “Saving Lives: A Review of the Record”. Journal of Risk and Uncertainty 27 (3),
221–237.

Murray, C.J.L., Lopez, A.D. (1996). The Global Burden of Disease: Summary. World Health Organization,
Geneva.

Nader, R. (1965). Unsafe at Any Speed. Grossman Publishers, New York.
National Academy of Sciences (1990). Developing New Contraceptives: Obstacles and Opportunities. Na-

tional Academy Press, Washington.
National Research Council (1983). Risk Assessment in the Federal Government: Managing the Process. Na-

tional Academy Press, Washington.
National Research Council (1994). Science and Judgment in Risk Assessment. National Academy Press,

Washington.
National Research Council (1996). Carcinogens and Anticarcinogens in the Human Diet. National Academy

Press, Washington.
National Safety Council (2004). Injury Facts. National Safety Council, Itasca, IL.
Nichols, A.L., Zeckhauser, R.J. (1986). “The Perils of Prudence: How Conservative Risk Assessments Distort

Regulation”. Regulation 10 (2), 13–24.
Office of Science and Technology Policy, Executive Office of the President (1985). Chemical Carcinogens:

A Review of the Science and its Associated Principles. Federal Register 50: 10371–10442, March 14.
Peltzman, S. (1975). “The Effects of Automobile Safety Regulation”. Journal of Political Economy 83 (4),

677–725.
Polinsky, A.M., Shavell, S. (1979). “The Optimal Tradeoff between the Probability and Magnitude of Fines”.

American Economic Review 69 (5), 880–891.
Polinsky, A.M., Shavell, S. (1992). “Enforcement Costs and the Optimal Magnitude and Probability of Fines”.

Journal of Law and Economics 35 (1), 133–148.
Polinsky, A.M., Shavell, S. (1994). “Should Liability Be Based on the Harm to the Victim or the Gain to the

Injurer?” Journal of Law, Economics, and Organization 10 (2), 427–437.
Portney, P.R. (1981). “Housing Prices, Health Effects, and Valuing Reductions in Risk of Death”. Journal of

Environmental Economics and Management 8, 72–78.
Portney, P.R. (1994). “The Contingent Valuation Debate: Why Economists Should Care”. Journal of Eco-

nomic Perspectives 8 (4), 3–17.
Posner, R.A. (2004). Catastrophe: Risk and Response. Oxford University Press, New York.
Raiffa, H. (1961). “Risk, Ambiguity, and the Savage Axioms: Comment”. Quarterly Journal of Economics 75,

690–694.
Revesz, R.L. (1999). “Environmental Regulation, Cost-Benefit Analysis, and the Discounting of Human

Lives”. Columbia Law Review 99, 941–1017.
Rosen, S. (1988). “The Value of Changes in Life Expectancy”. Journal of Risk and Uncertainty 1 (3), 285–

304.
Ruser, J.W., Smith, R.S. (1988). “The Effect of OSHA Records-Check Inspections on Reported Occupational

Injuries in Manufacturing Establishments”. Journal of Risk and Uncertainty 1 (4), 415–435.
Samuelson, W., Zeckhauser, R. (1988). “Status Quo Bias in Decision Making”. Journal of Risk and Uncer-

tainty 1 (1), 7–59.
Schelling, T.C. (1968). “The Life You Save May Be Your Own”. In: Chase, S.B. Jr. (Ed.), Problems in Public

Expenditure Analysis. Brookings Institute, Washington, pp. 127–162.
Schelling, T.C. (1978). Micromotives and Macrobehavior. W.W. Norton, New York.
Schelling, T.C. (1984). Choice and Consequence. Harvard University Press, Cambridge, MA.
Scholz, J.T., Gray, W.B. (1990). “OSHA Enforcement and Workplace Injuries: A Behavioral Approach to

Risk Assessment”. Journal of Risk and Uncertainty 3 (3), 283–305.
Shavell, S. (1987). Economic Analysis of Accident Law. Harvard University Press, Cambridge, MA.
Shavell, S. (2004). Foundations of Economic Analysis of Law. Harvard University Press, Cambridge, MA.
Shepard, D.S., Zeckhauser, R.J. (1984). “Survival Versus Consumption”. Management Science 30 (4), 423–

439.



644 W.K. Viscusi

Smith, R.S. (1979a). “Compensating Wage Differentials and Public Policy: A Review”. Industrial and Labor
Relations Review 32 (3), 339–352.

Smith, R.S. (1979b). “The Impact of OSHA Inspections on Manufacturing Injury Rates”. Journal of Human
Resources 14, 145–170.

Smith, V.K., Desvousges, W.H. (1986). “The Value of Avoiding a LULU: Hazardous Waste Disposal Sites”.
Review of Economics and Statistics 68, 293–299.

Sunstein, C. (2002). Risk and Reason: Safety, Law, and the Environment. Cambridge University Press, Cam-
bridge, U.K.; New York.

Tengs, T.O., Adams, M.E., Pliskin, J.S., Safran, D.G., Siegel, J.E., Weinsten, M.C., Graham, J.D. (1995).
“Five-Hundred Life-Saving Interventions and their Cost-Effectiveness”. Risk Analysis 15 (3), 369–390.

Thaler, R., Rosen, S. (1976). “The Value of Saving a Life: Evidence from the Labor Market”. In: Terleckyj,
N. (Ed.), Household Production and Consumption. National Bureau of Economic Research, New York,
pp. 265–298.

U.S. Environmental Protection Agency (1987). The Risk Assessment Guidelines of 1986. EPA-600/8-87/045.
Guidelines for Carcinogen Risk Assessment; Guidelines for Mutagenicity Risk Assessment; Guidelines
for the Health Risk Assessment of Chemical Mixtures; Guidelines for the Health Assessment of Suspect
Developmental Toxicants; Guidelines for Estimating Exposures. U.S. EPA, Office of Health and Environ-
mental Assessment, Washington.

U.S. Environmental Protection Agency (1988). Proposed Guidelines for Exposure-Related Measurements.
Federal Register 53: 48830–48853, December 2.

U.S. Environmental Protection Agency (1992). Guidelines for Exposure Assessment. Federal Register 57:
22888–22938, May 29.

U.S. Environmental Protection Agency (1996). Proposed Guidelines for Carcinogen Risk Assessment. Fed-
eral Register 61: 17960-18011, April 23.

U.S. Environmental Protection Agency (2002). Technical Addendum: Methodologies for the Benefit Analysis
of the Clear Skies Initiative. USEPA, Washington.

U.S. Environmental Protection Agency (2003). Technical Addendum: Methodologies for the Benefit Analysis
of the Clear Skies Act of 2003. USEPA, Washington.

U.S. General Accounting Office (1992). Risk-Risk Analysis: OMB’s Review of a Proposed OSHA Rule.
Report to the Chairman, Committee on Governmental Affairs, U.S. Senate, July.

Viscusi, W.K. (1984). “The Lulling Effect: The Impact of Child-Resistant Packaging on Aspirin and Analgesic
Ingestions”. American Economic Review 74 (2), 324–327.

Viscusi, W.K. (1992). Fatal Tradeoffs: Public and Private Responsibilities for Risk. Oxford University Press,
Oxford.

Viscusi, W.K. (1994). “Mortality Effects of Regulatory Costs and Policy Evaluation Criteria”. Rand Journal
of Economics 25 (1), 94–109.

Viscusi, W.K. (1997). “Alarmist Decisions with Divergent Risk Information”. The Economic Journal 107,
1657–1670.

Viscusi, W.K. (1998). Rational Risk Policy. Oxford University Press, Oxford.
Viscusi, W.K. (2002). Smoke-Filled Rooms: A Postmortem on the Tobacco Deal. Chicago University Press,

Chicago.
Viscusi, W.K., Aldy, J.E. (2003). “The Value of a Statistical Life: A Critical Review of Market Estimates

Throughout the World”. Journal of Risk and Uncertainty 27 (1), 5–76.
Viscusi, W.K., Hamilton, J.T., Dockins, P.C. (1997). “Conservative versus Mean Risk Assessments: Implica-

tions for Superfund Policies”. Journal of Environmental Economics and Management 34, 187–206.
Viscusi, W.K., Hersch, J. (2001). “Cigarette Smokers as Job Risk Takers”. Review of Economics and Statis-

tics 83 (2), 269–280.
Viscusi, W.K., Magat, W.A. (1987). Learning about Risk: Consumer and Worker Responses to Hazard Infor-

mation. Harvard University Press, Cambridge, MA.
Viscusi, W.K., Magat, W.A., Huber, J. (1987). “An Investigation of the Rationality of Consumer Valuations

of Multiple Risks”. Rand Journal of Economics 18 (4), 465–479.



Ch. 9: Regulation of Health, Safety, and Environmental Risks 645

Viscusi, W.K., Moore, M.J. (1993). “Product Liability, Research and Development, and Innovation”. Journal
of Political Economy 101, 161–184.

Viscusi, W.K., Zeckhauser, R. (2004). “The Denominator Blindness Effect: Accident Frequencies and the
Misjudgment of Recklessness”. American Law and Economics Review 6 (1), 72–94.

Zeckhauser, R. (1975). “Procedures for Valuing Lives”. Public Policy 23 (4), 419–464.



This page intentionally left blank



Chapter 10

TAXATION

LOUIS KAPLOW

School of Law, Harvard University, and National Bureau of Economic Research

Contents

1. Introduction 651
2. Framework 652

2.1. Purposes of taxation 652
2.2. Integrated view 652
2.3. Social objective 656

3. Optimal income taxation 658
3.1. Model 658
3.2. Linear income tax 660
3.3. Two-bracket income tax 663
3.4. Nonlinear income tax 664
3.5. Elaboration 669

3.5.1. Taxation of earning ability 669
3.5.2. Additional considerations 670

4. Commodity taxation 670
4.1. Model 672
4.2. Analysis 673
4.3. Qualifications 675
4.4. Ramsey taxation 676

5. Other types of taxation 678
5.1. Capital taxation 678

5.1.1. Income versus consumption taxation 679
5.1.2. Capital taxation more generally 680
5.1.3. Corporate taxation 682

5.2. Transfer (estate and gift) taxation 684
5.3. Social security taxation 686
5.4. State and local taxation 687
5.5. International taxation 688

6. Taxation and transfer payments 689
6.1. Optimal transfers 690

Handbook of Law and Economics, Volume 1
Edited by A. Mitchell Polinsky and Steven Shavell
© 2007 Elsevier B.V. All rights reserved
DOI: 10.1016/S1574-0730(07)01010-9



648 L. Kaplow

6.2. Categorical assistance 691
6.3. Work inducements 693
6.4. Cash versus in-kind transfers 694

7. Taxation and public goods 695
7.1. Distributive incidence and optimal redistribution 695
7.2. Distribution and distortion 697
7.3. Benefit taxation 700

8. Corrective taxation 701
8.1. Pigouvian taxes and subsidies 701
8.2. Choice of instruments 702
8.3. Distribution and distortion 704

9. Additional dynamic issues 705
9.1. Inflation 705
9.2. Risk-bearing 707

9.2.1. Uncertain labor income 707
9.2.2. Uncertain capital income 708
9.2.3. Other losses 709

9.3. Transitions and capital levies 709
9.4. Capital gains 711
9.5. Human capital 712
9.6. Lifetime horizon 714
9.7. Budget deficits and intergenerational redistribution 716

10. Unit of taxation 717
10.1. Framework 717
10.2. Intrafamily sharing 718
10.3. Economies of scale 719
10.4. Altruism 720
10.5. Children 721
10.6. Incentives 722

11. Tax administration and enforcement 724
11.1. Choice of tax systems 725
11.2. Optimal administration and enforcement 726
11.3. Elasticity of taxable income 729

12. Additional features of tax systems 730
12.1. Tax base 730

12.1.1. Exclusion of nonpecuniary income 730
12.1.2. Business versus personal expenditures 731
12.1.3. Retirement savings 732
12.1.4. Tax expenditures 732

12.2. Forms of consumption taxation 733
12.2.1. Cash-flow consumption taxation 733
12.2.2. VAT and sales taxation 734



Ch. 10: Taxation 649

13. Tax equity 735
13.1. Welfarism 735
13.2. Choice of social welfare function 737
13.3. Other normative criteria 738

13.3.1. Traditional principles 738
13.3.2. Horizontal equity 739
13.3.3. Inequality, poverty, progressivity, and redistribution 739

14. Conclusion 740
Acknowledgements 740
References 741



650 L. Kaplow

Abstract

This Handbook entry presents a conceptual, normative overview of the subject of tax-
ation. It emphasizes the relationships among the main functions of taxation—notably,
raising revenue, redistributing income, and correcting externalities—and the mapping
between these functions and various forms of taxation. Different types of taxation as
well as expenditures on transfers and public goods are each integrated into a common
optimal tax framework with the income tax and commodity taxes at the core. Additional
topics addressed include a range of dynamic issues, the unit of taxation, tax administra-
tion and enforcement, and tax equity.
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1. Introduction

The subject of taxation is vast and has been a major focus of numerous economists over
the ages. Accordingly, a single survey must be highly selective. Because there exists
a four-volume Handbook of Public Economics (Auerbach and Feldstein, 1985, 1987,
2002a, 2002b), a substantial portion of which is devoted to taxation, and many other
survey articles on various aspects of taxation, this review does not attempt to cover all
the traditional topics, which would be impossible in any event. Instead, it aims to offer
a guide that will complement existing work.

Specifically, this essay presents a conceptual, normative overview of the subject
of taxation.1 It emphasizes the relationships among the main functions of taxation—
notably, raising revenue, redistributing income, and correcting externalities—and the
mapping between these functions and various forms of taxation. In presenting a unified
view, one grounded directly in a standard social welfare function, it should help expose
and clarify connections among particular subjects in ways that often are beyond the
purview of more focused treatments that consider, in much greater depth, a single piece
of the larger puzzle.

Implicit in a conceptual approach is that empirical literature will not be a focus. Also
excluded will be most aspects of tax incidence, questions of political economy, and
macroeconomic issues. In other respects as well, this survey will not attempt to be com-
prehensive. Nevertheless, it covers a wide canvas and seeks to go into enough depth on
the matters it does address to provide significant illumination.

Core features of the analysis appear in the preliminary sections. Section 2 considers
the purposes of taxation, discusses the need for an integrated view that relates differ-
ent policy instruments to specific objectives, and motivates and introduces the standard
welfare economic approach to taxation. Section 3 presents optimal income taxation
analysis, emphasizing the main conclusions, the intuitions underlying them, and the
results of simulations.

Section 4 extends the analysis of section 3 to consider optimal commodity taxation in
a setting in which an income tax is available. This extension proves particularly valuable
in later sections because so many forms of taxation and other policies are analogous
to differential commodity taxation. Some of the payoff appears in section 5, which
considers other types of taxation, including income taxes that apply to capital as well as
labor income (and the contrast between such income taxes and a personal consumption
tax), corporate taxation, transfer (estate and gift) taxation, social security taxation, state
and local taxation, and international taxation.

Because raising revenue and redistributing income are two central functions of tax-
ation, a complete understanding requires further attention to government expenditures.
Accordingly, section 6 analyzes income transfer payments and section 7 incorporates

1 Many of the topics considered here are also examined in greater depth in The Theory of Taxation and
Public Economics (Kaplow, in press), which has a similar motivation.
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public goods into the framework. An additional function of taxation, the correction of
externalities, is the subject of section 8.

A range of further topics are related to the central framework in the remaining sec-
tions. Section 9 examines a number of issues that arise in a dynamic setting: inflation,
risk-bearing, transitions, capital gains, human capital, a lifetime horizon, and budget
deficits and intergenerational redistribution. Section 10 addresses how different types of
family units (single individuals, married couples, households with children) should opti-
mally be treated relative to each other. Section 11 introduces problems of administration
and enforcement. Section 12 briefly considers other important features of tax systems:
the choice of the tax base and the differences among various forms of consumption
taxation. Section 13 discusses tax equity, including the question whether social wel-
fare functions should depend only on individuals’ utilities, the choice of social welfare
function, and other normative criteria sometimes suggested to be pertinent to tax pol-
icy.

2. Framework

2.1. Purposes of taxation

Raising revenue to fund government expenditures on public goods and services is a fun-
damental purpose of taxation. This task of raising revenue is intimately related to the
second purpose of taxation, achieving an acceptable distribution of income. The reason
is that, if all individuals were identical or if raising revenue was the only objective, the
revenue need could be met in developed economies without distortion through the use
of a uniform, lump-sum tax, sometimes referred to as a head tax or poll tax. Substantial
reliance on constant per capita levies is unacceptable precisely because of distributive
concerns.2 And once distributive concerns are admitted, it is familiar that economic dis-
tortion becomes a central problem. Hence, using tax and other instruments to optimize
the tradeoff between distribution and distortion is a principal focus of the economic
analysis of taxation.

Taxation is also employed to achieve additional goals. The correction of externalities
will be considered in section 8, while other objectives, notably economic stabilization,
are beyond the scope of this survey.

2.2. Integrated view

To analyze a type of taxation or a particular tax reform proposal, it is helpful to bear
in mind a number of considerations that involve the relationships among various com-
ponents of the fiscal system. First, it is important to specify a policy completely rather

2 See also subsection 4.4 on Ramsey taxation.
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Figure 2.1. Government expenditure financed by gasoline tax increase.

than to consider individual pieces in a vacuum. For example, a gasoline tax increase may
appear to be moderately regressive, which is to say that the average tax burden may in-
crease less than proportionately with income.3 See the dashed line, “tax increase,” in
Figure 2.1. A tax increase, however, generates revenue that upsets budget balance, so
a complete specification of this policy requires identification of how the funds will be
spent. Suppose that the revenue will be expended on a public good (or a reduction in
some other tax), and that the incidence is favorable to the rich, but to an extent that is less
than proportionate with income. See the dotted line, “dollar benefits,” in Figure 2.1. The
net effect, depicted by the solid line, is to redistribute toward poor and moderate-income
individuals. Hence, what appeared to be a regressive gasoline tax increase, considered
in isolation, has a net redistributive effect. Obviously, a different conclusion could be
reached with different assumptions about expenditures, and the same point holds if the
initial tax increase had instead been proportional or progressive. Because individual tax
changes (and expenditure decisions) are part of a larger system with many instruments
that may be adjusted in various ways, it is often unhelpful and potentially misleading to
characterize any one instrument in a vacuum.

Second, particular policy instruments, such as forms of taxation, should be matched to
those objectives to which they are most suited. For example, if consumption of gasoline

3 Progressive, proportional, and regressive taxes are ordinarily defined as ones whose average rates rise, are
constant, or fall with income. Occasionally, these terms are associated with marginal rates, but that usage
will not be followed here. A motivation for focusing on average rates is that “progressive” taxes are often
associated with redistributive taxes, and as subsection 3.2 will make clear, a tax with constant marginal rates
(a flat tax) can be highly redistributive, in which case it will have rising average rates.



654 L. Kaplow

causes pollution, a gasoline tax would likely be a superior means of correcting this
externality than an income tax, although the latter does tend to reduce consumption as
a whole, including the consumption of gasoline. Conversely, if the objective is income
redistribution, an income tax is likely to be more appropriate than a gasoline tax (which,
as the preceding example indicates, is capable of income redistribution in combination
with other instruments).

It turns out that most types of taxation are optimally utilized in specialized ways.
A general income tax (or personal consumption tax) tends to be best to address redis-
tribution, while most other forms of taxation are primarily justified because they target
particular externalities or other imperfections, or because they address administrative
and enforcement problems associated with other taxes. Although it is familiar that ad-
dressing a specific externality is best accomplished, if feasible, with a highly focused
instrument, such as a corrective tax based on the externality itself, the notion that re-
distribution should be addressed almost exclusively with the income tax is less widely
understood and thus deserves some further elaboration.

Consider, for example, whether luxury taxes should be employed to aid in the redis-
tribution of income. (A complete analysis appears in section 4, on commodity taxation.)
Initially, observe that any redistribution thereby accomplished could instead have been
achieved with an adjustment to the income tax. That is, whatever is the incidence of
the luxury taxes across the income distribution, one instead could have modified the
income tax schedule to obtain the same result. Moreover, the use of luxury taxes tends
to be a less efficient means of generating the same extent of redistribution. The rea-
son is that luxury taxes distort both the consumption choices of the rich—who are
induced to shift away from the taxed luxuries—and also the labor-leisure choice of
the rich for, just as with an income tax increase, the effect of luxury taxes is to re-
duce the earner’s benefit from additional labor effort. This lesson generalizes to other
forms of taxation (and to government expenditures and regulation; see sections 7
and 8).

Given this conclusion, it is often useful to assess tax and other policy changes—other
than pure reforms of the income tax and transfer system—using a distribution-neutral
approach, as outlined in Kaplow (1996c, 2004, 2006b). That is, for any given policy,
say a proposed increase in luxury taxes or in the gasoline tax, one can imagine that it
is accompanied by an offsetting adjustment to the income tax and transfer system—one
that, as a whole, keeps the distribution of utility constant. When such a policy experi-
ment is examined, the relevant effects will tend to be solely the efficiency consequences
regarding the specific target of the instrument in question: reduction in the consumption
of luxuries or in the use of gasoline. In the former case, this consequence would tend to
be inefficient (assuming the absence of externalities) whereas in the latter case the re-
sult would enhance efficiency (assuming that the externalities to gasoline consumption
were not already fully internalized). The question in assessing the desirability of vari-
ous forms of taxation then becomes, for individuals at a given level of income: Do we
wish to relatively discourage—or in the case of subsidies or selective tax exemptions,
relatively encourage—particular behaviors? For example, in examining the taxation of
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transfers (gift and estate taxes), questions of distribution, labor supply, and revenue-
raising can largely be cast aside—for these are held constant by the offsetting income
tax adjustment—and one would focus instead on whether it is desirable to discourage
private income transfers relative to expenditures on direct consumption for oneself.

Relatedly, the foregoing distribution-neutral approach is extremely useful in examin-
ing policy packages that may not be distribution-neutral. In such cases, one can perform
the following two-step decomposition: (1) Implement the target policy with a hypo-
thetical adjustment to the income tax and transfer schedule that is distribution-neutral
overall. (2) Implement a further reform that replaces the foregoing income tax ad-
justment with the one in the originally specified (and non-distribution-neutral) policy
package. Step 1 can be analyzed as suggested previously. Step 2, it should be observed,
is a purely redistributive adjustment to the income tax. Accordingly, for a vast range
of policy packages—involving various mixes of taxation, expenditure, and government
regulation—one can employ a generic approach to step 2. Furthermore, the necessary
analysis for this step is the same as that required to assess pure questions of redistribu-
tion, as developed in section 3.

Use of a distribution-neutral approach (employing, where necessary, the proposed
two-step decomposition) has many virtues. Most important, it greatly facilitates the
analysis of the intrinsic effects of a policy, permitting specialization by analysts and
comprehension of results by policy-makers. Note that if this approach is eschewed, any-
one analyzing a gasoline tax increase, for example, would not only have to determine
and assess the intrinsic effects of taxing gasoline, but would also have to determine
what degree of redistribution should be assumed to accompany the reform, undertake
an analysis of this redistribution (including the choice of labor supply elasticities and
other parameters), and choose a social welfare function (SWF) to evaluate the conse-
quences.4 Likewise, two studies of a given gasoline tax increase could reach different
conclusions for a variety of reasons that could prove difficult to untangle. Indeed, dif-
ferent conclusions are likely even if the studies agree on the intrinsic effects of the
gasoline tax increase, that is, on the analysis of step 1 of the decomposition. A further
benefit of this separation is for policy-makers, who may well wish to make their own

4 It is common for analysts of other policy reforms to choose an income tax adjustment in a simple but
essentially arbitrary manner, for example, by assuming that individuals’ tax burdens adjust by a constant
amount or proportionately. There is no accepted standard approach, and those most commonly used often
involve redistribution (whether more or less redistribution depends on the target policy under consideration).
Analysts also may consider actual reform proposals, although these often evolve and themselves may be
incomplete (for example, they may not involve budget balance but instead increase a deficit that must in
principle be financed by future tax adjustments). Although this survey does not consider matters of political
economy, it should be noted that the political assumption implicit in the distribution-neutral approach—that
the particular reform in question will not change the existing equilibrium of political forces with regard to the
extent of redistribution—appears more plausible (on average and over time) than an arbitrary specification of
how redistribution would change or an assumption that all reforms, regardless of their individual or cumulative
distributive effects, would be financed in a particular, pre-specified manner.
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choices regarding redistribution, applying their own assessments thereof. The two el-
ements of the decomposition can in fact be implemented independently of each other,
and enactment of only a single component will often be sensible, notably, if the intrinsic
policy is efficient but the redistributive effect is deemed undesirable, or vice versa. For
all of these reasons—although primarily for the greater conceptual clarity that results—
a distribution-neutral approach will be utilized in much of this survey (but obviously not
when analyzing pure redistribution) in attempting to illuminate the distinctive features
of various forms of taxation.

2.3. Social objective

Evaluation of purely redistributive changes to the tax system, the focus of section 3 on
optimal income taxation, requires specification of the social objective, in the guise of
a social welfare function. The need for an explicit statement of the social objective is
heightened by a number of considerations: Not all reforms affecting distribution can
readily be classified as more or less redistributive (replacing a graduated income tax
with a flat tax may benefit both the poor and rich at the expense of the middle class),
subtle effects on distribution are caused by important tax policy choices (adjusting the
accuracy of the tax system will increase the tax burdens of some and reduce those of
others), and heterogeneity (especially among different types of family units) is an im-
portant feature bearing on redistribution in complex ways.

Despite the need for explicit use of a social welfare function, tax policy analysis has
often adopted a looser approach. Standard treatments such as Musgrave and Musgrave
(1973) and Stiglitz (2000) list multiple objectives of tax policy, like efficiency, fairness
or equity (itself consisting of various dimensions or principles), revenue adequacy, sim-
plicity, and administrability. Some of these criteria seem to be proxies for or subsets of
others (simplicity is not a good in itself, but bears on efficiency and fairness) and others,
especially various notions of fairness (such as “ability to pay”) are notoriously vague,
subject to competing interpretations, and in some instances largely free of content.

Mirrlees’s (1971) seminal contribution on optimal income taxation, it should be
noted, was motivated in significant part by the desire to link positive analysis of the
effects of taxation to a normative framework that allowed for a rigorous synthesis of
concerns for efficiency and distribution. This framework is provided by the standard
welfare economic approach of basing all policy assessment on effects on individu-
als’ utility and employing a social welfare function to aggregate individuals’ utilities
to make a comprehensive appraisal. This approach will be outlined here and followed
throughout this essay. The justification for focusing exclusively on individuals’ well-
being, the choice of social welfare function, and the possible relevance of other equity
criteria will be considered in section 13.

A social welfare function SW(x) indicates how any regime or social state x (taken
as a complete description thereof ) is evaluated, where higher values indicate superior
outcomes. Here, we are concerned with so-called individualistic SWFs, wherein so-
cial welfare depends only on individuals’ utility or well-being. The functional form of
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SW incorporates a view of distributive justice. In the present context of assessing re-
distributive taxation, it is standard to use an additive form that assumes a continuous
population.

(2.1)SW(x) =
∫

W
(
ui(x)

)
f (i) di,

where u is a utility function, the subscript i indexes individuals’ types, and f (i) is
the density of type i individuals in the population. The functional form of W on the
right side of (2.1) incorporates a view of distributive justice, as can be seen from the
following common formulation.

SW(x) =
∫

ui(x)1−e

1 − e
f (i) di, for e �= 1

(2.2)=
∫

ln ui(x)f (i) di, for e = 1,

where e indicates the degree of aversion to inequality in the distribution of utility lev-
els.5 If e = 0, social welfare is the sum (integral) of utilities, so the SWF is utilitarian.
Higher levels of e correspond to increasing degrees of social aversion to inequality in
the distribution of utilities. In the limiting case, as e approaches infinity, one has the
maximin formulation associated with Rawls (1971) under which all weight is placed on
the utility of the least-well-off individual.

It is useful to distinguish between two sources of aversion to inequality in the dis-
tribution of incomes. First, there is concavity in individuals’ utilities as a function of
consumption. To focus on this feature, consider the utilitarian SWF (e = 0). Further-
more, consider the case in which (abstracting from the effect of labor effort on utility)
individuals’ utility functions are given by ln c, where c denotes consumption. Marginal
utility equals 1/c, so the marginal utility of a poor person with consumption of $10,000
is ten times that of an upper-middle-income person with $100,000 and one hundred
times that of a rich person with consumption of $1,000,000. If one considered a utility
function with constant relative risk aversion of 2 (instead of 1, as in the preceding case),
marginal utility would equal 1/c2; then these multipliers would be one hundred and ten
thousand respectively. These factors indicate how much distortion would be tolerable in
redistributing income: For example, when the factor is ten, further redistribution would
raise social welfare as long as less than 90% of what the higher-income individual pays
is lost in the redistributive process. Clearly, concavity of individuals’ utility functions is
an important source of a social preference for redistribution.6

5 To motivate the latter version in (2.2), for the case in which e = 1, the numerator in the former may

alternatively be written as ui(x)1−e − 1 (subtracting the constant having no effect on the ordering of states).
Then, taking the limit as e approaches 1 (using l’Hôpital’s rule) yields the latter expression.
6 As is familiar from Edgeworth (1897), any concavity in u would, but for incentive and any other cost

concerns, be sufficient to warrant complete equalization in individuals’ levels of consumption.
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Second, concavity in the SWF itself—in the W function in (2.1), corresponding to
e > 0 in (2.2)—further favors redistribution. The relative importance of this factor will
depend on the concavity of individuals’ utility functions. If they are highly concave,
then concavity in W may not contribute that much more to the social preference for
equality.

Analysts sometimes, such as in performing optimal income tax simulations, use a sin-
gle concavity parameter to refer to the overall concavity of social welfare as a function
of individuals’ consumption, in which case one may interpret any results as produced by
varying combinations of concavity in the underlying u and W functions. Nevertheless,
the two sources of concavity are conceptually distinct: The degree of concavity in u is
an empirical question, whereas the degree of concavity in W is a normative matter.

For most of this essay, the degree of concavity in either u or W will not have a quali-
tative effect on the analysis. In section 3, addressing the optimal extent of redistribution,
concavity will obviously be quantitatively important. In most other sections, there will
not even be a quantitative effect because, as subsection 2.2 explained, the extent of
redistribution will be held constant. However, in addressing some topics, such as in sec-
tion 10 on taxation of different family units, it turns out that the extent of concavity may
have qualitative effects, for subtle reasons that will be elaborated.

3. Optimal income taxation

3.1. Model

The analysis of optimal income taxation addresses the question of how an income tax
should be designed in order to maximize a standard SWF subject to a revenue con-
straint, thus integrating consideration of the revenue-raising and distributive objectives
of taxation. The standard model considers a one-period setting in which individuals’
only choice variable is their degree of labor effort, there is a single composite consump-
tion good, and government expenditures on public goods are taken as given. A variety
of extensions will be examined in subsequent sections.

An individual’s utility is given by u(c, l), where c denotes consumption, l denotes
labor effort, uc > 0, and ul < 0.7 An individual’s consumption is given by

(3.1)c = wl − T (wl),

where w is the individual’s wage rate and T is the tax-transfer function (usually referred
to simply as a tax function or schedule). Each of these components deserves further
elaboration.

7 Much literature on optimal labor income taxation expresses utility as a function of leisure, or 1 − l, where
“1” denotes a normalized available amount of time for each individual. Additionally, it is common to use
indirect utility functions, perhaps expressed as a function of lump-sum or virtual income and of a net-of-tax
wage rate. Although these devices offer advantages, for purposes of the present exposition the use of direct
utility expressed as a function of consumption and labor minimizes notation and is more transparent.
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Figure 3.1. Nonlinear income tax and transfer schedule.

The motivation for redistributive taxation is that individuals differ, in particular in
their wages, that is, their earning abilities. The distribution of abilities will be denoted
F(w), with density f (w), the population being normalized to have a total mass of one.
Individuals’ abilities are indicated by their given wage rate, taken to be exogenous.
Their pre-tax earnings are the product of their wage rate and effort level. More broadly,
one can interpret effort as including not only hours of work but also intensity, and not
only productive effort but also investments in human capital.

Taxes and transfers, T (wl), at any income level may be positive or negative. The
(uniform) level of the transfer received by an individual earning no income, that is,
−T (0), is usually referred to as the grant g. See Figure 3.1.

The tax schedule T (wl) is taken to represent the entire tax-transfer system. Taxes
may include sales taxes or value-added tax (VAT) payments in addition to income taxes.
Transfers include those through the tax system, such as the Earned Income Tax Credit
(EITC) in the United States, welfare programs (see section 6), and under some interpre-
tations public goods (see section 7).8

Taxes and transfers are taken to be a function of individuals’ incomes, assumed to be
observable, and it is this dependence of taxes on income that is the source of distortion.
If taxes could instead depend directly on individuals’ abilities, w, individualized lump-
sum taxes would be feasible and redistribution could be accomplished without distorting
labor supply. Ability, however, is assumed to be unobservable.

Individuals choose the levels of labor effort l that maximize u(c, l) subject to their
budget constraints (3.1). An individual’s first-order condition is

(3.2)w
(
1 − T ′(wl)

)
uc + ul = 0,

where a prime denotes the derivative with respect to a function’s only argument. In this
case, T ′(wl) indicates the marginal tax rate of an individual earning income of wl.

8 The inclusion of transfers is extremely important both practically, since they are in fact significant, and
conceptually, since otherwise redistribution would be limited to transfers between the rich and middle class,
once the poor were exempted from the tax system.
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The government’s problem is taken to be the choice of a tax-transfer schedule T (wl)

to maximize social welfare, which (appropriately modifying expression (2.1)) can be
expressed as

(3.3)
∫

W
(
u
(
c(w), l(w)

))
f (w) dw,

where c and l are each expressed as functions of w to refer to the level of consumption
achieved and labor effort chosen by an individual of type (ability) w. This maximization
is subject to a revenue constraint and to constraints regarding individuals’ behavior. The
former is

(3.4)
∫

T
(
wl(w)

)
f (w) dw = R,

where R is an exogenously given revenue requirement.9 Here, revenue is to be in-
terpreted as expenditures on public goods that should be understood as implicit in
individuals’ utility functions; because these expenditures are taken here to be fixed,
they need not be modeled explicitly. Regarding the latter constraints, individuals are
assumed to respond to the given tax schedule optimally, as described by their first-order
conditions (3.2), which determine the functions c(w) and l(w).10

Mirrlees’s (1971) original exposition has been followed by subsequent elaborations,
much of which is synthesized in Atkinson and Stiglitz (1980), Stiglitz (1987), Tuomala
(1990), and Salanié (2003). Because the problem is formidable, the present survey will
be confined to stating basic results, such as are embodied in first-order conditions and
produced by simulations.

3.2. Linear income tax

A linear income tax is defined as a tax schedule

(3.5)T (wl) = twl − g,

where t is the (constant, income-independent) marginal tax rate and g, as previously
noted, is the uniform per-capita grant. For example, consider the linear (flat) tax depicted
in Figure 3.2.

9 Some of the literature equivalently expresses this constraint in terms of aggregate resource balance, which
requires that the sum of resources devoted to private and public goods equals the amount produced by all
individuals’ labor efforts.
10 Substituting individuals’ first-order conditions can be problematic when there may be multiple local op-
tima, as recognized and addressed by Mirrlees (1971). Although much subsequent work sets aside such
complications, the matter is potentially important because, as will be seen, optimal tax schedules can involve
falling marginal tax rates, which produce nonconvexities. In such instances, changing marginal rates can cause
individuals to “jump” to a different level of income, a phenomenon found to be important in Slemrod et al.
(1994).
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Figure 3.2. Linear income tax schedule, t = 40% and g = $12,000.

In the literature, the schedule T (wl), as mentioned, refers to a unified tax-transfer
schedule. Note that this can be reinterpreted to align more closely with existing insti-
tutions and understandings. For example, the portion of the schedule to the right of
$30,000 of income can be understood as an ordinary (positive) flat or proportional in-
come tax, with a marginal rate of 40% and an exemption for the first $30,000 of income.
The portion to the left of $30,000 can be viewed as a transfer program having a value of
$12,000, a 40% phase-out rate, and a breakeven point of $30,000. (Numerous other in-
terpretations are also possible, including transfers that are not fully phased out until after
$30,000 but with an income tax exemption of less than $30,000.) Further elaboration
regarding transfers will be offered in section 6.

Expression (3.5) and Figure 3.2 also help illustrate how the degree of redistributive-
ness is not intimately connected to whether an income tax has graduated rates. Suppose,
for example, that t = 0 and g = 0 (and that there is no revenue requirement). The result
would be a totally nonredistributive flat tax: T (wl) would be a horizontal line coincident
with the x-axis. Now suppose that t = 100% and g is set equal to mean income (ignor-
ing incentive effects). This would be a completely redistributive flat tax: T (wl) would
be a 45-degree line intersecting the x-axis at mean income and the y-axis at negative of
the mean income. Hence, a purely proportional tax covers the full range of redistribu-
tive possibilities. It follows that nonlinearities in an optimal tax schedule, considered in
subsections 3.3 and 3.4, will have less to do with the extent of redistribution and more
to do with accomplishing redistribution in a more efficient manner (although the two
dimensions are obviously interrelated).

To derive the optimal linear income tax, the government’s maximization problem can
be written in Lagrangian form as choosing t and g to maximize

(3.6)
∫ [

W
(
u
(
(1 − t)wl(w) + g, l(w)

)) + λ
(
twl(w) − g − R

)]
f (w) dw,

where λ is the shadow price of revenue, referring to the constraint (3.4), and (3.5) is
substituted into (3.1) so that consumption is expressed in terms of the specific linear
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tax system under consideration. The first-order condition for the optimal tax rate can
usefully be expressed as

(3.7)
t

1 − t
= − cov(α(w), y(w))∫

y(w)ε(w)f (w) dw
,

where y(w) = wl(w), income earned by individuals of ability w; ε(w) is the compen-
sated elasticity of labor effort of individuals of ability w; and α(w) is the net social
marginal valuation of income, evaluated in dollars, of individuals of ability w.11 Specif-
ically with regard to the latter,

(3.8)α(w) = W ′uc(w)

λ
+ tw

(
∂l(w)

∂g

)
.

The numerator of the first term on the right side of (3.8) indicates how much additional
(lump-sum) income to an individual of ability w contributes to social welfare—uc in-
dicates how much utility rises per dollar and W ′ indicates the extent to which social
welfare increases per unit of utility—and this is converted to a dollar value by dividing
by the shadow price of government revenue. The second term takes into account the
income effect, namely that giving additional lump-sum income to an individual of abil-
ity w will reduce labor effort (∂l(w)/∂g < 0), which in turn reduces government tax
collections by tw per unit reduction in l(w).

Expression (3.7) indicates how various factors affect the optimal level of a linear in-
come tax. Beginning with the numerator, a higher (in magnitude) covariance between α

and y favors a higher tax rate. In the present setting, α(w) will (under assumptions ordi-
narily postulated) be falling with income. Note that a larger covariance does not involve
a closer (negative) correlation but rather a higher dispersion (standard deviation) of α

and y. The dispersion of α will tend to be greater the more concave (egalitarian) is the
welfare function W and the more concave is utility as a function of consumption (i.e.,
the greater the rate at which marginal utility falls with income). Income, y, will have
a higher dispersion (again, under standard assumptions) when the distribution of un-
derlying abilities is more unequal. In sum, more egalitarian social preferences, greater
individual aversion to risk (more rapidly declining marginal utility of consumption), and
higher underlying inequality will all contribute to a higher optimal tax rate.

The denominator of (3.7) indicates that a higher compensated labor supply elasticity
favors a lower tax rate. The other terms in the integrand indicate that, ceteris paribus,
the labor supply elasticity matters more with regard to high-income individuals and
at ability levels where there are more individuals (typically the middle of the income

11 There are many derivations of this condition, and it is expressed in a variety of equivalent ways. The
present notation and manner of expression is close to that in Stiglitz (1987), page 1016, expression (29), and
his derivation appears in note 31. See also Atkinson and Stiglitz (1980, pp. 407–408). These derivations, it
should be noted, typically do not take into account that some individuals (those of low ability) will choose
not to work, in which case (3.2) no longer characterizes their behavior (because they are at a corner solution).
This problem is more often addressed in analyses of the optimal nonlinear income tax and in simulations.
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distribution) because of the greater sacrifice in revenue. Note further that, if this com-
pensated elasticity is taken to be constant, as is common in performing simulations, then
the denominator is just the elasticity weighted by average income.

The foregoing exposition is incomplete in not emphasizing the various respects in
which income effects are relevant (they influence α and also λ) and in ignoring that the
values on the right side of (3.7) are endogenous. Especially for the latter reason, the
literature has relied heavily on simulations.

The most-reported optimal linear income taxation simulations are those of Stern
(1976). For his preferred case—an elasticity of substitution of 0.4,12 a government rev-
enue requirement of 20% of national income, and a social marginal valuation of income
that decreases roughly with the square of income—he finds that the optimal tax rate is
54% and that individuals’ lump-sum grant equals 34% of average income. (To put these
figures in perspective, it should be understood that these estimates refer to the combi-
nation of all taxes; all government expenditures and all redistribution are financed by
this single tax.) To illustrate the benefits of redistribution, he finds that a scheme that
uses a lower tax, just high enough to finance government programs (that is, with a grant
of zero), produces a level of social welfare that is lower by an amount equivalent to
approximately 5% of national income.

Stern considers a number of other variations. If there is virtually no weight on equal-
ity, the optimal tax rate is only 25%, whereas if there is extreme weight on equality,
specifically, the maximin case, the optimal tax rate is 87%. Returning to his central
case, an extremely low labor supply elasticity implies an optimal tax rate of 79%, and
an elasticity as high as had been used in some earlier literature implies an optimal tax
rate of 35%. Additionally, his central estimate assumes that (nonredistributive) govern-
ment expenditures are approximately 20% of national income. In the absence of the
need to finance such expenditures, the optimal tax rate is 48%, and if expenditures were
twice as high, the optimal tax rate is 60%.

3.3. Two-bracket income tax

Before proceeding to the general optimal nonlinear income tax problem, it is illuminat-
ing to consider briefly a simpler extension. A two-bracket income tax applies a constant
rate t1 to all income up to some specified level y◦ and another constant rate t2 to all
income over the specified level y◦. See Figure 3.3 for an illustration in which t1 > t2.
Here, the government chooses t1, t2, y◦, and g to maximize social welfare.

This problem has been explored by Slemrod et al. (1994). They report simulations
for an optimal two-bracket income tax using functional forms and parameters similar to

12 In many simulations, including this one by Stern, investigators calibrate labor supply responsiveness by the
elasticity of substitution between consumption and labor in a CES (constant elasticity of substitution) utility
function. Such elasticities do not directly correspond to a compensated or uncompensated elasticity of labor
supply. In fact, Stern’s 0.4 elasticity of substitution corresponds to a case in which the uncompensated labor
supply elasticity is negative.
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Figure 3.3. Two-bracket income tax schedule.

those employed by Stern (1976) and others. In all of the cases they consider, the optimal
upper-bracket marginal tax rate is less than the optimal lower-bracket rate. Nevertheless,
in all simulations in which the optimal transfer, g, is positive, the overall income tax
schedule is progressive, which one should recall is defined as exhibiting rising average
tax rates. In the case closest to Stern’s central case, the optimal linear income tax has
a rate of 58% whereas the optimal two-bracket tax has a marginal rate of 60% on low
incomes and 52% on high incomes.

The intuition behind their results is that the lower rate on high-income individuals
induces greater labor effort and thus raises more revenue without having to sacrifice
revenue on income subject to the lower-bracket rate. This allows a larger grant g to
be financed. Put another way, raising the bottom rate by �t1, while keeping the top
rate fixed, is inframarginal regarding upper-bracket individuals; it collects �t1y

◦ from
them without distorting their labor supply. Indeed, there is also an income effect on
upper-bracket individuals that further increases their labor supply and thus revenue.
Interestingly, as the social preference for equality increases, not only do the tax rates
and level of grant increase, but the absolute size of the gap between the two tax rates
widens in their simulations; that is, a greater preference for equality makes it optimal
for the marginal rate on low-income individuals to be further above the marginal rate on
high-income individuals. The intuition is essentially that just noted: Allowing the first
rate to be higher enables additional revenue to be raised from high-income individuals
to fund a higher transfer g, and this increase in g is relatively more valuable the greater
the social benefit from redistribution.

3.4. Nonlinear income tax

Returning to the more general formulation of the optimal income taxation problem de-
scribed in subsection 3.1 and depicted in Figure 3.1, the government chooses a tax
schedule T (wl) to maximize the SWF (3.3) subject to a revenue constraint (3.4) and
constraints (3.2) requiring that individuals of all ability levels be maximizing their
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utility, taking the tax schedule as given. Mirrlees (1971) and subsequent investigators
employ control-theoretic techniques to address this problem. In this maximization, the
constraints regarding individuals’ maximizing behavior entail that no individual of any
type w will prefer the choice specified for any other type w◦. (Readers may recog-
nize this problem as related to the revelation principle used in work on mechanism
design.13)

This analysis can be summarized in a first-order condition for the optimal marginal
tax rate at any income level y∗, where w∗ and l∗ correspond to the ability level and
degree of labor effort supplied by the type of individual who would earn y∗. Following
the presentation in Atkinson and Stiglitz (1980), who make the simplifying assump-
tion that utility is separable between consumption and labor effort, adding the further
assumption (discussed below) that marginal utility uc is constant, conforming the no-
tation, and engaging in some additional reshuffling, the condition can be expressed
as14

(3.9)
T ′(w∗l∗)

1 − T ′(w∗l∗)
= 1 − F(w∗)

ξ∗w∗f (w∗)

∫ ∞
w∗(1 − W ′(u(w))uc

λ
)f (w) dw

1 − F(w∗)
,

where ξ∗ = 1/(1 + l∗ull/ul)—which, when marginal utility is constant as assumed
here, equals ε/(1 + ε), where ε is the elasticity of labor supply. (This ε is often stated
to be the compensated elasticity, but with constant marginal utility of consumption
there is no income effect, so the compensated and uncompensated elasticities are iden-
tical.)

To aid in understanding expression (3.9), it is helpful to have in mind a simple per-
turbation of the income tax schedule that is used, for example, by Saez (2001). If one
begins with some tax schedule T (wl), assumed to be optimal, it must be that no slight
adjustment to the schedule will change the level of social welfare. Consider an adjust-
ment that slightly raises the marginal tax rate at some income level, y∗ (say, in a small
interval from y∗ to y∗ + δ), leaving all other marginal tax rates unaltered. There are two

13 Relatedly, following Stiglitz (1982a), many have advanced intuition and derived results by considering
models with a finite number of types of individuals, often two. (This analysis parallels similar work on adverse
selection in insurance models and on nonlinear pricing.) Corresponding incentive-compatibility constraints
require that individuals will not wish to mimic other types, the problem in the case of redistributive taxation
usually being that high-ability types may wish to mimic low-ability types in order to pay lower taxes.
14 The relationship between Atkinson and Stiglitz’s (1980) expression (13-54) on page 417 and that in the
text is entirely straightforward except that their term ξ∗ appears in the numerator rather than in the denomi-
nator. The difference in how ξ∗ is defined (that here is the reciprocal of theirs) accounts for the difference in
placement. The reason for the deviation is that it is convenient to follow convention and employ an ξ∗ that
corresponds more directly (and in particular is positively related) to the elasticity of labor supply. (Addition-
ally, the assumption that uc is constant allows some further simplification.) Expression (3.9) and Atkinson and
Stiglitz (1980) are essentially identical to Stiglitz (1987) (expression (25) on page 1007 and the expression in
note 17 on page 1008), Diamond (1998) (expression (10) on page 86), Dahan and Strawczynski (2000) (ex-
pression (2) on page 682), and Auerbach and Hines (2002) (expressions (4.12) and (4.15) on pages 1381–82).
It is also similar to the two formulations in Saez (2001, p. 215).



666 L. Kaplow

effects of such a change. First, individuals at that income level face a higher marginal
rate, which will distort their labor effort, a cost. Second, all individuals above income
level y∗ will pay more tax, but these individuals face no new marginal distortion. That
is, the higher marginal rate at y∗ is inframarginal for them. Since those thus giving up
income are an above-average slice of the population (it is the part of the population with
income above y∗), there tends to be a redistributive gain.

Expression (3.9) can readily be interpreted in terms of this perturbation.15 Begin with
the first term. Revenue is collected from all individuals with incomes above y∗, which
is to say all ability types above w∗; hence the 1 − F(w∗) in the numerator. This factor
favors marginal tax rates that fall with income: As there are fewer individuals who face
the inframarginal tax, the core benefit of higher marginal rates falls. In the extreme, if
there is a highest known type in the income distribution, the optimal marginal rate at the
top would be zero because 1 − F would be zero: A higher rate collects no revenue but
distorts the behavior of the top individual.16 However, when there is no highest type,
known with certainty in advance, this result is inapplicable. Furthermore, even with a
known highest type, simulations suggest that zero is not a good approximation of the
optimal marginal tax rate even quite close to the top of the income distribution, so the
zero-rate-at-the-top result is of little practical importance.17

Raising the marginal rate at a particular point distorts only the behavior of the mar-
ginal type, which explains the f (w∗) in the denominator of the first term. For standard
distributions, this factor is rising initially and then falling, which favors falling marginal
rates at the bottom of the income distribution and rising rates at the top. The denomina-
tor also contains weights of ξ∗, indicating the extent of the distortion, and w∗, indicating
how much production is lost per unit of reduction in labor effort. The elasticity is of-
ten taken to be constant, although some empirical evidence on the elasticity of taxable
income (see subsection 11.3) supports a rising elasticity due to the greater ability of
higher-income individuals to avoid taxes.18 This consideration may favor marginal rates
that fall with income. Finally, w∗ is rising, which also favors falling marginal rates: The
greater the wage (ability level), the greater the revenue loss from a given decline in labor
effort.

The second term applies a social weighting to the revenue that is collected. The inte-
grand in the numerator is the difference between the marginal dollar that is raised and

15 Just as when interpreting the first-order condition (3.7) for the linear income tax, income effects and the
endogeneity of terms being interpreted will be ignored. The latter problem is more serious here because
parameters on the right side of (3.9) depend implicitly on marginal tax rates other than at y∗ (through the
term W ′uc/λ).
16 This result first appears in Phelps (1973) and Sadka (1976) and is explored in some detail by Seade (1977).
In (3.9), 1 − F also appears in the denominator of the second term; however, the integral in the numerator of
the second term also equals zero. As w∗ approaches its maximum, the second term as a whole approaches 1
minus the welfare weight on the top individual whereas the first term approaches zero.
17 See, for example, Tuomala (1990).
18 See, for example, Alm and Wallace (2000), Auten and Carroll (1999), Gruber and Saez (2002), and Moffitt
and Wilhelm (2000).
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the dollar equivalent of the loss in welfare that occurs on account of individuals above
w∗ paying more tax. As in the interpretation of (3.7), uc is the marginal utility of income
to such individuals, W ′ indicates the impact of this change in utility on social welfare,
and division by λ, the shadow price on the revenue constraint, converts this welfare
measure into dollars.19 This integral is divided by 1 − F(w∗), which makes the second
term an average for the affected population.

This term tends to favor marginal rates that rise with income. The greater is w, the
lower is W ′ (unless the welfare function is utilitarian, in which case this is constant) and
the lower would be the marginal utility of income uc (had we not abstracted from this
effect in the assumptions); hence at higher w∗, the average value of the term subtracted
in the integrand is smaller, making the entire term larger. Note further that if social wel-
fare or utility is reasonably concave, W ′uc will approach zero at high levels of income,
at which point this term will be nearly constant in w∗. That is, the term favors rising
marginal tax rates when income is low or moderate, but has little effect on the pattern
of marginal tax rates near the top of the income distribution.20

Because of difficulties in determining the shape of the optimal income tax schedule
by mere inspection of the first-order condition (3.9), analysts beginning with Mirrlees
(1971) have used simulations to help join the theoretical analysis with empirical esti-
mates of labor supply elasticities and of the distribution of skills or income in order
to provide further illumination. The discussion here will emphasize how the shape of
the optimal nonlinear income tax varies from linearity because subsection 3.2 on the
optimal linear income tax already reports how the overall level of marginal tax rates is
affected by various parameters of the problem. Tuomala (1990) offers a useful survey
and set of calculations. Perhaps his most notable conclusion is that, in all the cases he
reports, marginal tax rates fall as income increases, except at very low levels of income.
Mirrlees’s (1971) original calculations had displayed a similar tendency, but subsequent
researchers questioned the extent to which this result may have depended on the social
preferences he stipulated or the arguably high labor supply response he assumed. Sub-
sequent work, however, suggests that a greater social preference for equality or a lower
labor supply response tends to increase the level of optimal marginal tax rates but does
not generally result in a substantially different shape.

Some more recent work explores further whether there exist circumstances in which
optimal marginal tax rates rise with income. Kanbur and Tuomala (1994) find that when

19 Another natural way to think of the experiment of raising the marginal rate T ′(w∗l∗) is to suppose further
that the additional revenue will be used to increase the uniform grant. The marginal social value of increasing
the grant will, at the optimum, necessarily equal the shadow price λ of government revenue.
20 Brito and Oakland (1977) and Seade (1977) showed that the optimal marginal tax rate at the bottom of the
distribution is zero, a phenomenon that can be understood by reference to this term: If the higher marginal
rate applies to literally everyone, so they all pay the same increment in tax, then there is no redistribution,
but there still is distortion of the lowest type, who is subject to a positive marginal rate. However, since it is
typical that the optimum has all individuals below some low ability level not working, it is not in fact the case
that there is no redistribution from applying a positive marginal rate to the lowest type who chooses to work,
and Ebert (1992) shows that a positive marginal tax rate at the bottom is indeed optimal in this case.
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inequality in individuals’ abilities (wages) is significantly greater than previously as-
sumed (but in ranges they suggest to be empirically plausible), optimal marginal tax
rates do increase with income over a substantial range, although for upper-income
individuals optimal marginal rates still fall with income. Diamond (1998) examines
a Pareto distribution of skills, instead of the commonly used lognormal distribution,
under which the (1 − F)/f component of (3.9) rises more rapidly at the top of the
distribution, and finds that optimal marginal tax rates are rising at the top. However, Da-
han and Strawczynski’s (2000) simulations indicate that Diamond’s result was driven
in large part by his additional assumption that preferences were quasi-linear, thus re-
moving income effects. (Nevertheless, their diagrams do suggest that, consistent with
Diamond’s claim, moving from a lognormal to a Pareto distribution favors higher
rates—still falling, but notably less rapidly—at the top of the income distribution.)
Saez (2001), using income distribution data in the United States from 1992 and 1993,
finds that the shape of the distribution of (1 − F)/wf is such that optimal rates should
fall substantially well into the middle of the income distribution, to an income of ap-
proximately $75,000, rise until approximately $200,000, and then be essentially flat
thereafter.21

Another important conclusion in Mirrlees’s (1971) original work is that the optimal
nonlinear income tax is approximately linear. If this is true, it may be that there is lit-
tle loss in social welfare if only a linear income tax (which may have administrative
advantages) is used. Subsequent investigators report a range of cases in which the op-
timal nonlinear income tax departs more substantially from a linear tax, but they do
not generally report how much welfare loss would be involved in using only a linear
scheme.

An additional result from the simulations is that, at the optimum, a nontrivial fraction
of the population does not work, and this fraction is larger when social preferences
favor greater redistribution and when the labor supply elasticity is higher. This outcome
should hardly be surprising because, as the analysis of (3.9) and the simulations suggest,
high marginal rates tend to be optimal at the bottom of the income distribution, along
with a sizable grant. Relatedly, little productivity and thus little tax revenue is sacrificed
when those with very low abilities are induced not to work (whereas substantial revenue
is raised from the rest of the population, for whom marginal tax rates on their first dollars
of income are inframarginal).

21 For example, in his simulation with a utilitarian welfare function, a compensated elasticity of labor supply
of 0.5, and a functional form for utility that has income effects, his optimal schedule has a marginal rate
near 80% at the bottom of the income distribution that falls to approximately 40% at $80,000, and then rises
to nearly 70% at the upper end, where it roughly levels off. However, his functional form for utility has
income effects that rise with income to such an extent that the uncompensated elasticity approaches zero as
w increases, which favors higher marginal rates at the top than otherwise. See also Dahan and Strawczynski
(2004) for further exploration.
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3.5. Elaboration

3.5.1. Taxation of earning ability

The need to use a distortionary labor income tax to achieve distributive objectives is
premised on the infeasibility of individualized lump-sum taxes based on individuals’
earning ability, which would be nondistortionary. The assumption is that differences in
earning ability are unobservable, so income, a signal of earning ability, is taxed instead.
However, given that income taxation is distortionary and, as a result, society cannot
fully meet its desired distributive objective, and that income itself is neither costlessly
nor accurately observable (see section 11), it is worth considering the possibilities for
basing taxation more directly on ability.

One strategy would be to attempt to observe individuals’ wages or to infer wages
from income and hours. Hours, however, are difficult to observe and both hours and
wages are manipulable, such as by extending reported hours and lowering the reported
wage (keeping earnings constant, and thus both employer and employee indifferent);
self-employment poses a particularly serious problem. Another approach would be to
measure proxies of earning ability, such as through testing. Unfortunately, skills mea-
surable by testing explain only some of the variance in earnings ability. Furthermore,
if taxes were to be based on test results or other ability measures, individuals would
adjust their performance and thereby distort the measurement. A third technique—one
sometimes employed—is to adjust taxes and transfers for observable attributes, such as
physical disability, age, or family composition.

There has been little formal analysis of the taxation of earning ability. Stern (1982)
compares an ability tax supplemented by a purely proportional income tax and an op-
timal nonlinear income tax. He assumes that there will be classification errors with an
ability tax and considers how large the errors have to be to make the nonlinear income
tax preferable. He finds that, the greater the preference for equality, the less attractive is
an ability-tax scheme because mistakes in which low-ability individuals are misclassi-
fied as high types are more socially costly. Unfortunately, his comparison is not clean
because he allows a more powerful (nonlinear) income tax when there is no ability tax;
moreover, he uses a model with only two types of individuals, which further increases
the relative power of a nonlinear income tax.

A broader approach would be to suppose that there exists an imperfect signal (or
signals) of ability and allow the government to make the tax and transfer schedule a
function of the signal. The signal, call it θ , could be an index of discrete classifica-
tions or a continuous variable. Then, the first-order condition for the optimal nonlinear
income tax problem, expression (3.9), could be restated, showing that the tax sched-
ule and the distribution and density functions also depend on θ , giving us T (w∗l∗, θ),
F(w∗, θ), and f (w∗, θ), respectively.22 (Note that the separate tax schedules would be

22 One could also allow the utility function in expression (3.9) to depend on θ , recognizing, for example, that
both utility levels and the marginal utility of consumption could be affected by such observable characteristics
as disabilities or family composition, the latter case being the subject of section 10.
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linked in a common optimization by the shadow price λ.) This approach will be used
in subsection 6.2 to address the optimal form of categorical assistance under transfer
programs. As a special case, if one supposes that one of the groups is homogeneous (all
of one type), the optimal schedule for that group would involve a zero marginal tax rate,
with all redistribution to or from the group accomplished through the group’s lump-sum
transfer. This is the structure of Akerlof (1978), in which he assumes that a subset of
the lowest-ability group can be identified perfectly (“tagged”).

3.5.2. Additional considerations

In addition to factors explored elsewhere in this survey, a number of considerations fur-
ther complicate the optimal income taxation problem. One is that income may be a noisy
signal of ability, whether because of variations in occupations (for a given ability, one
job may pay more to compensate for specific disamenities) or in preferences (an indi-
vidual may earn more not because of greater ability but rather due to a higher marginal
utility of consumption or a lower marginal disutility of labor effort). Another possibility
is that individuals may have preferences concerning redistribution itself, perhaps due to
altruism or envy.23 Other topics that have been explored include liquidity constraints24

and general equilibrium effects of redistribution on the distribution of pre-tax wages.25

Some of these factors may make redistribution more attractive than otherwise, some
less attractive, and some are indeterminate without further specification of the model or
parameter values. Most of these subjects have received only modest attention despite
their potential importance to the optimal income taxation problem.

4. Commodity taxation

The analysis of labor income taxation may be extended by considering a setting in which
consumption consists not of a single, composite good but a range of goods and services,
and each type of consumption may be taxed or subsidized at its own rate.26 Commodity

23 See, for example, Hochman and Rodgers (1969) on the possibility that the rich benefit from redistribution
to the poor, Pauly (1973) on redistribution as a local public good, Veblen (1899), Duesenberry (1949), Boskin
and Sheshinski (1978), Frank (1984a, 1984b, 1985, 1999), and Tuomala (1990) on individuals’ concern for
status, and Easterlin (1973, 1974, 2001), Frank (1984b, 1985), and Veenhoven (1991) on the possibility that
individuals’ long-run preferences may be largely relative.
24 See, for example, Hoff and Lyon (1995), Hubbard and Judd (1986) (and Hall’s and Summers’s comments
thereon), and Polinsky (1974).
25 See, for example, Feldstein (1973), Allen (1982), Carruth (1982), and Stiglitz (1982a).
26 Commodity taxation was traditionally referred to as a form of indirect taxation, in contrast to an income
tax (or personal consumption tax), which was described as direct taxation. The standard interpretation is that
direct taxes can plausibly be tailored to individuals’ circumstances, allowing notably for uniform per capita
taxes or transfers and for nonlinear taxation. By contrast, indirect taxes, such as commodity taxes, are imper-
sonal; they do not allow a uniform levy because individuals cannot (at least for purposes of indirect taxes)
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taxation is important in its own right, for it is possible to tax commodities differentially
and this is often done (e.g., taxes on gasoline, hotel stays, alcohol, and tobacco). Addi-
tionally, in general sales tax or value-added tax (VAT) systems, it is common to apply
differential rates, such as by providing rate reductions or exemptions for purchases of
food. Whether luxury taxes are desirable on redistributive grounds is another sort of
question directly investigated in this section.

Moreover, commodity taxes are important conceptually because they provide a ba-
sis for analyzing (directly or by extension) a number of other subjects.27 For example,
taxation of savings can be viewed as differential taxation of future versus present com-
modities, and transfer (estate and gift) taxes are differential taxes on different forms
of consumption by donors. Other subjects, including expenditures on public goods and
corrective taxes, can also be analyzed by reference to the basic commodity taxation
model. See subsections 7.2 and 8.3. As will become apparent, this section contains a
formalization of the distribution-neutral approach presented in subsection 2.2 that is ap-
plicable to a broad range of tax and other governmental policies, including most of those
that are not concerned exclusively with redistribution (i.e., the pure optimal income tax
problem of section 3).

To foreshadow the results, the main conclusion for the basic case is that no dif-
ferentiation in commodity taxes—equivalent to a system of no commodity taxes or
subsidies—is optimal. This important result was established by Atkinson and Stiglitz
(1976) for the case in which the nonlinear income tax is set optimally. The exposition
here will follow Kaplow (2006b), who extends their result to the more general case in
which one begins with an arbitrary nonlinear income tax in an intuitive manner that uses
the previously described distribution-neutral approach.28 The argument shows that, in
a basic setting, if the income tax is adjusted to hold distribution constant, labor supply
also remains unchanged, so the only effect of commodity taxation is on the allocative
efficiency of individuals’ consumption decisions. The optimal result, therefore, involves
no differential taxation; indeed, the elimination of differential commodity taxation can
be accomplished in a manner that results in a Pareto improvement. Likewise, any reform
of a system of commodity taxes and subsidies in the direction of simple efficiency with
regard to consumption choices can be implemented in a way that makes everyone better
off.

be identified. Relatedly, nonlinear indirect taxation is presumed to be impossible because of the infeasibility
of charging different rates that depend on the amount an individual consumes, which would require identi-
fication of who purchases commodities and also that resale (arbitrage between individuals whose different
consumption choices lead them to face different marginal tax rates) be preventable.
27 Perhaps the closest case involves tax preferences such as deductions, exemptions, or credits for particular
activities (such as energy conservation) in income tax systems, which are similar to direct subsidies.
28 This approach was first used by Hylland and Zeckhauser (1979) in arguing that distributive concerns should
play no role in cost-benefit analysis and was developed further in Kaplow (1996c, 2004). See subsection 7.2.
Other discussions of commodity taxation in the presence of nonlinear income taxation that may not be optimal
include Konishi (1995) and Laroque (2005). Additionally, Atkinson and Stiglitz (1976) and Deaton (1979)
characterize the restrictions on utility functions that are necessary for no differentiation to be optimal when
the optimal income tax is restricted to be linear.
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4.1. Model

The model employed in section 3 for studying income taxation can be modified to in-
corporate commodity taxation as well. Instead of a single, composite consumption good
c, it is now supposed that individuals may spend their after-tax-and-transfer income,
wl − T (wl), on any of n commodities, x1, . . . , xn. Commodity prices (which equal
constant unit production costs measured in units of income and thus may be thought of
as prices paid to competitive producers) for goods xi are pi and commodity taxes are
τi (which may be subsidies, in which case they are negative). Individuals as consumers
thus face net prices of pi + τi , assumed to be positive.

An individual’s budget constraint, instead of that given in expression (3.1), is now

(4.1)
∑

(pi + τi)xi(wl) = wl − T (wl),

where summations throughout are from i equals 1 to n and the notation xi(wl) denotes
the level of xi chosen by an individual of earning ability w (and l likewise implicitly
refers to the labor effort of an individual of type w). The government’s budget constraint,
instead of (3.4), becomes

(4.2)
∫ [

T (wl) +
∑

τixi(wl)

]
f (w) dw = R.

Before undertaking the analysis, it is useful to discuss the relationship between the av-
erage overall levels of commodity taxation and of income taxation, and also related mat-
ters of normalization. Initially, observe that there are infinitely many equivalent ways
to describe and implement any commodity tax system. To see this, consider uniform
commodity taxes, that is, commodity tax schemes for which τi = αpi , for all i. Com-
pared to a baseline with no commodity taxation, if α > 0, everyone pays proportionally
more for any bundle of commodities. Such a commodity tax system is equivalent to
the imposition of a linear income tax (or to a uniform adjustment of a preexisting, pos-
sibly nonlinear, income tax). To see this, examine the budget constraint (4.1) for this
commodity tax system when there is no income tax at the outset.

(4.3)
∑

(pi + αpi)xi(wl) = wl.

Factoring 1 + α outside the summation on the left, dividing both sides by 1 + α, and
letting t = α/(1 + α) yields

(4.4)
∑

pixi(wl) = 1

1 + α
wl = (1 − t)wl.

The left side of expression (4.4) is the cost of consumption in a world with no com-
modity taxes, and the right side is disposable income for the case of a linear income
tax (with no grant). Introducing uniform commodity taxation is indeed equivalent to a
uniform shift in the level of income taxation. Put in other words, a uniform consump-
tion tax is equivalent to a linear tax on labor income, a simple result that is useful in
examining the differences between consumption taxes and general income taxes (which
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also reach capital income) and also in understanding the relationships among various
forms of consumption taxes, including a VAT. (See subsections 5.1.1 and 12.2.)

Because varying the overall level of commodity taxes is equivalent to varying the
level of marginal tax rates under an income tax, which is the subject of the optimal
income taxation literature surveyed in section 3, work on commodity taxes and subsidies
has focused on the question of whether and when differential commodity tax rates are
optimal.

4.2. Analysis

Assume that individuals’ utility functions are weakly separable between labor (leisure)
and all other commodities, taken together. That is, their utility functions can be ex-
pressed as u(v(x1, . . . , xn), l), where v is a subutility function. This formulation implies
that, for a given level of after-income-tax income, individuals will allocate their dispos-
able income among commodities in the same manner regardless of the level of labor
effort required to earn that level of income. Put another way, the ratio of the marginal
utilities of consumption for any two commodities, at given levels of consumption of
those commodities and of all other commodities, is independent of the level of labor
effort. (For commodities i and j , this ratio is simply uvvi/uvvj = vi/vj .) As will be
seen, this further implies that changes in the allocation of after-tax income among com-
modities that are caused by commodity tax reforms (that are compensated in the sense
of keeping utility constant) will not affect the choice of labor effort. This separability
assumption will be discussed further in subsection 4.3.

Using this framework, a differentiated tax system {τ1, . . . , τn}, T (wl) is one for
which there exists i, j such that (pi + τi)/(pj + τj ) �= pi/pj . In other words, the
ratio of net prices of at least one pair of goods does not equal its production cost ratio.

Assume that there exists some differential taxation and consider a commodity tax
reform that eliminates all differentiation, specifically, by moving to a regime in which
τi = 0, for all i. Suppose that as an initial matter this commodity tax reform is combined
with a distribution-neutral (offsetting) income tax adjustment that has the feature that
every individuals’ utility remains unchanged. Moving to the new commodity tax vector
will tend to change individuals’ utility because they no longer pay commodity taxes
(or receive subsidies) and because, with a new relative price vector, they will change
their consumption vectors. Whatever is the net effect on utility for any ability level w

and given labor effort l(w), define an intermediate income tax schedule T ◦(wl) at each
income level so as to offset the net effect on utility. That is, examine an income tax
schedule T ◦(wl) that has the property that, if all individuals (of every type w) continue
to choose the same level of labor effort l(w) as under the initial tax system, then their
utility will be unchanged.29

29 It is familiar to refer to this experiment as involving a (utility) compensated change, so at each level of
income, wl, T (wl) − T (wl)◦ is the (Hicksian) compensating variation associated with the change in relative
prices due to the commodity tax reform. (A difference is that, in the present formulation, labor supply is held
constant, although it is to be demonstrated that this is indeed the case in any event.)
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This reform, consisting of the elimination of commodity taxation and an offsetting
income tax adjustment, can be shown to induce individuals to choose the same level
of labor effort. Initially, observe that T ◦(wl) has the property that it leaves subutility v

unaffected for all levels of income. That is, stated in reduced form, V (wl) = V ◦(wl) for
all wl, where V is the maximized value of v (the value of v obtained at each wl when
individuals choose the xi’s optimally, taking the commodity and income tax regime
as given). This result about the subutility functions must be true because the income
tax schedule T ◦(wl) is constructed such that u(V (wl), l) = u◦(V ◦(wl), l); because
the function u does not change, the levels of subutility must be unchanged for each
given level of l and thus of wl. To be sure, changing commodity taxes and changing
the income tax schedule each will alter the level of subutility V produced by a given
level of income wl; however, because of how the income tax schedule adjustment is
constructed, these two sets of effects will be precisely offsetting. Furthermore, if the
level of subutility V is unchanged for every possible level of income, then it also must
be true that, for any choice of labor effort l, each type of individual’s total level of
utility is the same as it was before. In other words, U(l(w)) = U◦(l(w)) for all l(w),
where the reduced form U(l(w)) refers to the level of utility achieved for any choice
of l by the given type w.30 Since utility as a function of labor effort is precisely the
same under the new, intermediate regime as it is under the initial regime, it follows that
whatever level of labor effort l(w) maximized U(l(w)) will also maximize U◦(l(w)).
Accordingly, individuals will indeed choose the same level of labor effort under the
newly constructed intermediate regime.

To complete the argument, consider the effect on revenue of the elimination of dif-
ferential commodity taxation combined with the distribution-neutral tax adjustment
involving the intermediate income tax schedule, T ◦(wl). The income tax adjustment,
recall, derives from two effects of the commodity tax reform. First, the reform changes
individuals’ commodity tax payments, even assuming that they do not change their
consumption decisions, and the income tax adjustment offsets this effect. Clearly, this
combination will be revenue-neutral as a whole, because each type of individual’s in-
come tax payments rise or fall by just the amount that commodity tax payments fall or
rise. Second, due to the changes in relative prices, individuals will be induced to change
their consumption of various commodities. This change can only increase utility (for
otherwise individuals would not choose to adjust their consumption choices). Hence,
the income tax schedule adjustment that offsets this effect on utility will result in addi-
tional revenue being raised, generating a surplus.31 Therefore, one can further adjust the
income tax schedule to rebate this surplus, say in equal amounts to every individual. Be-
cause everyone’s utility is the same under the intermediate regime and the initial regime,

30 These functions, because denominated in utility, will differ among individuals with different earning abil-
ities. However, with homogeneous preferences and weak leisure separability, as assumed here, the same tax
adjustment (denominated in dollars) will work for all individuals.
31 For a formal demonstration of the entire argument, see Kaplow (2006b).
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it must be that, with the rebate, everyone’s utility is greater in the resulting regime that
eliminates differential commodity taxation than it is in the initial regime.

Accordingly, it is possible to eliminate differential commodity taxation in a manner
that generates a Pareto improvement—specifically, by adjusting the income tax in a
manner that produces a reform package that is overall distribution neutral. As shown in
Kaplow (2006b), a similar approach can be used to show that proportional reductions
in differential commodity taxation as well as other partial reforms that are efficient in
the simple sense of reducing the amount of resources required to achieve individuals’
initial levels of utility can be implemented in combination with an offsetting income tax
adjustment so as to make everyone better off.32 In the set of cases under consideration,
a distribution-neutral reform also keeps labor supply constant; hence, the income re-
distribution problem, concerned with both distribution and labor supply distortion, can
be separated from the commodity tax problem, which only affects individuals’ choices
among commodities. In other words, one can legitimately ignore distribution and labor
supply because the reform packages under consideration hold both constant. When this
is possible, it should not be surprising that standard efficiency principles indicate which
commodity tax reforms are optimal.

4.3. Qualifications

There are a number of qualifications to the foregoing conclusion that differential com-
modity taxes and subsidies are inefficient. Most obvious is the case in which the con-
sumption of some goods involves externalities, on which see section 8. Two additional
qualifications concern the argument that a distribution-neutral (offsetting) income tax
adjustment will not affect labor supply.

The assumption that individuals’ utility is weakly separable in labor (leisure) rules
out one source of possible labor supply effects. To illustrate the phenomenon, consider
that taxing books, movie tickets, or swim suits (relative to other goods) tends to make
leisure relatively less attractive. Given the distortion in favor of leisure caused by the
income tax, this effect would be beneficial. Likewise, subsidizing substitutes for leisure,
such as labor-saving devices, would tend to be advantageous. Because of the second-
best setting that exists due to the assumed impracticality of taxing leisure directly (to
offset the effect of taxing labor), it is optimal to distort other activities if (but only if )
the distortion of the labor-leisure choice is thereby mitigated.33 Some possible examples
are identified in empirical work: Barnett (1979) finds that consumers substitute durable
goods for leisure (and thus are a candidate for subsidies), Iorwerth and Whalley (2002)
find that restaurant meals substitute for leisure whereas raw food complements leisure
(implying that it may be optimal to reverse the common practice, superficially appealing

32 Dixit (1975) and others characterize efficient partial reforms, although in a Ramsey model in which there
is no concern for distribution and no income tax. See subsection 4.4.
33 This point is first suggested by Corlett and Hague (1953), although in a Ramsey tax setting.
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on distributive grounds, of taxing restaurant meals but exempting sales of raw food from
sales taxes), and West and Williams (2007) find that gasoline is a leisure complement
and thus should be taxed (by more than the level of the externalities associated with
gasoline consumption).

As suggested by Mirrlees (1976), the inability to tax ability directly (see subsec-
tion 3.5.1) provides another possible basis for differential taxation in cases in which
preferences for some commodities depend directly on individuals’ abilities (rather than
on their incomes, which reflect their abilities). Specifically, it tends to be optimal to im-
pose a heavier burden on commodities preferred by the more able and a lighter burden
on those preferred by the less able. For example, efficiency may favor taxing expendi-
tures related to fine art (acquisitions of art objects, attendance at museums and the opera,
and purchases of high-brow literature) and subsidizing simpler pleasures (bowling, at-
tendance at professional wrestling, and viewing of trashy movies). Notice, however, that
this argument does not imply that one should tax luxuries in general; because higher de-
mand for luxuries is, by definition, a consequence of higher income, taxing luxuries
distorts the labor-leisure decision. The present consideration is distinctive because it
depends on preferences that vary with ability per se. Put somewhat differently, assum-
ing two individuals were to earn the same income, the relevant question is whether the
higher-ability person would, relative to the other, prefer a different mix of commodities.

The strong conclusion that reducing differential commodity taxation can be accom-
plished in a manner that yields a Pareto improvement is qualified by a number of
additional considerations: heterogeneity of individuals’ preferences, administrative and
enforcement concerns, political economy considerations, and other factors. It should be
emphasized, however, that most qualifications to the basic conclusion are largely orthog-
onal to standard redistributive considerations. Notably, one does not seek adjustments
that are directly redistributive, such as by (relatively) taxing luxuries and subsidizing
necessities. Indeed, as suggested by the foregoing example of expenditures on meals
and on unprepared food, opposite adjustments may well be optimal.

4.4. Ramsey taxation

Most surveys and textbook treatments of optimal taxation devote substantial attention
to Ramsey’s model of taxation and the principles derived therefrom. See, for exam-
ple, Atkinson and Stiglitz (1980), Auerbach (1985), Auerbach and Hines (2002), and
Sandmo (1976). Ramsey’s (1927) seminal paper addresses how to raise a given amount
of revenue through commodity taxation when distributive considerations are ignored
and an income tax is assumed to be unavailable. The familiar prescription is that, in
the special case in which compensated demand schedules are independent (zero cross-
elasticities), taxes should be inversely proportional to the elasticity of demand because
distortion is less when the elasticity is lower.34 The major qualification involves distribu-
tion, which favors higher taxes on goods consumed disproportionately by higher-income

34 Another important result is that, with constant returns to scale in production or the availability of a 100%
profits tax, production efficiency is optimal (i.e., no differential taxation of inputs). See Diamond and Mirrlees
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individuals. See, for example, Atkinson and Stiglitz (1972, 1976), Feldstein (1972), and
Diamond (1975). These competing considerations pose a tradeoff, especially because it
often is supposed that necessities, consumed disproportionately by the poor, have rela-
tively inelastic demands, and conversely for luxuries.

In addition to being widely taught, the Ramsey tax model and principles have pro-
vided the basis for extensive literatures on particular subjects, such as the taxation of
capital, taxation and imperfect competition, and public sector pricing.35 However, the
foregoing analysis of optimal commodity taxation—which suggests that uniformity is
optimal in the basic case without regard to demand elasticities or whether goods are
disproportionately consumed by the rich or the poor—stands in sharp contrast to the
leading principles of Ramsey taxation and thus calls into question results in the many
literatures that build on the Ramsey model.36 It is useful to set forth this tension briefly
and explain why conflicting Ramsey principles are indeed inappropriate in the presence
of an income tax.

Begin with the original Ramsey model in which individuals are assumed to be iden-
tical and the government’s sole objective is to raise revenue with minimal distortion.
When one allows for an income tax (linear or nonlinear)—one feature of which is
the possibility of a uniform lump-sum tax or subsidy (which, unlike individualized
lump-sum taxation, is feasible)—there is no need to rely on distortionary commodity
taxation.37 This result obviously does not depend on any special assumptions about the
form of the utility function.

The reason that raising all revenue by uniform per capita taxes is problematic has to
do with income distribution, for in a world in which individuals’ abilities vary, the poor
are hit hard by such a tax, whereas social welfare may be maximized when they receive
net transfers. (Likewise, as noted, the simple Ramsey prescription arising from models
that assume identical individuals favors commodity taxes that may fall most heavily
on necessities.) When distributive concerns are incorporated, however, the analysis in
subsection 4.2, drawing on the initial result of Atkinson and Stiglitz (1976), shows that
differential commodity taxes also have no role in an overall optimal scheme (under sim-
plifying assumptions examined in subsection 4.3). Although Ramsey rules modified for
distributive considerations differ from the simpler prescriptions derived when individ-
uals are assumed to be identical, they still generally involve adjustments that deviate,

(1971) and Stiglitz and Dasgupta (1971), and also Dasgupta and Stiglitz (1972) and Mirrlees (1972a) on how
this result may differ when distribution is a concern.
35 Regarding the latter, taxes or subsidies on private goods correspond to setting public sector prices above
or below marginal cost, respectively.
36 Not all Ramsey principles differ, notably, Corlett and Hague’s (1953) argument (mentioned in subsec-
tion 4.3) that leisure complements (substitutes) should be taxed (subsidized) relative to other commodities.
37 Following the discussion of normalizations in subsection 4.1, it is sometimes believed that a model with
commodity taxation and no income taxation is equivalent to one that also allows linear income taxation. This,
however, is incorrect because, as the discussion in the text (and the analysis in subsection 3.2) makes clear,
an important feature of a linear income tax is that it permits a uniform lump-sum grant (or tax) g, which a
system of pure, anonymous commodity taxation does not allow.
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perhaps substantially, from uniformity—even when separability is assumed so that no
differentiation is optimal with an income tax. For example, under Ramsey rules com-
modities consumed primarily by the rich (poor) should typically be taxed (subsidized)
if inequality is sufficiently great and if distributive concerns are sufficiently important.
But this result does not hold when an income tax is available. As explained above, any
effect of commodity taxation regarding income distribution can better be produced di-
rectly, through the income tax, which undertakes redistribution in an across-the-board
fashion. (Interestingly, the grant component of the income tax involves a uniform tax
when only distortion is a concern, rendering commodity taxes unnecessary, whereas the
grant is positive—a subsidy—in most simulations of an optimally redistributive income
tax, under which commodity taxes are also unnecessary in the basic case.)

In sum, whether or not distribution is a concern, results derived in the original Ram-
sey framework, in which no income tax is available, fail to provide proper guidance in a
world with an income tax. Accordingly, as Stiglitz (1987) suggests, Ramsey principles
may be relevant in developing economies, in which income taxation may be infeasible
(although he suggests that other modifications may be required), but not in developed
economies. Likewise, as implied by Atkinson and Stiglitz’s (1976) original paper and
subsequently reinforced by Stiglitz (1987), various models and associated prescriptions
based on the Ramsey framework are likewise poor guides when an income tax is avail-
able. See also Mirrlees (1994, p. 223) making a similar observation with regard to the
analysis of public goods provision. Accordingly—and on account of space constraints—
derivations of Ramsey tax principles are not covered here, and the reader is referred to
the surveys cited at the outset of this subsection.

5. Other types of taxation

This section addresses additional major forms of taxation. As suggested in the introduc-
tion and subsection 2.2, most types of taxation can best be understood and their optimal
use properly determined by examining them through interpretations or extensions of the
model of optimal labor income and commodity taxation. In this fashion, one can obtain
an integrated view of how different tax instruments should be used together to maxi-
mize social welfare, thereby achieving the revenue-raising and distributive objectives of
taxation.

5.1. Capital taxation

In sections 3 and 4, income taxation referred to the taxation of labor income. In a static
(one-period) model, the question of the optimal tax treatment of income from capital
does not arise. Many forms of taxation, including the corporate tax as well as a standard
income tax, do reach the returns to capital (savings), so extending the foregoing frame-
work to capital income is important. Many dynamic issues are deferred to section 9; this
section focuses on fundamentals.
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5.1.1. Income versus consumption taxation

Following Atkinson and Stiglitz (1976, 1980), it is useful to begin by employing the
model of commodity taxation to illuminate the difference between a classical, accrual
income tax and a pure (cash-flow) consumption tax, taking advantage of the fact that
consumption in different time periods can be conceptualized as consumption of different
commodities. As subsection 4.1 explains, a uniform commodity tax at rate α (the same
as a proportional consumption tax), which gives the budget constraint in expression
(4.3), is equivalent to a linear tax on labor income at rate t = α/(1 + α), which gives
the budget constraint in expression (4.4).

To introduce returns to capital and the possible taxation thereof, it is helpful to con-
sider a two-period model wherein individuals work only in period 1 and consume in
periods 1 and 2. (Period 1 can be thought of as an aggregate of one’s working years and
period 2 as retirement years.) Suppose further that there is only one type of commodity
in each of the two periods, denoted c1 and c2. That is, we are considering a two-good
version of the commodity tax problem in which the first commodity is period 1 con-
sumption and the second commodity is period 2 consumption. Individuals’ utility is
u(c1, c2, l). In this model, a pure labor income tax (equivalent to a uniform commodity
or consumption tax) gives the budget constraint

(5.1)wl(1 − t) = c1 + c2

1 + r
,

where r is the interest rate (and g = 0 to simplify the exposition).
By contrast, a standard income tax is defined as a tax on both labor and capital income

at the same rate. A common statement, referred to as the Haig-Simons definition, is that
the income tax base equals consumption plus changes in wealth, the latter of which in
the present model arises on account of earnings on first-period savings. More generally,
it includes all returns to capital, such as interest, dividends, and capital gains (the latter
determined in principle on an accrual basis)—and also allowing offsets for negative
values (notably, interest payments and capital losses). When the income tax applies to
labor and the returns to capital, the budget constraint becomes

(5.2)wl(1 − t) = c1 + c2

1 + r(1 − t)
.

In comparing expressions (5.2) and (5.1), it is sometimes noted that a labor income
tax is equivalent to an income tax that exempts the return to capital, and, given the
aforementioned equivalence between a labor income tax and a consumption tax, that
a consumption tax is likewise equivalent to an income tax that exempts the return to
capital.38

38 In similar spirit, the Haig-Simons definition is often rearranged to state that consumption equals in-
come minus changes in wealth (net savings or dis-savings), an identity made use of in personal (cash-flow)
consumption tax proposals that define the tax base as income minus all savings plus all dis-savings. See
subsection 12.2.1.
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It is also illuminating to rewrite expression (5.2) as

(5.3)wl(1 − t) = c1 + 1 + r

1 + r(1 − t)

c2

1 + r
.

Because (1 + r)/(1 + r(1 − t)) > 1 when t > 0, expression (5.3) indicates that a
full income tax is equivalent to a labor income tax combined with a differential tax on
second-period consumption. Dividing both sides of (5.3) by 1− t , this budget constraint
can also be written as

(5.4)wl = 1

1 − t
c1 + 1

1 − t

1 + r

1 + r(1 − t)

c2

1 + r
.

Expression (5.4) indicates that a standard income tax is also equivalent to a differential
commodity tax scheme under which second-period consumption is taxed at a higher
rate than is first-period consumption.39

5.1.2. Capital taxation more generally

A standard income tax can be understood as a special case of a labor income tax com-
bined with a supplemental tax on second-period consumption. To generalize, one can
let tr denote the tax rate applied to the return to capital, r , in which case expression (5.2)
becomes

(5.5)wl(1 − t) = c1 + c2

1 + r(1 − tr )
.

When tr = 0, we have a labor income tax or a pure (undifferentiated) consumption tax,
and when tr = t , we have a standard income tax. But we may also consider schemes un-
der which tr may take on any value, positive or negative. The choice between a standard
income tax and a consumption tax thus poses a particular slice of the question of the
optimal level of tr . (Note as well that wealth taxes are equivalent to supplemental taxes
on second-period consumption.40)

The analysis in subsection 4.2 indicates that, when labor is weakly separable in the
utility function, so we can write u(v(c1, c2), l) (and other qualifications noted in sub-
section 4.3 are inapplicable), no differentiation is optimal, so tr should equal zero.
This means that a consumption tax is superior to an income tax and, for that matter,
to any nonzero tax or subsidy on capital income. See Atkinson and Stiglitz (1976,

39 The formulations in the text examine proportional income taxes. With nonlinear taxes, one could state
equivalences with regard to marginal rates.
40 An ex post wealth tax (i.e., a tax on savings plus interest, available for consumption in period 2) or an ex
ante wealth tax (i.e., a tax on period 1 savings, which equal wl(1− t)−c1) could be set at the rate tr r/(1+ r).
In either case, the result would be the same as that from supplementing a labor income tax at rate t with a
capital income tax at rate tr .
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1980) and Stiglitz (1987).41 The intuition is that one can achieve any degree of re-
distribution by adjusting the rate schedule, so the only remaining question concerns
efficiency, as in the original commodity tax problem.42 That is, we can ask whether
an individual of a given earnings level should be taxed relatively more or less depend-
ing on whether more income is allocated to first-period or second-period consumption.
In this basic case, neutrality is optimal because it avoids an additional distortion (of
the intertemporal pattern of consumption), whereas differentiation would not help to
offset the preexisting distortion (of labor supply).43 This benchmark facilitates the
analysis of reasons for departure from the zero-tax result, including arguments favor-
ing capital income taxation (although it is unlikely, except on administrative grounds,
that the optimal level of tr would precisely equal t , as under a standard income
tax).

One reason for departure is nonseparability. For example, if higher consumption
(viewed here as an aggregate in each period) in period 1 enhanced the value of leisure
whereas consumption in period 2 has no effect, it would be optimal to subsidize sav-
ings relative to first-period consumption. Another is myopia—see, for example, Laibson
(1998)—which also may favor savings subsidies.44 A recent body of work, surveyed
by Golosov, Tsyvinski, and Werning (2007), indicates that capital taxation may be ef-
ficient to counter socially excessive precautionary savings. Additionally, in a general
equilibrium setting in which wages are not given, capital taxes or subsidies may be op-
timal if they favorably influence the distribution of pre-tax income through the effects of
changes in the capital stock on wage rates. See Stiglitz (1985b). (Compare the general
equilibrium effects noted in subsection 3.5.2.) In this instance and more broadly, when
the government cannot directly control the capital stock through debt or other policies,
taxation or subsidization of capital serves as a substitute instrument.45 Separate argu-

41 The result that no capital taxation is optimal also arises asymptotically in models with infinitely-lived
individuals, see Judd (1985), Chamley (1986), and the survey in Auerbach and Hines (2002), although these
analyses are in a Ramsey setting, on which see subsection 4.4.
42 Accordingly, the notion that consumption taxes are less redistributive than standard income taxes because
the rich have more savings and thus more capital income is not emphasized here; adjusting the tax schedule
to allow a distribution-neutral comparison clarifies the analysis of intrinsic differences between the two types
of taxation. In practice, it is notable that the United States, which relies primarily on the income tax for
redistribution, is generally viewed as engaging in less redistribution than many European countries, most of
which rely heavily on a VAT, a form of consumption taxation.
43 As Feldstein (1978) emphasizes, the extent of intertemporal distortion is not indicated by the change in
savings but instead by the effect of differential taxation on consumption across periods. For example, even if
savings were unaffected, it is still true that c2 falls relative to c1 as tr increases.
44 On taxation and saving more generally, including behavioral theories, see Bernheim (2002). On myopia,
capital taxation, and labor supply, see Kaplow (2006a).
45 For further exploration using overlapping generation models, see, for example, Atkinson and Sandmo
(1980), Atkinson and Stiglitz (1980), Ordover and Phelps (1979), and Stiglitz (1985b). If individuals differ
not only in earning ability but also in their ability to invest successfully—and if, moreover, capital markets
are imperfect so those most productive at investment do not manage others’ savings—additional subtle ad-
justments may be optimal. See Stiglitz (1985b).
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ments that favor consumption taxation over income taxation focus on administrative
grounds, some related to issues explored in section 9.46 See subsection 12.2.1.

5.1.3. Corporate taxation47

The corporate income tax (in its classical, unintegrated variant) is levied on equity in-
vestment undertaken in the corporate form. Specifically, corporations subject to it pay
an income tax on their earnings, and individual taxpayers pay a further round of tax
under the personal income tax on dividend distributions. (Individuals also pay tax on
interest receipts, but interest payments are deductible to the corporation.) By contrast,
investments through sole proprietorships, partnerships, and certain types of corpora-
tions are not subject to an entity-level tax; instead, income is attributed to owners who
are taxed accordingly.48

The corporate tax adds a further layer to the foregoing analysis of capital taxation.
Just as one can determine whether capital taxation is efficient by holding the distribution
of income constant, so one can assess intrinsic features of the corporate tax most directly
by considering changes in its level as part of a reform that keeps the level of capital
taxation constant. Viewed in this light, the central feature of the corporate income tax
is that capital invested in certain legal forms is subject to a higher level of tax than
capital invested in other forms. Moreover, as noted, because interest is deductible, the
corporate tax only applies to corporate equity. Such differential taxation tends to distort
investment decisions, in the present context by discouraging operation in the corporate
form, by encouraging the use of debt rather than equity, and perhaps also (see below)
by discouraging dividend distributions, in each case relative to the levels that would be
chosen for nontax reasons.49

A natural question to consider is: Why tax corporations per se?50 Most analysts, who
emphasize that the burden of the corporate tax is ultimately borne by individuals, are

46 It is worth noting that the core difference between income and consumption taxation is less significant
regarding existing income tax regimes than may appear to be the case. First, as suggested in portions of
sections 9 and 12, actual income taxes exempt or tax at a lower rate much of capital income. (Notably, human
capital is largely taxed as it would be under a pure consumption tax; likewise for retirement savings. Imputed
income from owner-occupied housing is exempt, dividends and capital gains may benefit from preferential
rates (including the exclusion of capital gains at death), and the realization requirement provides substantial
deferral on much remaining capital income.) Second, as subsection 9.2.2 indicates, the tax on capital income
falls primarily on the riskless return, well below the total return on equity.
47 See generally Atkinson and Stiglitz (1980), Auerbach (2002), Bradford (1980, 1986), Graham (2003),
Gravelle (1994), King (1977), and McLure (1979).
48 Rules that vary across jurisdictions and over time determine which entities are subject to the corporate tax.
In the United States, most large, widely-held entities (and many others) are covered.
49 Another effect of corporate taxation is that it induces avoidance behavior—including in recent times the
increasingly creative use of financial instruments to issue equity-like securities that will be treated for tax
purposes as debt—and governmental regulatory responses that themselves consume resources.
50 Justifications and problems that arise in an international setting are not considered here.
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skeptical that good reasons exist. One justification is that the corporate tax prevents
avoidance of the individual income tax on capital, for in the absence of a corporate tax,
individuals could invest in corporate form and defer taxes on capital income until they
withdraw their funds, capturing the interest on tax that would otherwise be due in the
interim. However, most proposed reforms involve methods of integration under which
such deferral would not be possible.51 It is also suggested that corporations benefit
from limited liability and thus should be taxed; however, the argument is a non sequitur
(prices should equal marginal costs, which here may be near zero, not benefits), the
corporate tax obligation is not directly related to any such benefits, and other limited
liability entities are not subject to the tax. Various additional theories, based on different
governmental benefits or other grounds, have been offered, but few relate closely to the
form of the corporate income tax and most apply in principle to entities not subject to
it.

Regarding distortion, the seminal contributions by Harberger (1962, 1966) present a
general equilibrium model that, among other results, shows how the tax is likely to be
borne by all capital, not just corporate equity. The basic point is that, in equilibrium,
all forms of investment must offer the same after-tax rate of return; with differential
taxation, this condition implies differences in before-tax returns, which are the source
of distortion. Accordingly, the corporate tax imposes welfare costs if there are nontax
reasons—perhaps relating to agency problems, asymmetric information, and costs of fi-
nancial distress—that some firms would find it efficient to employ the corporate form, to
use equity rather than debt, and to distribute rather than retain earnings.52 For estimates,
see, for example, Goolsbee (1998, 2004), Gordon and MacKie-Mason (1994), Gravelle
(1989), Gravelle and Kotlikoff (1989), MacKie-Mason and Gordon (1997), and U.S.
Department of Treasury (1992).

An issue that has proved perplexing concerns dividend distributions. The new or tax
capitalization view (contrasted with the so-called traditional view) holds that distortion
is limited to contributions to new equity because the effect of the corporate tax on preex-
isting equity is capitalized into share prices in the first instance. See Auerbach (1979),
Bradford (1981), and King (1974) developing the new view, and subsequent analysis
and surveys in Auerbach (2002), Gravelle (1994), Poterba and Summers (1985), and
Zodrow (1991). Under this view, repealing the corporate tax would confer a windfall on

51 Methods include treating the corporation as a pass-through entity, like other entities; giving corporations
a deduction for dividends paid like their deduction for interest; and giving shareholders a credit for corporate
taxes paid or an exclusion for dividend income. See, for example, American Law Institute (1989, 1993),
McLure (1979), and U.S. Department of Treasury (1992). Most OECD countries provide some degree of
integration, usually providing relief at the shareholder level. See, for example, Messere, de Kam, and Heady
(2003).
52 Were it not for nontax costs or legal limitations, firms might, for example, use exclusively debt to fi-
nance incremental investments, thus avoiding the marginal distortion caused by the corporate tax. See Stiglitz
(1973).
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previously invested capital—although transition provisions might avoid this effect.53 It
is disputed whether the new view is empirically valid. Most analysis of the effects of
the corporate income tax, particularly regarding firms’ dividend policy, is confounded
by the uncertainty about why corporations pay taxable dividends in the first instance,
especially when share repurchases accomplish very similar results but do not subject
shareholders to the tax on dividends (but only to taxes on capital gains that often would
be lower).

5.2. Transfer (estate and gift) taxation

Many jurisdictions impose taxes on voluntary transfers, either nominally on the gifts
and estates of donors or, through inheritance or accessions taxes, on the receipts of
donees. Whether such taxation, usually limited to large transfers, is appropriate, should
be expanded, or should be repealed has proved controversial. See, for example, Aaron
and Munnell (1992) and Joint Economic Committee (1999). A closely related issue
concerns the treatment of voluntary transfers in income tax systems: Generally, there
is no deduction to the donor and no inclusion by the donee (although some, notably
Simons (1938), advocate such inclusion). Ordinarily, all that matters will be the aggre-
gate net tax or subsidy on transfers, so the analysis here will proceed accordingly, not
distinguishing among these forms of transfer taxation.

Following Kaplow (2001), transfers (hereinafter, generically referred to as gifts) can
be analyzed as a specific form of consumption. A donor’s utility is given by u(c, cγ , l),
where c refers to expenditures on own-consumption and cγ to expenditures on gifts to
others. The donor’s budget constraint can be depicted as

(5.6)wl − T (wl) = c + (1 + tγ )cγ ,

where tγ is a differential tax or subsidy on giving.54 The question is the optimal sign
and magnitude of tγ . As with commodity taxation generally and capital taxation, the
present analysis—unlike much policy debate—does not consider revenue-raising or re-
distribution to be central to understanding transfer taxation. The reason, as before, is that
the income tax can be adjusted in a revenue- and distribution-neutral fashion, leaving
only the efficiency effects that are intrinsic to the specific form of differential taxation.
The question presented is whether, at a given level of income, a donor should be taxed
relatively more or less on account of giving an additional dollar to a donee rather than
spending it on own-consumption.

The answer might appear to be the same as that for the general differential commod-
ity tax problem considered in section 4. With weak separability—if we can write the

53 Viewing the benefit to old equity as a pure windfall is subject to doubt because anticipation of such relief
from corporate tax would partially offset the existing distortion, especially given the long delay between
contemplation of integration, which has been ongoing, and its ultimate enactment. See subsection 9.3.
54 It is often imagined that much giving, including all bequests, is from savings; to the extent this is the case,
gifts can be embedded in the multi-period model considered in subsection 5.1 on capital taxation.
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donor’s utility function as u(v(c, cγ ), l)—we know that tγ = 0 is optimal. One might
imagine that, instead, giving is a substitute for leisure (i.e., the less own-consumption,
the less valuable is leisure because one has less funds to spend on leisure activities),
justifying a subsidy. Or the relationship may be the opposite, for example, if giving
more to grandchildren increases the value of time spent with them (although if it is in
retirement, labor supply may be unaffected).

Such an analysis of giving, however, is incomplete because it ignores the effects of
gifts on donees. For each person who is a potential donor, suppose that there is a single
potential recipient, whose budget constraint is

(5.7)wl − T (wl) + γ = c,

where the γ in (5.7) equals cγ in (5.6), the amount given by the donor, and c in (5.7)
is total consumption by the donee. Giving by donors thus involves two sorts of exter-
nalities. First, there is a positive effect, that on the donee’s utility. Even an altruistic
donor (see subsection 10.4) considers only the effect of the donee’s gain on the donor’s
own utility, whereas an SWF will also count the utility gain to the donee per se. This
suggests a basis for subsidization. Second, gift receipts produce an income effect on
donees, leading to a reduction in labor supply.55 With a preexisting income tax, this
involves a negative externality to the public fisc. (A contrary effect arises to the extent
that gifts relax liquidity constraints, such as by enabling investments in human capital
or entrepreneurship.56) Depending on the relative magnitude of these effects, a subsidy
or tax may be optimal.

Although individuals’ motives are often irrelevant in economic analysis (for exam-
ple, it usually will not matter why individuals prefer a particular mix of vacations
and home-based leisure activity), motives are important in analyzing voluntary trans-
fers. Whether a gift is motivated by altruism, various forms of warm-glow giving (see
Andreoni (1990)), exchange (see Cox (1987) and Bernheim, Shleifer, and Summers
(1985)), or accident (notably, accidental bequests due to imperfect annuity markets)
may have important effects on how taxes or subsidies affect giving behavior and also
on how any particular giving pattern affects donors’ and donees’ utility. See Kaplow
(2001).

A natural extension to consider involves charitable giving.57 Although often viewed
as a subject in its own right, it clearly is a species of voluntary transfer, and the forego-
ing model and analysis is largely apt. Donors would be treated in the same fashion, and
charitable organizations can be seen as conduits for individual donees (directly, such
as when funds are dispersed to the poor, or indirectly, such as when medical research
is produced that ultimately benefits victims of disease). The case for subsidy may be

55 See, for example, Holtz-Eakin, Joulfaian, and Rosen (1993), Imbens, Rubin, and Sacerdote (2001), and
Joulfaian and Wilhelm (1994).
56 See, for example, Blanchflower and Oswald (1998), Cox (1990), and Holtz-Eakin, Joulfaian, and Rosen
(1994a, 1994b).
57 For a survey, see Andreoni (2006).
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greater with many charities on account of the production of public goods; that is, al-
though all pure giving produces a positive externality, the externality may on average
be larger with certain charities than with others or than in the case of direct gifts to par-
ticular individuals. This may help to explain why subsidies to charitable giving, such as
through an income tax deduction, are currently employed.

5.3. Social security taxation58

In many countries, payroll (labor income) taxes are levied on individuals (or, equiva-
lently, on their employers) to fund retirement insurance, referred to in the United States
as social security.59 At one extreme, if there was no linkage whatsoever between individ-
uals’ payroll tax payments and their own retirement benefits, the taxes could be analyzed
precisely as before. At the other extreme, if an individual’s tax payments funded the
equivalent of an individual account, earning the market return—and, moreover, if in-
dividuals would have saved at least as much in any event—the system would have no
effect at all.

In reality, tax-benefit linkages exist but are complex. In the United States, some
individuals receive no marginal benefits for their tax payments (young workers, very-
low-income workers, some second earners), some pay a negative net tax (because own
plus spousal benefits exceed in present value the marginal tax cost), and many individu-
als pay positive taxes net of benefits at widely differing rates that vary over their working
lives. The divergence arises because, on average, many currently working cohorts will
receive benefits less than taxes (whereas those first covered by the system received ben-
efits significantly in excess of taxes)—see, for example, Leimer (1994)—and because
there is substantial intracohort redistribution, including direct rich to poor redistribution
through benefit formulas and supplemental assistance for the poor, offsetting redistri-
bution because retirement annuities are more valuable to those with greater longevity
(who tend to be higher-income individuals), and significant transfers among different
family units (notably, to married couples having a spouse with no or low earnings).
See, for example, Blinder, Gordon, and Wise (1980), Coronado, Fullerton, and Glass
(1999), Feldstein and Samwick (1992), and Liebman (2002). Any net tax or subsidy at

58 See generally Diamond (2002, 2003, 2004), Feldstein (2005), and Feldstein and Liebman (2002a, 2002b).
These and other overviews of social security address many important issues beyond the scope of this
chapter (with its focus on taxation per se), notably including funding (various forms of pre-funding versus
pay-as-you-go systems, particularly with regard to effects on national savings), investments (investment mix,
such as in equities versus government bonds, and private versus public control), how benefit rules affect
retirement decisions, annuitization of benefits at retirement, intergenerational redistribution and risk-sharing,
political economy considerations relating to benefit levels, and how current social security surpluses affect
overall government deficits.
59 This brief subsection focuses on income replacement, but many systems also fund medical care, disability
insurance, and unemployment insurance.
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the margin operates, in principle, like a pure tax on labor income. Accordingly, redis-
tribution through social security is not (as a first approximation) qualitatively different
from redistribution through the tax and transfer system.60

Two major qualifications are important. First, given the complexity of the formulas
relating current taxes to future benefits, that benefits are far into the future and have
contingent values, and that there is considerable uncertainty concerning future benefit
levels (given that most systems are not in long-term fiscal balance), there is room for
substantial heterogeneity in beliefs and outright misperception about tax-benefit link-
ages. See, for example, Dominitz, Manski, and Heinz (2003). It is suspected that many,
especially younger workers, may underestimate the marginal benefits that accrue as they
work, so that the labor supply effects of payroll taxes are greater than they would be if
benefits were fully appreciated.

Second, a major rationale for social security is that forced savings is beneficial on
account of individuals’ myopia.61 Many retire with few other assets, even though the
social security replacement rate is significantly below plausible targets for optimizing
life-cycle behavior. It may be that many individuals, even if they understood the ben-
efits associated with the taxes they pay, would give such benefits little weight.62 This
factor may also seem to indicate that the effect of payroll taxes on labor supply is more
analogous to that of simple taxes on labor income than to that of voluntary personal re-
tirement contributions. Myopic individuals’ behavior may be different, however, when
one takes into account the influence of their myopia on savings decisions as well as
labor effort. See Kaplow (2006a).

5.4. State and local taxation63

The central difference in analyzing taxes imposed by subnational jurisdictions is due
to taxpayer mobility. In the perfect-competition version of Tiebout’s (1956) model, in-
dividuals sort themselves into homogenous jurisdictions, each of which provides the
desired public goods funded by benefit taxes, which, given the presumed homogeneity,
would be uniform lump-sum (head or poll) taxes. In such a world, the payment of taxes
to finance local public goods would be analogous to consumers’ payments of prices to
purchase private goods. There would be no distortion and, relatedly, no redistribution.64

60 One difference is that net transfers through social security depend on lifetime income, although the income
tax and transfer system could, in principle, as well. See subsection 9.6.
61 Other rationales that do not have the same implications include asymmetric information and other short-
comings in the annuity market (see, for example, Brown, Mitchell, and Poterba (2002)), the Samaritan’s
dilemma (see Buchanan (1975)), and a desire to redistribute based on lifetime income.
62 If so, social security may not significantly displace private savings for such individuals.
63 See generally Inman and Rubinfeld (1996), Mieszkowski and Zodrow (1989), Musgrave and Musgrave
(1989), Oates (1972, 1999), Rubinfeld (1987), Scotchmer (2002), Wildasin (1986), and Wilson (1999). An
important set of issues ignored in this subsection concerns horizontal relationships across taxing jurisdictions,
the issues being analogous to those considered in subsection 5.5 on international taxation.
64 An exception would arise to the extent that redistribution itself is a local public good. See Pauly (1973).
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In fact, smaller jurisdictions rely on other forms of taxation. In the United States,
for example, localities heavily use property taxes and states primarily employ sales and
income taxes. Because there is significant, even if imperfect, mobility and because of
local political forces, the distribution of benefits and of taxes still tends to be somewhat
aligned. To the extent that the coincidence is incomplete, there may be redistribution
and corresponding distortion. See section 7 (which implicitly refers to a national gov-
ernment’s provision of public goods). However, redistribution may not occur because
tax-benefit divergences may be capitalized into land prices, as suggested by Hamilton
(1976), although under the new view of the property tax developed by Thomson (1965),
Mieszkowski (1972), and Aaron (1975), the tax is borne by owners of capital and capi-
talization may not occur.

Additionally, even if benefits equal taxes, this equivalence will tend to hold on aver-
age rather than at the margin. Thus, a worker contemplating additional labor supply may
not expect to benefit more from public goods, in which case labor income taxes (and,
relatedly, sales taxes) will tend to have effects like those analyzed previously. Similarly,
property taxes will tend to distort investment in housing and other structures.

5.5. International taxation65

Most international issues in taxation concern how the effects of capital taxation differ
in an open economy. In the often-studied limiting case, capital is perfectly mobile and
the taxing jurisdiction is small.66 A fundamental distinction arises between taxation of
capital supply (saving) by residents, which may be invested domestically or in foreign
jurisdictions, and taxation of capital use (investment) by location, which may be from
domestic or foreign investors. In a closed economy, there is ordinarily no difference
between the two because the incidence of a tax is unaffected by the side of the market
on which it is nominally imposed.

Taxes on investment in a home jurisdiction—so-called source-based taxation—lead
to a reduction in investment until the point at which the after-tax return is as high as
for investments elsewhere. Hence, the incidence of such a tax falls on domestic labor
and other fixed factors, not on domestic capital. From the home country’s perspective,
such taxation is inefficient: It distorts production without producing any unique benefit,
such as taxing domestic capital (if that is desirable) or extracting any benefits from
foreign investors.67 Accordingly, although consistent with “capital import neutrality,”

65 See generally Dixit (1985), Gordon and Hines (2002), and Slemrod (1988). Of necessity, this subsection
omits many substantial topics, including avoidance and evasion issues that are prominent in an international
setting, the corporate tax and its application to multinational enterprise, uncertainty and investor portfolio
diversification, the interaction between tax policy and limits on capital mobility (including government
actions that tend to offset capital flows), transition issues (accentuated by the fact that a capital levy would in
part be borne by foreigners), and concerns about other countries’ retaliation and the scope for international
agreements.
66 Similar analysis is applicable as well to capital taxation by subnational jurisdictions.
67 The inefficiency of such taxation is an implication of the production efficiency result described in note 34.
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source taxation is not generally favored by economists writing on international taxation,
although such taxation is typically employed by developed countries.

Contrariwise, a so-called residence-based tax, equally applicable to residents’ in-
vestments at home and elsewhere, reduces their return to saving but has no effect on
domestic investment.68 The analysis of such a tax is similar to that in subsection 5.1
on the taxation of capital generally (the earlier model suppresses production by implic-
itly assuming constant returns and competitive pricing, so the focus is on the utility of
investors). Residence-based taxation, consistent with “capital export neutrality,” is also
consistent with global production efficiency because the location of investment is not
distorted. Developed countries in fact levy taxes on residents’ capital income. In addi-
tion, they often provide a foreign tax credit or occasionally exemptions to avoid double
taxation arising from source countries’ taxation of the same investments. As Richman
(1963) explores, however, it would seem to be in a taxing jurisdiction’s interest to allow
only a deduction for foreign source-based taxation, treating it as a cost of doing busi-
ness. A credit or exemption leaves investors indifferent between investing at home or
elsewhere, but the home treasury is not indifferent because shifting the marginal dollar
elsewhere costs the domestic fisc. Note, however, that the foregoing traditional analysis
of international taxation treats capital as uniform, whereas capital taxation regimes may
also distort ownership and thus the efficiency with which intangible capital (intellectual
property) is transferred within multinational firms. See Desai and Hines (2003).

If a country has market power, notably if it supplies or demands a large share of the
global capital stock, its nationally optimal policies tend to differ, by analogy to optimal
tariff analysis. A large net capital importer will wish to tax the inflow and a large net
exporter benefits by taxing the outflow.

6. Taxation and transfer payments

As subsection 2.1 indicates, two of the main purposes of taxation are redistribution and
raising revenue to finance public goods and services. Accordingly, some analysis of
expenditures—on transfers and on public goods—is essential to a full understanding of
taxation. Furthermore, as subsection 2.2 emphasizes, the optimal design of one part of
the fiscal system depends on what other instruments are available and how they are to
be used, so any analysis that focuses exclusively on a subset of the system is incom-
plete and potentially misleading. Accordingly, this section and the next explore the two
main categories of government expenditures, transfer payments (this section) and public
goods and services (section 7).69

68 Allowing for both types of taxation, the result may well be specialization in simple models. All domestic
saving may be invested locally or all local investment may be supplied by foreigners, depending on the
relative levels of taxes on residents investing domestically, on residents investing in foreign jurisdictions, and
on foreigners investing locally. See, for example, Slemrod (1988).
69 For a more in-depth treatment of transfers, see Kaplow (2007b).
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6.1. Optimal transfers

A substantial and growing literature addresses the design of transfer programs.70 One
might, however, regard such treatments as unnecessary, at least at an abstract level; after
all, section 3 on optimal income taxation presents the optimal tax and transfer schedule,
T (wl). Viewing transfers as part of the optimal tax problem is the approach adopted in
a book review by Diamond (1968) that predates the leading modern contributions on
optimal income taxation, and it is advanced in Mirrlees’s (1971) conclusion, but it has
not been followed very directly in most subsequent work.

Drawing on the analysis in section 3, the most straightforward answer to the ques-
tion of how best to design transfers, notably concerning the optimal level of transfer
to individuals earning no income and the optimal phase-out rate, is that one should
simply inspect the lower end of the T (wl) schedule depicted in Figure 3.1. As noted,
−T (0) is the transfer g (which can be treated as the combined value of all transfer pro-
grams to those earning 0 income), and T ′(wl) is the net phase-out rate (combining the
phase-out of all transfer programs with any positive or negative marginal income tax
or other tax separately imposed) at any income level wl. In other words, each tax and
each transfer program can be represented by its own schedule T i(wl), and we can let
T (wl) = ∑

T i(wl).71 An immediate and obvious implication is that one cannot mean-
ingfully ask what in principle is the optimal design of a particular transfer program (or
of a particular aspect of the income tax schedule, such as the EITC in the United States),
for all that matters is the aggregate schedule, not the shape of any particular component.

Simulations reported in section 3 suggest that optimal grants are fairly generous in a
wide range of settings and that optimal marginal tax rates (phase-outs) are significant
as well. For example, Stern’s (1976) simulations for a linear income tax have a central-
case grant equal to 34% of average income and an optimal tax rate of 54%, Slemrod
et al.’s (1994) optimal two-bracket simulations for similar parameters have a similar
grant and somewhat higher marginal rates at the low end (approximately 60%), and
simulations for the nonlinear case generally feature marginal rates at the bottom that
were at or near the highest and often fairly high in absolute terms. Recalling the intuition
underlying these results for marginal tax rates (see the discussion of expression (3.9) in
subsection 3.4), rates at the bottom collect revenue from most of the population but
are inframarginal (and thus not distorting) with regard to them, they do not apply to an

70 For surveys, see Atkinson (1987a) and Moffitt (2002).
71 A complication is that some transfer programs have a so-called cliff or notch effect, such that when income

reaches a certain point, a particular benefit is lost altogether; that is, some T i(wl) may be discontinuous, so
T ′(wl) may not be defined at particular points. Another complication is that some transfer programs are
subject to asset tests, which is to say, for example, that an individual must first consume all assets before
becoming eligible for transfers. This formulation can act as a 100% tax on the principal of one’s savings in
low-income states of the world which, as Diamond (1968) explains, can be a substantial deterrent to savings.
Some evidence suggests that asset tests indeed discourage savings. See Gruber and Yelowitz (1999) and
Powers (1998); but see Hurst and Ziliak (2006).
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extremely high density of the population (which tends to be at a maximum closer to the
middle of the income distribution), and they involve little productivity and thus revenue
loss per unit of work effort that is sacrificed.

The existing system of transfer programs in the United States has high aggregate
marginal rates (consisting mostly of welfare phase-outs) near the bottom of the income
distribution, indeed, even higher than seems likely to be optimal. Before the welfare
reforms in the mid-1990s, Giannarelli and Steuerle’s (1995) microsimulations found
aggregate marginal rates averaging 75% or more near the bottom and that many faced
rates of 100% or more. Post-reform, Sammartino, Toder, and Maag (2002) find average
marginal rates of roughly 60%–70% near the poverty line and over 100% in a modest
range just above the poverty line. Other studies report similar results.72

6.2. Categorical assistance

Transfer programs often are targeted at or are more generous to particular groups,
usually individuals deemed less able to work on account of age, family configuration
(single parent with young children), or disability. In this respect, transfer programs serve
as ability-based taxation, as discussed in subsection 3.5.1. It is useful to extend that
analysis by considering some special cases. First, suppose that it is possible to observe
perfectly which individuals’ abilities are below some low level, w◦. Then that group
can be given a high transfer g that would not be very costly to finance; g could be fairly
low for everyone else without fear that such individuals would be destitute because, by
assumption, they all can earn at least a minimal income. Relatedly, it would be optimal
not to tax low levels of earnings in the group for whom w ≥ w◦, thereby avoiding any
labor supply distortion at the bottom of the group.73

More realistically, signals about ability will be noisy. Even though some features,
such as age or certain disabilities, can be observed nearly perfectly at low cost, there will
usually be differences in ability associated with these characteristics. And other traits,

72 See, for example, Dickert, Houser, and Scholz (1994) and Wilson and Cline (1994) before welfare reform,
and the post-reform studies by Acs et al. (1998), Gokhale, Kotlikoff, and Sluchynsky (2002), and Hepner and
Reed (2004). These studies take into account the existence of the EITC: In the credit phase-in range, the EITC
mitigates aggregate marginal rates for very low-income individuals, but in its phase-out range, aggregate
marginal rates are pushed higher. Although the EITC has received substantial attention and is viewed by
nonspecialists as an alternative to traditional welfare, it should be kept in mind that in fact it is roughly
equivalent (for the relevant population) to stretching out the phase-out of welfare. (The marginal subsidy in
the phase-in range has the same effect as reducing the phase-out rate of other programs to the same extent,
and the EITC phase-out is equivalent to extending welfare phase-outs by raising their level and applying them
to higher-income individuals, on account of the need to complete the phase-out that is prolonged by the EITC
subsidy.)
73 The usual argument for high marginal rates near the bottom of the income distribution is inapplicable
when all earn above some minimum level because then it is more efficient to reduce the grant g than to apply a
positive marginal tax at the bottom. This is the result in the optimal income tax literature, discussed in note 20,
that a zero rate at the bottom is optimal, which as mentioned is inapplicable in the ordinary (noncategorical)
case in which the lowest-ability individuals do not work.
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including many other disabilities, cannot be observed perfectly. Accordingly, suppose
that a low-cost signal makes it possible to divide the population into two groups, group
L consisting mostly of individuals with very low ability and group H containing few
such individuals. That is, by reference to the population density function f (w) from the
optimal income taxation model in section 3, the density f L(w) is heavily concentrated
at low levels of w and the density f H (w) is very thin at the bottom.74

The analysis of the optimal nonlinear income tax provides the basis for making con-
jectures about the optimal tax and transfer schedule for each group. To begin, it seems
plausible that gL > g∗ > gH . To consider the shape of the optimal tax schedule for
each group, consider the first-order condition (3.9), reinterpreted for the present case
involving two groups in the manner suggested in subsection 3.5.1. For the more able
group, focus on low levels of income. The first term will be notably higher than in the
single-group version of the problem. The 1 − F component will be somewhat greater
because almost everyone in the group will have higher incomes; more significantly, the
f component in the denominator will be smaller, indeed, very small if the categoriza-
tion is even moderately accurate. This suggests that the optimal marginal tax rate at low
levels of income should be substantially higher than in the standard problem.75 For the
less able group, the opposite result seems plausible. The 1 − F component will, after
extremely low levels of income, be substantially smaller than in the combined problem,
and f will be much larger, favoring low marginal rates in this income range.76

Interestingly, existing welfare phase-outs tend to have the opposite character: When
benefits are high, as they are for low-ability groups, aggregate phase-out rates are cor-
respondingly high because there are more benefits being phased out. But it was just
suggested that optimal aggregate (phase-out inclusive) marginal tax rates for such indi-
viduals may be low, even if that means that the substantial grant is not fully phased out
until income reaches higher levels. For high-ability groups, benefits are low so there is
little to phase out and, accordingly, phase-out rates are low. Yet the foregoing analysis
explains that high marginal tax rates may nevertheless be optimal. This apparent de-
viation from optimality seems to be a product of focusing on transfer programs in a
vacuum, as if they are subject to their own special requirements. Specifically, it tends
to be assumed that, when transfers are granted, they must be phased out, and that the

74 The analysis assumes that the traits determining the categorization are exogenous. However, providing
more generous benefits to certain family units or to the disabled may affect incentives to marry, procreate,
or avoid injuries, which in turn will influence the optimal degree of differentiation of treatment between
categories.
75 Some offset will be provided through the second term because gH < g∗ and the existence of higher mar-
ginal tax rates at low income levels each implies that individuals at higher income levels will have somewhat
higher marginal utilities of income and (for strictly concave SWFs) higher welfare weights. On this account, it
may not be optimal to have gH much below g∗. After all, with a steep phase-out, few individuals will benefit
much from the grant in the higher-ability group; those who do will be individuals who are misclassified.
76 As the previous note indicates with regard to the higher-ability group, some offset will be provided by the
second term: Because of the more generous grant and low initial marginal rates, the welfare cost of higher
payments by those with greater income will be less than otherwise.
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phase-out must be complete at reasonably modest levels of income, lest welfare become
too expensive and available to non-needy individuals.77 And when there is little welfare
to be phased out, there correspondingly is thought to be no need for high marginal tax
rates. A virtue of incorporating the analysis of transfer programs into the optimal in-
come tax framework is that potential errors that result from unintegrated thinking can
be avoided.

6.3. Work inducements

There has been ongoing concern with getting welfare recipients to work. Optimal in-
come taxation analysis, however, does not attribute significance to work per se.78 Inef-
ficient work disincentives are a byproduct of positive marginal tax rates, and this cost is
factored into the analysis. Additionally, it was noted that a feature of the optimum in a
unified system is that the lowest-ability individuals do not work. In a perfect categorical
system, this would continue to be true of those with the least ability, for it is optimal to
give them a generous grant despite its work disincentive effect. If those above a mini-
mum level of ability can be identified perfectly, they will be induced to work because
their grant, gH , will be set very low. When categorization is imprecise, these results will
be approximated imperfectly.

Although the analysis thus appears to be complete, it is interesting to examine
schemes that might induce additional work effort. One might reduce transfers by the
extent to which earnings fall below some target level, perhaps the income produced in
a full-time minimum-wage job. The marginal return to work in the relevant range for
one who could earn only the minimum wage would be double the wage (the earnings
per se, plus a one-for-one reduction in the shortfall penalty) minus taxes and benefit
phase-outs. Supposing that the latter aggregated to under 100%, the effective marginal
tax rate would be negative, a net subsidy to earnings. If everyone subject to such a
regime has the requisite ability such that, in an optimal scheme, they all would work
at least at the target level, then it is unproblematic. However, if there are classification
errors—notably, if some subject to the work requirement have a lower ability—then the
foregoing analysis suggests that this scheme is not optimal. The possibly extremely low
implicit grant level may well be too low, and marginal rates should be greater, possibly
quite high rather than negative near the target. In any event, it is unlikely to be optimal
for the marginal tax rate to jump on the order of 100 percentage points at the target
income level.

Some work incentive schemes assume that hours as well as earnings are observable.
As noted in subsection 3.5.1, earning ability might then be inferred (earning ability, the

77 This assumption about transfers and phase-outs often characterizes not only political debate but also formal
analyses, as reflected for example in Moffitt’s (2002) survey.
78 If there were positive externalities to work by the poor (setting a good example for one’s children that has
the effect of reducing future dependency and crime) or negative externalities (such as may flow from reduced
supervision of children), the analysis would differ.
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wage, is simply earnings divided by hours). When ability can be observed, the first-best
can be achieved (individualized lump-sum taxes with zero marginal tax rates for every-
one), and there is no role for work requirements. When hours are observed, however,
ability is only conditionally observable; individuals who do not work at all do not re-
veal their type. The second-best optimum for this case similarly involves individualized
lump-sum taxes (for those who do work) and zero marginal tax rates, although the ex-
traction from higher-ability types is incomplete. See Dasgupta and Hammond (1980).79

Existing programs premised on the observability of hours differ qualitatively.80 Fur-
thermore, as mentioned in subsection 3.5.1, hours are manipulable, so it is not obvious
that the use of hours is feasible. See Moffitt (2002). With imperfect observability, the
analysis of categorization in subsection 6.2 becomes applicable.81

6.4. Cash versus in-kind transfers

It is ordinarily supposed that cash transfers are superior to transfers in kind because in-
dividuals have different preferences and they tend to have better information than does
the government about their own situations. Nevertheless, many transfers are given in
kind, a practice that may sometimes be optimal for a number of reasons.82 The poor
may be myopic or otherwise unable to make wise spending decisions, a possibility
strengthened by the fact that such infirmities may have contributed to their low earn-
ing ability. There may be externalities due to certain forms of consumption, such as if
housing reduces crime or immunization prevents the spread of disease. There may be
psychic externalities when taxpayers feel better knowing that the assistance they pro-
vide must be spent on food, shelter, medical care, or education. In addition, taxpayers
may be subject to the Samaritan’s dilemma, concerned about strategic imprudence by
potential beneficiaries, a possibility that makes compulsory health and social insurance
particularly appealing.83 In-kind assistance can also direct aid to children in particular,

79 See also related models by, for example, Diamond (1980) and Saez (2002) that focus on the participation
decision.
80 See, for example, Michalopoulos, Robins and Card (2005) on an experimental program in Canada that pro-
vides a large bonus to those working at least thirty hours. A more moderate work inducement, corresponding
to that previously described in the text for the case in which only earnings are observed, takes the following
form when hours are also observable. Let w◦ and l◦ denote the target wage and required labor supply and
t the (flat) preexisting aggregate (inclusive of phase-outs) marginal tax rate below the target income level.
Then, for l < l◦, disposable income available for consumption, c, is

c = g + wl(1 − t) − w◦(l◦ − l), or

= [g − w◦l◦] + wl(1 − τ),

where τ = t − w◦/w. Note that wage subsidies are similar.
81 There is also literature on the possible optimality of conditioning welfare on public employment. See, for
example, Besley and Coate (1995) and Brett (1998).
82 Many of the arguments are noted, for example, by Nichols and Zeckhauser (1982).
83 See, for example, Bruce and Waldman (1991) and Coate (1995).
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such as by providing medical care, education, or meals served at school. Furthermore,
it may be possible to use in-kind assistance to help mitigate labor supply distortion in
subtle ways by improving selection.84

7. Taxation and public goods

As noted previously, the revenue-raising objective of taxation makes analysis of the re-
lationship between taxation and public goods central to a comprehensive understanding
of taxation. Furthermore, because a substantial fraction of GDP consists of govern-
mentally provided goods and services and because such provision itself has significant
distributive implications, analysis of taxation and public goods is also important in un-
derstanding the redistributive function of taxation.85 As one might expect, there are
important interactions between the two subjects: For example, how much redistribution
is optimally undertaken through the income tax will depend on the extent to which the
public goods funded by income tax revenue benefit the poor. Thus, as in the case of
other forms of taxation and of expenditures on transfers, it is necessary to examine in-
come taxation and public goods together to know how each should be determined so as
to maximize social welfare.

7.1. Distributive incidence and optimal redistribution

The distributive incidence of public goods is relevant to the optimal income tax problem
because the optimal redistributive tax depends on individuals’ utilities, which in turn
depend on public goods. Specifically, when the SWF is strictly concave in individuals’
utilities, the marginal social benefit of redistribution depends on the extent of differences
in individuals’ utility levels. Additionally, public goods may affect individuals’ marginal
utilities of consumption, which likewise affects this marginal social benefit.

Consider, for example, the case in which public goods are a perfect substitute for
disposable income. That is, utility can be written as u(c + b(G), l), where G denotes
expenditures on public goods and b indicates the dollar-equivalent benefit. In this sit-
uation, public goods provide equal benefits measured in dollars (rather than utility) to
everyone. Accordingly, the benefit of the public good is equivalent to a higher g, the
uniform grant. Ignoring this effect of public goods would lead one to overstate (perhaps
greatly) the marginal social benefit of redistribution.

84 It is sometimes suggested that giving low-quality in-kind goods has this benefit. However, high-ability
individuals generally mimic low-ability individuals by earning less, and given their lower earnings they may
have similar preferences among goods to those of lower-ability individuals who earn the same amount. Hence,
using in-kind provision of low-quality goods tends to be an inefficient means of improving screening. Com-
pare Munro (1989). In contrast, in-kind provision, notably, of medical care, may helpfully select individuals
of high need. See, for example, Blackorby and Donaldson (1988).
85 The analysis in this section is applicable to any government expenditures on goods and services, regardless
of whether they are public goods in the technical sense.
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Now suppose that utility is additively separable in consumption, public goods, and
labor: u = v(c) + b(G) − z(l). Public goods provide equal benefits measured in util-
ity (rather than dollars) to everyone. Measured in dollars, the value of public goods is
given by the inverse of individuals’ marginal utility of consumption, which depends
on the curvature of v. For example, if v(c) = ln c, then marginal utility is 1/c, so the
public good has a dollar value proportional to consumption. In this case, because of
separability, the benefit of the public good has no effect on individuals’ marginal utility
of consumption and thus no effect on the optimal extent of redistribution through this
channel, although raising everyone’s welfare level by a constant amount (measured in
utility) may affect the marginal social benefit of redistribution when the SWF is strictly
concave.

In sum, knowing the distributive incidence of public goods as well as how public
goods enter into individuals’ utility functions (the two questions are closely related)
is necessary to determine the optimal extent of redistributive taxation. Unfortunately,
ascertaining distributive incidence empirically, especially for public goods like police
protection and national defense, is notoriously difficult.86

Another question concerns how increasing government expenditures on some pub-
lic good or service at the margin affects the desirability of income redistribution and, in
particular, how this effect depends on the distributive incidence of the particular good or
service. Suppose, following Kaplow (2006d), that the income tax was set optimally and
that it became efficient (perhaps due to technological change) to supply more of some
public good. Once that was done, what if any adjustment to the extent of redistribution
would be appropriate? Clearly, the answer to this question will depend on how the pub-
lic good is financed in the first instance. For example, if it were financed by taxing the
poor (rich), more (less) redistribution is likely to be in order, but that would tell us little
about how changing the public good per se affected the desirability of redistribution.
Accordingly, it is useful to contemplate finance of the public good by a distribution-
neutral (offsetting) income tax adjustment (see section 4), so the change in public good
combined with its finance preserves the preexisting distribution. Under these circum-
stances, if additional redistribution then becomes desirable, it would be meaningful to
say that changing the provision of a public good affects the desirability of redistribution.

One might conjecture that with distribution-neutral finance there is no further need to
adjust the extent of redistribution. Indeed, when a public good is a perfect substitute for
cash, such as in the first example above, and therefore is worth the same (dollar) amount
to everyone, this conjecture can be shown to be valid. In the more general case, how-
ever, redistribution may become more or less desirable, through two channels. First,
the reform package may affect the relative marginal utilities of the rich and the poor.
(With a strictly concave social welfare function, changing relative utility levels would
also matter, but the distribution-neutral tax adjustment keeps these constant.) Second,

86 See, for example, Aaron and McGuire (1970), Musgrave, Case, and Leonard (1974), Reynolds and
Smolensky (1977), and Ruggles and O’Higgins (1981) for the United States.
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the reform package may affect the revenue impact of adjustments to redistributive tax-
ation. After the hypothesized reform, raising marginal tax rates, for instance, may have
different labor supply effects and, for a given labor supply effect, have different effects
on revenue than before. Analysis of both channels is somewhat subtle, and no simple
characterization has been obtained.

7.2. Distribution and distortion

The preceding subsection considers the implications of public goods provision for re-
distributive taxation. This subsection considers the reverse: how the second-best nature
of redistributive taxation bears on optimal public goods provision. The first-best rule—
the Samuelson (1954) rule—is that public goods should be provided until the point at
which the sum of individuals’ marginal benefits equals the marginal cost of provision.
Two second-best caveats are standard.

First, Weisbrod (1968), Feldstein (1974), Drèze and Stern (1987), and others suggest
that distributive weights be incorporated in cost-benefit analysis.87 Second, a large lit-
erature following Pigou (1928) argues that the distortionary cost of finance should be
accounted for in determining the optimal level of public goods.88

It turns out, however, that both qualifications arise from entangling choices of the ex-
tent of redistribution and of the level of public goods, decisions which can be separated
in principle and in practice. Once the problems are unscrambled, the basic Samuel-
son test provides an appropriate benchmark for public goods provision. The reasoning
closely parallels that used to analyze the inefficiency of differential commodity taxation
in section 4. Indeed, some analysts have noted the analogy between the public goods and
commodity tax problems.89 Specifically, providing more (less) of a public good than is
otherwise efficient is analogous to subsidizing (taxing) a particular commodity relative
to other commodities. The analogy is even closer if one imagines a hypothetical pub-
lic goods economy that employs Lindahl (1919) pricing, where a subsidy (tax) on the
public good would entail lowering (raising) the “prices” consumers face for the public
good just as commodity subsidies (taxes) on private goods entail lowering (raising) the
prices consumers pay for them. Because the analysis is so similar to that of commodity
taxation, it will only be sketched briefly.

Suppose that individuals’ utility as a function of consumption c, public goods G,
and labor effort l can be written as u(v(c,G), l), which uses the assumption of weak
separability of labor, just as in the analysis of commodity taxation.90 (When this and

87 One way of viewing this suggestion is that it responds to the objection to the Kaldor-Hicks hypothetical
compensation test, see, for example, Little (1957), that standard cost-benefit analysis ignores distributive
concerns.
88 Pigou’s argument was subsequently explored by Diamond and Mirrlees (1971), Stiglitz and Dasgupta
(1971), and Atkinson and Stern (1974) in models of optimal taxation (in the Ramsey tradition; see subsec-
tion 4.4); and further developed in additional work, much of which is surveyed in Mayshar (1990), Fullerton
(1991), and Ballard and Fullerton (1992).
89 See, for example, Mirrlees (1976), Konishi (1995), and Kaplow (1996c, 2004).
90 Both c and G could be interpreted as vectors, but the scalar representation is used to simplify exposition.
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other assumptions are relaxed, qualifications parallel to those in subsection 4.3 are ap-
plicable.91) Again, the approach will be to identify the distribution-neutral (offsetting)
adjustment to the income tax and transfer system, show that it does not affect labor
supply, and determine when it generates a budget surplus or deficit.

The offsetting income tax adjustment for a marginal change in G is given by the
marginal rate of substitution, vG/vc. To verify this, we need to consider whether this
shift in the schedule T will be such that ∂U/∂G = 0 for all types w and at every level
of l that each type might supply. (This is a partial derivative because labor supply is
being held constant; in the next step, it is shown that individuals indeed do not change
labor effort when this tax adjustment is employed.) Thus, we consider

(7.1)
∂U

∂G
= ∂U

∂v
(vccG + vG),

where cG denotes the (here partial) derivative of c with respect to G. From the budget
constraint (3.1),

(7.2)cG = −∂T (wl,G)

∂G
,

where the notation T (wl,G) is used to indicate how the tax schedule will be adjusted as
G changes. If the tax adjustment is set equal to vG/vc, as suggested, then cG = −vG/vc.
Using this result and substituting (7.2) into (7.1) yields the conclusion that ∂U/∂G = 0
for any given w and l.

Consider next whether individuals in fact would change their labor supply in response
to a change in G financed by the specified adjustment to the tax schedule T . Just as in
the analysis of commodity taxation in subsection 4.2, it should be apparent that, indeed,
individuals of all types (w) would not change their labor supply. The reason is that
expression (7.1) equals zero for any given l and hence for all l. Therefore (for each type
w), if l∗ was superior to all l �= l∗ before G was changed, this will continue to be so
afterwards because the utility at each and every l is unaltered by the change in G, when
combined with the offsetting adjustment to T .92

Hence, government provision of a good or service when financed by a distribution-
neutral (offsetting) income tax adjustment keeps everyone’s utility (and hence the
distribution of utility) constant and everyone’s labor supply unchanged. It remains to
determine how the government’s budget is affected. But this is straightforward because
the tax adjustment equals (at the margin) individuals’ marginal rates of substitution. To-
tal revenue due to the tax adjustment, therefore, is given by the integral of individuals’

91 For example, improvements to public beaches and libraries, plausible leisure complements, should be
undertaken to a lesser extent than that indicated by the Samuelson rule, whereas enhancing mass transit, a
plausible labor complement, should be done to a greater extent.
92 For a more formal derivation along these lines as well as one that differentiates the first-order condition
for l with respect to G and uses the result to demonstrate that dl/dG = 0, see Kaplow (1996c, 2006d) and
also Auerbach and Hines (2002).
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marginal rates of substitution, so there will be a surplus (deficit) if the Samuelson rule
is satisfied (fails). When the project passes the cost-benefit test, it is possible to rebate
the surplus to make everyone better off (and when the project fails the test, a movement
in the opposite direction will make possible a Pareto improvement).

It is immediately apparent why the two standard caveats are inapposite: One needs
no special adjustment for distributive or labor supply effects because, on account of
the use of a distribution-neutral income tax adjustment, there are none. Relatedly, if a
public good were not to be financed by a distribution-neutral tax adjustment, the present
approach is still warranted by the analysis of subsection 2.2, in particular the discussion
of the virtues of using a two-step decomposition to separate the intrinsic effects of public
good provision (hypothetically financed in a distribution-neutral manner to remove the
pure effects of redistribution) from those of redistribution per se.

This view of public provision, which contrasts sharply with that in the literatures
noted previously, is associated with an emerging body of work.93 Hylland and Zeck-
hauser (1979) were the first to use offsetting tax adjustments to show that distributive
incidence should be ignored. Christiansen (1981) and Boadway and Keen (1993) show
that the simple cost-benefit test for public goods provision is correct if one assumes
that the income tax is set optimally; they take advantage of the fact that, when at the
optimum, the marginal benefit of additional redistribution equals the marginal cost of
additional labor supply distortion, so marginal adjustments to the tax system have no
net effect on social welfare. Kaplow (1996c, 2004, 2006d) builds on Hylland and Zeck-
hauser’s approach to advance the view that both distribution and labor supply distortion
can be ignored with regard to a wide domain of government policy, notably including
public goods.94 As should be apparent from the present analysis (and the analogous ar-
gument in section 4 on commodity taxation), when a distribution-neutral (offsetting) tax

93 The reconciliation between previous work finding that distortion is associated with public goods provision
and the present result is that the other work tends to find distortion when the combination of public good and
tax adjustment in the policy experiment under consideration result in an increase in redistribution—yet the
distributive benefit is disregarded (in a manner that may nominally be justified by the use of representative-
agent models, which ignores that the motivation for employing distortionary taxes like the income tax rather
than a uniform lump-sum tax is precisely that individuals are heterogenous, so distribution matters). See the
discussion of Ramsey taxation in subsection 4.4 and also Kaplow (2004). See also Allgood and Snow (1998),
who show that much of the difference in leading empirical estimates of the marginal cost of funds and of
redistribution can be attributed to subtle ways in which different authors’ simulations implicitly change the
level of effective lump-sum transfers and thus the extent of redistribution assumed to take place.
94 See also Ng (2000) and Slemrod and Yitzhaki (2001). Slemrod and Yitzhaki’s formulation for the optimal
provision of public goods allows for adjustments to the cost (taxation) and benefit (public good) sides of a
standard cost-benefit equation to take into account (on each side) effects on labor supply and on distribution.
As the analysis in the text indicates, in the basic case with distribution-neutral finance, all of these adjustments
cancel. Moreover, with non-distribution-neutral finance, the two-step decomposition suggests that all effects
that do not cancel will be associated with a pure change in redistribution. In this setting, it aids in analysis
and interpretation (see subsection 2.2 and Kaplow (2004)) to think of the distributive effects from the public
good and from the method of finance as being netted (and the resulting labor supply effects will similarly
offset in part), so one is left simply with a single cost and benefit associated with the change in the extent of
redistribution.
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adjustment is employed, features of the initial income tax and transfer system—notably,
whether it is set optimally—are irrelevant.

7.3. Benefit taxation

The foregoing discussion of the use of distribution-neutral (offsetting) income tax ad-
justments to finance public goods may be used to illuminate the long-discussed concept
of benefit taxation. See, for example, Musgrave (1959). The first observation is that this
particular mode of tax adjustment is indeed a sort of benefit taxation, as the magnitude
of a marginal adjustment equals marginal benefits. (Recall that, at each income level, the
marginal tax adjustment equals individuals’ marginal rates of substitution.) For discrete
changes, the offsetting tax adjustment equals individuals’ total benefits for the project.
Surplus is included, as the total tax adjustment at any level of income equals the area
under the implicit demand curve for the public good.

This tax adjustment, however, differs from prior understandings of benefit taxation
in important ways. First, as just explained, the posited tax adjustment is equivalent to
Lindahl (1919) pricing at the margin, but it is not equivalent for a discrete change. Thus,
if marginal benefits are declining, the average rate of the offsetting tax adjustment would
exceed the Lindahl price, which equals the marginal benefit at the final point of the
increase in G. Second, the stated tax adjustment differs from many notions of benefit
taxation because it is based entirely on the benefits of a public project without regard to
its cost.

Various authors have proposed a number of candidates for benefit taxation, most
of which differ from the present formulation in other ways as well. See, for exam-
ple, Hines’s (2000) proposal and his review of Lindahl pricing and related alternatives.
Such work usually presents as its objective the derivation of a benefit measure that
has certain properties in common with the market’s pricing of private goods or that
meets other a priori criteria.95 However, the purpose of providing such a measure is
not explained. By contrast, the distribution-neutral (offsetting) income tax adjustment
is chosen here because of its usefulness in policy analysis. This benefit measure also
has descriptive functions. For example, whether the median voter will favor a project
depends on whether that voter’s actual new tax obligation exceeds this hypothetical
offsetting tax adjustment.96

Yet another reason for formulating a principle of benefit taxation is to determine the
proper manner of financing government expenditures on goods and services. Yet when

95 See, for example, Hines (2000) and the debate between Aaron and McGuire (1970, 1976) and Brennan
(1976a, 1976b).
96 Another feature of the distribution-neutral approach is that it renders moot concerns about the progressivity
of benefit taxation, a subject that has received much attention. See, for example, Hines (2000) and Snow and
Warren (1983). Whatever is the degree of progressivity (or regressivity) of a tax that is set equal to actual
benefits, its distributive incidence is, by definition, precisely offset by that of the public good itself. Hence,
changing the level of public goods, financed by such benefit taxation, has no distributive effect regardless of
the shape of the tax adjustment viewed in isolation.
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there is also a system of redistributive taxation in place, which itself may be freely
adjusted, the purpose of isolating the benefit tax component is unclear. From some nor-
mative perspectives, such as a libertarian one, benefit taxation may be required and any
redistribution may be deemed impermissible. Such an approach does require selection
of a particular definition of benefit taxation, and it is also necessary to confront the
difficult (some would say insurmountable) baseline question regarding the benchmark
against which one measures the distributive incidence of the entire public sector (is the
hypothetical alternative anarchy?).

8. Corrective taxation

Correcting externalities is a third major function of taxation. Subsections 8.1 and 8.2 re-
view the analysis of corrective taxation when externalities are the only concern. Subsec-
tion 8.3 integrates the analysis of corrective taxation with that of income and commodity
taxes to determine social-welfare-maximizing corrective taxation when revenue-raising
and distributive concerns are also relevant.

8.1. Pigouvian taxes and subsidies

Among the contributions of Pigou (1920) was his diagnosis of externalities in terms
of divergences between private and social costs or benefits and his suggestion of taxes
and subsidies as a possible cure.97 To analyze Pigouvian taxation, we can extend the
model of commodity taxation from section 4, following Kaplow (2006c). As before,
there are n commodities, x1, . . . , xn. Corresponding variables e1, . . . , en denote the
total consumption of each commodity: ei = ∫

xi(wl)f (w) dw, for all i. Individuals
choose levels of consumption and labor effort l to maximize their utility functions
u(x1, . . . , xn, e1, . . . , en, l). Utility may have any relationship to the level of the ei’s;
that is, the external effect due to each of the commodities may be positive, negative, or
nonexistent.

The monetary equivalent of the marginal external harm associated with any commod-
ity xi is

(8.1)hi = −
∫

∂U(w)/∂ei

μ(w)
f (w) dw,

where μ(w) is the Lagrange multiplier on individuals’ budget constraints (4.1) for in-
dividuals of type w, signifying the marginal utility of income. (U is also expressed as

97 Although it is conventional to focus on externalities alone, similar analysis is applicable to some informa-
tional and self-control problems. That is, if there is no externality but individuals underestimate the private
benefit of some activity, a subsidy may be used to offset the divergence, or if private harm is underestimated,
a tax may be helpful. See, for example, Gruber and Mullainathan (2005) on the possibility that cigarette taxes
may improve the welfare of myopic smokers.
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a function of w because the partial derivative may differ by type due to differences in
consumption and labor effort.) The first term in the integrand, therefore, is the marginal
effect of the externality on utility divided by the marginal utility of disposable income,
which gives the marginal externality for a given type w, measured in dollars. Note that
for positive externalities, hi < 0.

Using this expression for marginal external harm, we can define first-best Pigouvian
taxes and subsidies as a commodity tax vector {τ1, . . . , τn} having the property that
(pi + τi)/(pj + τj ) = (pi + hi)/(pj + hj ), for all i, j . Notice that the definition does
not require that τi = hi , for all i. The reason has to do with normalization, discussed in
subsection 4.1: If all commodity taxes are raised or lowered in such a manner as to leave
all price ratios unchanged, individuals’ behavior will be unaffected—if the level of the
income tax is also adjusted to produce the same effective disposable income. However,
it is useful to think of a case in which the only commodity taxes are Pigouvian, in which
event it is true that τi = hi , for all i.

8.2. Choice of instruments

Pigouvian taxes and subsidies not only constitute an important instrument for the control
of externalities, but our understanding of them also helps to illuminate other government
interventions that address externalities. For example, free immunizations against com-
municable diseases are akin to a Pigouvian subsidy that brings the price to zero, which
would be optimal if the external benefit happened to equal the cost. However, if the
external benefit is even larger and if the private benefit is less than other private costs
(which may include inconvenience, modest pain, and the risk of adverse side-effects),
one could employ a subsidy in excess of 100% of the direct cost or, as is commonly
done, impose a regulation that requires immunization.98 More broadly, in examining the
choice among regulatory instruments, it is helpful to keep such connections in mind.

In many settings, particularly involving negative externalities, the Pigouvian tax pre-
scription is not employed. Two alternatives with important similarities to Pigouvian
taxation are legal liability and tradeable permits. A rule of strict liability requires the
injurer to pay the victim for all harm imposed, which from the injurer’s point of view
is similar to a Pigouvian tax.99 A Pigouvian tax has the advantage that, because victims
do not receive compensation, they retain incentives to mitigate harm—although this is
a disadvantage to the extent that the activities of the injurer and victim combined bear
excessive costs, creating insufficient incentives to undertake the combined activities and
excessive incentives to integrate if that would eliminate tax liability.

Tradeable permits have the familiar virtue that, like Pigouvian taxes, they result in
cost-minimization because each purchaser equates the marginal cost of harm reduction

98 If vaccinations are always completely effective, compulsory immunization of everyone is not only subop-
timal, but dominated by the laissez-faire solution. See Brito, Sheshinski, and Intriligator (1991).
99 When harm is uncertain, one can think of a Pigouvian tax imposed probabilistically—which is how the
tort system typically operates—or that a tax equal to expected harm is imposed with certainty.
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to the (common) market price of permits. Permits importantly differ from Pigouvian
taxation because the overall quantity of the externality is not optimized—by polluters
equating marginal cost to the tax rate, itself set equal to marginal harm—but rather is
determined by fiat. Note, however, that in principle the government could adjust the
number of permits until the point at which the market-clearing price equalled marginal
harm at the given quantity.

A greater contrast is provided by command and control regulation, whether imposed
directly (such as with technological requirements) or indirectly (such as through lia-
bility involving injunctions or negligence rules under which damages are only owed if
standards are violated). The common objection is that the government decision-maker
has limited information, for optimal regulation of this sort requires not only information
about harm (which is also required to set a Pigouvian tax) but also about the costs of
various technologies.100

An important qualification to the inefficiency of some forms of regulation, partic-
ularly when implemented through liability rules rather than government edict, is that
injurers and victims may bargain to more efficient results. This important point of Coase
(1960) is true even when no liability is imposed for externalities, for a victim could
pay an injurer to abstain from harm-causing activity if the cost of the harm exceeded
the injurer’s benefit from the activity. This solution, of course, tends to be infeasible in
large-numbers cases—such as with industrial pollution and externalities associated with
automobiles. Furthermore, even when bargaining may be feasible, asymmetric informa-
tion interferes with efficiency, and accordingly there may be benefits of legal rules that
more closely mimic Pigouvian taxes.

The choice of instruments problem is a good deal more complex than the foregoing
suggests, involving comparisons between the government’s and private parties’ (includ-
ing victims’) information, concerns about the ability of injurers to pay for harm (espe-
cially large harms that may occur with low probability), considerations of administrative
costs, and other factors. See, for example, the Handbook surveys on environmental reg-
ulation by Bovenberg and Goulder (2002) and Revesz and Stavins (2007) and that on
tort liability by Shavell (2007). Nevertheless, it is worth emphasizing that much analysis
of various forms of regulation is illuminated by the comparison with the straightforward
principles of Pigouvian taxation. Likewise, it is useful to take advantage of this relation-
ship when considering how the problem of controlling externalities interacts with other
second-best considerations related to the other functions of taxation, the topic of the
next subsection.

100 Weitzman (1974) argues that setting quantities (regulation) may be superior to setting prices (taxes) when
there is uncertainty, but his result arises largely because he rules out feasible instruments, notably a nonlinear
Pigouvian tax schedule under which the marginal tax rate equals the marginal expected harm, and because he
assumes that the linear instruments could not be adjusted over time, even when observable behavior revealed
errors. See Shavell (2007).
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8.3. Distribution and distortion

The standard Pigouvian prescription that taxes should be set equal to the marginal ex-
ternal harm applies in a world that is first best, other than for the externalities being
corrected. Just as section 7.2 considered whether and how one should deviate from the
Samuelson rule for public goods when there is a concern for distribution and labor
supply distortion in a world that is second-best with regard to redistributive taxation,
so we can ask whether these two considerations call for modification of the Pigouvian
prescription. Distributive concerns are often expressed, such as in the argument that a
gasoline tax, which may be used to internalize pollution and congestion externalities
from driving, may be regressive and thus less desirable on this account.101 Labor sup-
ply distortion has received substantial attention in recent literature.102 Initially, some
thought environmental taxation might produce a “double dividend”—both correcting
an externality and also raising revenue without distortion, permitting reductions in dis-
tortionary income taxation—and a substantial subsequent literature has suggested that
the problem is more complicated and, as it turns out, environmental policies may exac-
erbate the preexisting labor supply distortion due to income taxation.

It would seem, however, that in light of the previous analysis addressing these same
two concerns in the contexts of differential commodity taxation (section 4) and pub-
lic goods (subsection 7.2), one would expect, under similar simplifying assumptions,
that first-best Pigouvian principles provide an appropriate benchmark for analysis—and
that the qualifications to this conclusion (section 4.3) would be largely the same as in
the previous settings. This indeed is the case, as developed in Kaplow (1996c, 2004,
2006c).103

One way to view the intuition is to return to the model of differential commodity
taxation, wherein (with weak labor separability) uniformity was optimal. The intu-
ition was that differential commodity taxation distorted consumption choices without
reducing the distortion caused by redistributive taxation; hence, differential taxation is
inefficient. Specifically, eliminating (or reducing) differentiation, with a distributively
offsetting adjustment to the income tax schedule, results in a Pareto improvement. Ex-
tending that logic to the present case with externalities, the relative prices that result
in no distortion are no longer ones with no differential commodity taxation but instead
are consumer prices that reflect the full extent of any externalities, as in the defini-
tion of first-best Pigouvian taxes and subsidies in subsection 8.1. Hence, making this

101 See, for example, Casler and Rafiqui (1993) and West (2004).
102 For a survey and a collection of literature, see respectively Bovenberg and Goulder (2002) and Goulder
(2002).
103 See also Pirttilä and Tuomala (1997) and Cremer, Gahvari, and Ladoux (1998). The reconciliation be-
tween this conclusion and that in much of the literature that does find additional distortion associated with
greater environmental regulation or particular environmental policies is, just as in the case of public goods
(see note 93), due to the literature’s employing combinations of regulation and income tax adjustments under
which greater redistribution occurs. See Kaplow (2004, 2006c).
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formulation of commodity taxes the benchmark rather than no differentiation, any de-
viation from the benchmark will, as before, be inefficient. Specifically, if one removes
any deviations—that is, reforms commodity taxes to equal first-best Pigouvian taxes—
and adjusts income taxes to offset distributive effects, a Pareto improvement will result.
See Kaplow (2006c). The proof essentially tracks that presented in subsection 4.2 for
commodity taxes. The main difference is that, as individuals adjust their consumption,
this now changes the level of externalities and also changes the revenue from commod-
ity taxes and subsidies (which are not moved to zero, but instead to first-best Pigouvian
levels). Note, however, that the net revenue produced by the latter effect precisely equals
the revenue necessary to compensate individuals for the former effect, through the in-
come tax adjustment that holds everyone’s utility constant. Therefore, just as in the
case without externalities, optimal commodity taxes are those that otherwise would be
efficient on first-best grounds.

As explored in subsection 8.2, the analysis of Pigouvian taxes and subsidies illu-
minates regulation much more broadly; hence, it would seem, as a benchmark, that
regulations should be set with regard to the efficiency with which they mitigate external-
ities, independent of distributive effects and labor supply distortion.104 One particular
regulatory instrument is the use of legal rules, such as rules of tort liability. Indeed, as
explored in subsection 8.2, a legal rule of strict liability is much like a Pigouvian tax (at
least with regard to the injurer). In the analysis of legal rules, it has long been contro-
versial whether adjustments should be made on account of distributive effects. Shavell
(1981), in one of the first papers using the method of offsetting tax adjustments, shows
that it is inefficient to deviate from otherwise efficient legal rules on account of distribu-
tion (which is held constant by the offsetting income tax adjustment). See also Kaplow
and Shavell (1994).

9. Additional dynamic issues

Dynamic considerations were first introduced in extending the basic optimal income and
commodity tax model to capital taxation in subsection 5.1. In this section, a number of
further dimensions and complications that arise in a dynamic setting are examined.

9.1. Inflation105

Inflation complicates measurement of the tax base under a standard income tax because
changes in wealth over time are subject to tax and the most readily available measures
of such changes are denominated in nominal prices at different points in time. Note

104 The claim regarding distributive effects is first advanced by Zeckhauser (1981). Distribution and labor
supply distortion are addressed more fully in Kaplow (1996c, 2004, 2006c).
105 See generally Aaron (1976), Feldstein (1983), and Halperin and Steuerle (1988).
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that an implication of the source of the inflation problem is that a labor income tax
and, likewise, a cash-flow consumption tax do not require significant modifications to
adjust for inflation because the tax bases are appropriately measured in terms of current
prices. (In nonlinear systems, just as under a nonlinear standard income tax, one would
still need to index the bracket levels to avoid “bracket creep,” wherein the real level of
unindexed bracket boundaries declines over time as a consequence of inflation.)

One sort of inflation adjustment necessary in a standard income tax is indexation
of basis. For example, if an asset was purchased in period 1 for $100 and is sold in
period 2 for $125, the nominal gain of $25 will overstate the real gain if there is, say,
10% inflation. Basis adjustment involves restating the period-1 purchase price of $100
as $110 in period 2, so that the resulting taxable gain of $15 properly measures the real
gain. Similar (ongoing) basis adjustments are necessary to preserve the real value of
depreciation and to properly measure changes in inventories.

Another type of adjustment involves interest and related returns (which can alter-
natively be accomplished in an accrual system through basis adjustments to debt and
related instruments). Suppose, for example, that inflation is 10%, the real interest rate is
2%, and the nominal interest rate is 12%. A 50% income tax applied to nominal interest
would produce an after-tax nominal return of 6%, which would be a real after-tax return
of −4%. Failure to index, therefore, results in an effective tax rate of 300% on the real
return of 2%. Relatedly, borrowers, who deduct nominal interest payments, receive tax
bonuses to a similar extent.106

Most standard income tax systems fail to index basis or account for the inflation-
ary component of interest and related returns. They may do so indirectly, such as by
providing a capital gains preference and more rapid depreciation, although such means
often are not adjusted as inflation changes over time, they do not cover all pertinent
dimensions, notably, the problem of interest, and they inevitably are more complete for
some assets than for others.107 As a consequence, when inflation is nontrivial, standard
income taxes in practice deviate substantially from their idealized form and significant
distortions can arise.

Indexing is more commonly employed by societies experiencing hyperinflation. In
such settings, additional dimensions, in principle relevant even with low inflation, be-
come significant, such as the difference in time between the withholding of taxes and
payment to the tax authority and the fact that earnings and expenditures occur at differ-
ent times within the standard accounting period, which is typically one year in length.

106 Symmetry in theory can lead to asymmetric effects in practice because of incentives for high marginal
tax rate actors to borrow from tax-exempt entities.
107 LIFO accounting approximates the result of inflation adjustment as long as firms’ inventories are not
declining. Observe further that, as outlined in note 46, much capital income is effectively exempt under the
existing income tax, so the inflation problem is limited to the remainder. However, this suggests that there
may be even greater differentials in the taxation of capital than seem apparent, with some capital exempt and
some of the rest effectively taxed at higher than stated rates.
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9.2. Risk-bearing108

9.2.1. Uncertain labor income

Uncertainty in labor income provides a supplemental, efficiency-based justification for
some redistributive income taxation.109 Even if everyone is identical ex ante, individu-
als would prefer to have income transferred from high- to low-earning states, which a
redistributive income tax does.110 Given that existing income taxes and optimal schemes
examined in the literature involve high tax rates even without uncertainty, the optimal
adjustment for uncertainty may not be that large, both because the preexisting distortion
is significant and because quite substantial implicit insurance would already be made
available.111

The general problem of optimal income taxation in the presence of uncertainty has not
been the subject of extensive study. Mirrlees’s (1990) preliminary analysis (examining
a linear income tax where the degree of variation in skill and the extent of uncertainty
are assumed to be small) suggests that, taking as given the total variation in observed
income, greater income uncertainty most plausibly favors a lower tax rate. For given
aggregate variation, higher income uncertainty implies less variation in skill, and it turns
out that skill variation is more powerful than income uncertainty in leading to a higher
optimal tax rate.112

There are two caveats regarding the use of the income tax as insurance against uncer-
tain labor income. First, to the extent that income uncertainty involves systematic risk,
the government is not able to solve the problem: Its resulting budget uncertainty must
be addressed, for example, by raising taxes or reducing spending if the resolution of
uncertainty is adverse.113 Second, the standard analysis ignores private insurance, the
possibility of which renders government insurance through taxation not only unneces-
sary but also inefficient. Specifically, if the main inhibitor of private income insurance is

108 Technically, one can analyze risk as resolved instantaneously, although as a practical matter the issues
examined herein typically arise in a dynamic setting.
109 See, for example, Eaton and Rosen (1980a, 1980b, 1980c), Tuomala (1990), and Varian (1980). Subse-
quent work includes Strawczynski (1998) and Low and Maldoom (2004).
110 Varian’s (1980) simulations suggest that, in light of moral hazard (i.e., the labor-leisure distortion), the
optimal level of insurance may be only a few percent, whereas Strawczynski’s (1998) and Low and Maldoom’s
(2004) simulations suggest that high marginal tax rates may be optimal.
111 An important special case of income uncertainty involves the possibility that one will become disabled
and thus unable to earn income in the future. See, for example, Diamond and Mirrlees (1986). Unemployment
insurance is also pertinent.
112 Tuomala (1990, section 9.3) finds that uncertainty in wages at the time effort is chosen (capturing such
decisions as investment in human capital and occupational choice) favors rising marginal tax rates, the intu-
ition being that high realizations are substantially attributable to luck, so the disincentive effect of taxing them
more heavily is modest. His results are surprising in that the extent to which this is true in his simulations
actually increases as uncertainty falls, which seems to contradict both the given intuition and the results of his
simulations elsewhere in his book, which generally display falling marginal rates when there is no uncertainty.
113 Compare Bulow and Summers (1984) and Gordon (1985).
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moral hazard, as much of the literature asserts, the government cannot combat it either;
indeed, that is why there is a labor-leisure distortion from income taxation. However,
if adverse selection or other imperfections impede private insurance, then government
insurance such as through taxation may be optimal. It should be kept in mind, however,
that private and direct government insurance does exist for some important sources of
uncertainty in labor income, notably for disability and temporary unemployment, and
various other means allow individuals to mitigate income uncertainty to some extent.114

9.2.2. Uncertain capital income115

Uncertainty is central to the understanding of capital income taxation because a substan-
tial portion of the return to capital, notably regarding equity investments, consists of a
risk premium. Domar and Musgrave’s (1944) seminal paper offers a partial equilibrium
analysis in a model with two assets, one riskless and the other risky. Their basic insight
is that taxes on the risky component of returns have no effect on individuals, who will
simply gross up their investments in the risky asset to offset the effect of the tax.

To verify this result, suppose that, in a world in which only the riskless return, r , is
taxed at the rate tr , an investor would invest X in a risky asset that pays Ri (possibly less
than X) in state of the world i. (For simplicity, ignore the rest of the investor’s portfolio,
which is held constant and which is unaffected by the reform to be considered.) Then,
after risk is realized and tax is paid, the investor will have Ri − tr rX, the gross return
minus the tax on the riskless return to the initial investment.

Now assume instead that all investment returns, including the risky component, are
to be taxed at the rate tr (in a fully symmetrical manner, allowing for complete de-
ductibility of losses). The investor can offset the effect of this supplemental tax on risk
by increasing his investment in the risky asset from X to X/(1 − tr ), borrowing the
additional funds, trX/(1 − tr ), at the riskless rate r . After risk is realized, the loan (with
interest) is repaid, and tax is paid, the investor will have

Ri

1 − tr
− trX

1 − tr
(1 + r) − tr

[
Ri − X

1 − tr
− trX

1 − tr
r

]
= (1 − tr )

Ri

1 − tr
− trX

1 − tr
(1 + r − 1 − tr r)

(9.1)= Ri − trX

1 − tr
r(1 − tr ) = Ri − tr rX.

In the first line of expression (9.1), the first term is the gross return on the investment of
X/(1− tr ), the second term is the repayment of the loan, trX/(1− tr ), with interest, and
the third term is the tax owed, the tax at rate tr being levied now on the gross return net
of the investment, with a deduction allowed for the interest payment on the loan. As can

114 See Cochrane (1991) and Mace (1991).
115 On taxation, risk, and household portfolio behavior more generally, see Poterba (2002).



Ch. 10: Taxation 709

be seen, in every state (for any i), the investor’s net return under this regime—having
adjusted the initial level of investment—is Ri − tr rX, which is identical to the net return
under the initial regime that taxes only the riskless return to investment.

This basic model has been extended in various ways that, among other things, take
account of general equilibrium effects in asset markets and whether the government’s
budget is in balance in different states of the world. See Bulow and Summers (1984),
Gordon (1985), and Kaplow (1994). An important implication of this model is that
capital taxation (see subsection 5.1) is less important than it may appear to be because
a tax on all returns is, accounting for portfolio adjustments, equivalent to a tax on only
the riskless return, which is but a portion of the total return to capital. In addition,
permutations of the foregoing analysis imply that various equivalences among taxes
(for example, between a labor income tax and a consumption tax) that hold in a static
model and in a dynamic world with certainty extend to the case of uncertain capital
income. See Kaplow (1994).

9.2.3. Other losses

Aside from uncertainty that may affect the return to labor effort and investment, individ-
uals may suffer losses directly, notably in cases of illness, requiring possibly significant
medical expenditures, and casualties, such as if one’s home is destroyed by fire. A com-
mon view, reflected to an extent in some income tax systems through deductions, is that
individuals’ effective income is lower on account of such losses and hence their taxable
income should be reduced accordingly.

There are two shortcomings in this logic. First, the point has not been developed
properly in an optimal income tax model. Even if the marginal utility of consumption
of an individual who, say, earns $50,000 and suffers a loss of $10,000 is the same as
that of someone who earns $40,000 and suffers no loss, their ability level and thus
various aspects of the optimization are different, so further analysis of the optimal treat-
ment is required. Second, a complete analysis must take account of the possibility that
individuals could insure or take various precautions ex ante. See Kaplow (1992). Pro-
viding a deduction for losses is tantamount to providing free insurance for a fraction of
losses equal to an individual’s marginal tax rate. Such implicit insurance produces moral
hazard, which distorts private insurance decisions. If moral hazard is the only market
imperfection (or, even more so, if private insurance can combat moral hazard, such as
where some precautions are observable), insurance through the tax system is inefficient.
Furthermore, if the tax deduction is limited to uninsured losses, as in the United States
income tax, private insurance is inefficiently discouraged.

9.3. Transitions and capital levies116

Many contemplated fundamental tax reforms involve transitions that entail what is tan-
tamount to a one-time capital levy (or grant). One-time capital levies are traditionally

116 See Kaplow (2007a) on these and other transition issues; see also Shaviro (2000).
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viewed as an ideal sort of tax. Such a levy is imposed only on preexisting capital and,
being one-time (with a presumed credible commitment never to be repeated), is nondis-
tortionary.

There are two major problems with arguments in favor of a capital levy. First is the
familiar point that the future promise may not be credible. The prospect of capital levies
is a serious fear in many developing economies, which discourages foreign investment
and induces residents to send capital outside the country. Any government that actually
imposes a capital levy would not expect to be trusted anytime soon. That most countries
refrain from such policies reflects some mix of constitutional limitations, strong norms,
and the fear that future capital flight would be more costly than any short-run, even if
substantial, gain.117

Second, there is a conceptual problem with the purported idyllic nature of a capital
levy in developed economies that have an income tax.118 Specifically, one could in
principle raise sums distortion-free by reducing the grant component g of the income
tax, even making it negative—i.e., a uniform lump-sum levy. The primary deterrent to
using this approach is not inefficiency but dislike of the distributive consequences. If a
capital levy is a mere substitute for lowering g, and if g is already set optimally, then
there is no benefit to a capital levy.

Further reflection suggests that a capital levy may nevertheless be welfare-increasing
(if the one-time feature were realistic) because, at any given point in time, it is likely
that ownership of the existing capital stock is distributed in a way that positively cor-
relates with income and underlying earning ability, for it constitutes the result of prior
accumulations that ultimately derive from labor income. (The correlation will be highly
imperfect due to differences in life-cycle stage, preferences, and other factors.) Thus, a
capital levy may be distributively appealing whereas reducing g would not be. Observe
that this version of the argument is closely analogous to the notion that it would be ideal
to impose future individualized lump-sum taxes based on ability as inferred from prior
earnings or investments in human capital: The taxes would be nondistortionary in the
future, and as long as this regime was not anticipated ex ante, society would not have
suffered from prior distortions either.119 If such a one-time imposition were possible, it
would be optimal to fashion the redistributive tax as a function of revealed labor effort
rather than imposing a uniform capital levy.

In sum, one-time capital levies may seem attractive, depending on the available alter-
natives, but are generally regarded as infeasible, if not dangerous even to contemplate
actively. It is interesting, therefore, that many fundamental tax reforms can involve what
is tantamount to a capital levy. Most analyzed is the transition from an income tax to
a consumption tax (or simply the introduction of or raising the rates in a consumption
tax): Unless there is transition relief for pre-enactment accumulations, the effect is to

117 For the classic statement of the dynamic commitment problem, which mentions capital levies as an illus-
tration, see Kydland and Prescott (1977).
118 Compare the discussion of Ramsey taxation in subsection 4.4.
119 For a theoretical exploration of taxation based upon prior economic choices, see Roberts (1984).
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reduce the purchasing power of preexisting capital.120 Thus, although a wage tax and
a consumption tax may be equivalent in steady-state, simulations of the transition to
a consumption tax show greater efficiency gains than result from transition to a wage
tax because the former contains a significant capital levy whereas the latter does not.121

Of course, if the transition were anticipated, say during years or decades of preceding
debate, the implicit levy would not be unanticipated and distortion would result.

Similar questions arise in other settings. For example, analyses of the efficiency of
capital taxation more generally often envision a world in which there is a preexisting
capital stock without inquiring as to its origin—notably, as a consequence of prior earn-
ings or of inheritance, which itself is the product of a donor’s prior earnings, on which
see subsection 5.2. In such a model, the intertemporal inefficiency of taxing capital in a
simple setting (see subsection 5.1) will be counterbalanced by the advantage of the capi-
tal levy, and a dynamic analysis will accordingly suggest the seeming optimality of high
capital taxes initially but no capital taxation in the long-run steady state.122 All of this,
of course, assumes that the enactment of the initially high capital tax is unanticipated
and that the subsequent promise to eliminate capital taxation is credible.

Likewise, negative capital levies—windfalls—can arise if, for example, corporate
taxation is reduced or eliminated. Thus, a key point concerning the desirability and
appropriate form of integration of the corporate income tax (see subsection 5.1.3) con-
cerns the fact that existing corporate equity would thereby be freed of future tax liability.
This revenue loss is ordinarily seen as unaccompanied by any corresponding efficiency
gain, although in a setting in which the possibility of integration may long be antici-
pated, an understanding that old equity would benefit would tend to have the effect of
reducing pre-enactment distortion.123

9.4. Capital gains

The attempt to employ an accrual income tax (taxing returns to both labor and capital)
is plagued by the problem of capital gains. Proper taxation requires that gains be taxed
as they accrue or, in the alternative, following Vickrey (1939), that interest be charged
on taxes that are deferred until realization (ordinarily, the sale of the asset). Ongoing
accrual taxation (referred to as “mark to market”) is feasible for many publicly traded
securities but not for some other assets, and selective application of accrual taxation
would be distortionary.124 As a consequence, most assets are taxed on a realization

120 See, for example, Bradford (1996a, 1996b), Kaplow (2007a), Sarkar and Zodrow (1993), and Shaviro
(2000).
121 See, for example, Auerbach and Kotlikoff (1987) and Sarkar and Zodrow (1993).
122 See, for example, the results reported in note 41.
123 Expansions and contractions of social security benefits can be analyzed in an analogous manner: If tax-
payers perceive a significant tax-benefit linkage and if (but only if) benefit changes are anticipated, this
prospect should affect pre-enactment labor supply.
124 Possible lack of liquidity is another reason sometimes given for disfavoring accrual taxation, although
the problem is unlikely to be significant for publicly traded assets for which mark to market is feasible.
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basis, resulting in mismeasurement of income (which may cause interasset distortion
since the benefits of deferral vary across types of assets) and distortion of investors’
portfolios on account of the lock-in effect, wherein taxpayers with accrued gains have an
incentive to defer sale in order to further defer taxation.125 Additionally, the realization
requirement induces a variety of financial manipulations designed to take advantage of
its benefits.126

An ingenious scheme, initially due to Auerbach (1991) and subsequently extended
by Bradford (1995) and Auerbach and Bradford (2004), solves the problem using a sort
of realization-based taxation that, in its most basic form, taxes investors as if the value
of the asset at the time of sale was produced by a hypothetical investment at the time of
purchase that grew at the riskless rate of interest. Two desirable features of this approach
are that relative risk-adjusted asset returns are unaffected, just as under an idealized
accrual tax, and lock-in is avoided. An apparent shortcoming is that actual tax payments
diverge from what one would think should be due in particular states of the world. For
example, if there is a huge gain, the investor’s tax based on the imputed riskless return
is far less than what would be due under an actual accrual tax, and if there is a loss, the
investor still pays positive tax based on the imputed riskless return. However, the central
virtues of the tax scheme are unaffected by these apparent anomalies. Moreover, when
one takes into account individuals’ portfolio adjustments (compare subsection 9.2.2),
investors’ actual net positions in each state of the world are the same as they would be
under an ideal accrual tax. See Kaplow (1994).

9.5. Human capital

Human capital constitutes a substantial majority of all capital. See, for example, Davies
and Whalley (1991) and Jorgenson and Fraumeni (1989). Furthermore, the returns to
human capital—wages—are the direct or indirect source of most tax revenue. Accord-
ingly, the relationship between human capital and taxation deserves significant study.
Nevertheless, the subject has received far less attention than has the taxation of physical
and financial capital. To illuminate the matter, it is useful to compare the tax treatment of
human capital under an accrual income tax, which purports to tax capital income, with
standard treatments of physical and financial capital, following Kaplow (1996a).127

125 That the United States also provides a tax-free step-up of basis at death adds to the lock-in problem. Note
that there is an important exception to the realization approach for business assets, namely, the provision of
depreciation, amortization, and other deductions for business expenditures on capital assets that predictably
decline in value over time. (In the absence of such provision, taxpayers would have ongoing incentives to
sell used plant and equipment, to realize losses.) To the extent allowed deductions depart from economic
depreciation (on which see Samuelson (1964)), interasset distortions result. One case involves intangibles,
such as investments in advertising and R&D, which are permitted to be expensed.
126 One of the simplest is the selective sale of assets with losses so that they can be deducted against other
income, while continuing to hold assets with unrealized gains. See Stiglitz (1985a). Capital loss limitations
are employed to counter this tactic.
127 For a complementary treatment of some of these issues, see Andrews and Bradford (1988, appendix).
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An accrual income tax, which taxes both labor income and returns to capital, treats
human capital essentially on a realization basis by taxing wages while ignoring changes
in the value of an individual’s stock of human capital. This is most apparent in an in-
dividual’s last year of work: The year’s wages are taxed, but the individual’s stock of
human capital will have fallen during the year by approximately the full amount of these
wages (the present value at the outset equaling the year’s wages with a slight time value
discount) while no offsetting depreciation deduction is allowed, such as would be the
case under pure accrual income taxation. Under an idealized accrual system, the receipt
of human capital (at birth) would be subject to tax, and each year’s earnings would be
partially offset by depreciation deductions that would be growing over time. Further
taxation (including negative taxation for falls in human capital) would arise as uncer-
tainty was resolved, just as with a physical or financial asset that produced a similar (yet
equally uncertain) pattern of future cash flows.

To highlight the difference between accrual taxation of human capital and the
realization-based approach implicit in taxing wages instead, with no adjustments for
changes in the value of human capital, one can ask, just as in subsection 9.4’s dis-
cussion of capital gains, what taxation at realization would serve as a proxy for accrual
taxation. As a crude approximation, by analogy to Auerbach’s (1991) scheme, any wage
earnings would be subject to greater tax the longer the holding period, i.e., the older the
individual earning the wages. Thus, pure accrual taxation would be similar to applying
to wage earnings a multiplier that grew over individuals’ lifetimes.

Given that actual taxation of human capital is realization based (with no multiplier)
and thus closer to the treatment appropriate under a consumption tax, we can ask what
are the efficiency implications of this attribute. First, to the extent that consumption
taxation is more efficient by reducing intertemporal distortion (see subsection 5.1), this
form of wage taxation may seem desirable. The discrepancy with the treatment of other
capital suggests that individuals would prefer to fund future consumption by deferring
labor supply to later years rather than by earning more now and engaging in conven-
tional savings. Because later years’ wages are not taxed at a higher rate reflecting the
implicit deferral whereas conventional savings are subject to tax on appreciation under
an accrual income tax (and to a lesser extent under existing, standard income tax sys-
tems), there does exist a preference for saving through deferral of labor supply. This
secondary distortion of labor supply, in the timing of earnings, serves to partially offset
the distortion of intertemporal consumption choices under an accrual income tax.

Under standard forms of capital taxation, such as in an accrual income tax, invest-
ment in human capital would appear to be favored over investment in other capital
because human capital is only taxed upon realization. As noted, however, there are no
depreciation deductions for human capital and thus for incremental investments therein.
Some investments in human capital, notably forgone earnings, are implicitly expensed
since the forgone imputed income is never taxed, which is more favorable than depre-
ciation. See Boskin (1977) and Heckman (1976). However, if such implicit deductions
are taken in years in which marginal rates are low (due to rate graduation), the result
could be less generous. See Nerlove et al. (1993). Many direct investment expenditures,
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such as on education, are never deductible (although there are also substantial public
subsidies). Additionally, to the extent that the uncompensated labor supply elasticity is
positive (negative), the reduction (increase) in labor effort due to labor income taxation
will reduce (increase) the value of investments in human capital. Further influences on
the return to human capital investment may arise on account of general equilibrium ef-
fects on wages of the sort noted in subsection 3.5.2. The net effect of these (and other)
factors is not entirely clear. Nevertheless, Trostel (1993) estimates that income taxes
do significantly discourage investment in human capital, the primary channels being a
consequence of the taxation of labor income, implying that a consumption tax would
have a similar effect. It does not follow, however, that all such effects involve inefficien-
cies: Taking as given that individuals, say, will work less on account of labor income
taxation, it is efficient for them to invest less in their human capital to that extent.128

Human capital is also treated qualitatively differently from other capital under trans-
fer tax systems. See Kaplow (2001). Many countries subject sizeable gifts and estates,
usually transfers to the next generation, to high marginal tax rates. However, transfers
of human capital are largely exempt. The primary constituents—genetic endowment,
environment (parental involvement and schooling), opportunities, and contacts (see
Taubman (1996))—are not ordinarily considered as conceivable components of a trans-
fer tax base. Direct expenditures, such as on private education or on more expensive
housing that gives access to superior public schools, are typically exempt as well. As
noted in subsection 5.2, however, the negative externality of gifts due to the income
effect may be reversed in the case of gifts of human capital (and the standard positive
externality to the donee remains), so preferential treatment of transfers that contribute
to human capital may be optimal. Of course, there may be some inefficient discrimi-
nation against other transfers having similar effects, such as those that relax liquidity
constraints and thereby facilitate entrepreneurship.

9.6. Lifetime horizon

An important simplification implicit in standard, static optimal income tax analysis is
that individuals’ lives, both their labor effort and consumption, are collapsed into a
single period. However, because individuals’ earnings vary over the life cycle both sys-
tematically and on account of uncertainty and because individuals borrow and save to
allocate (generally, to smooth) consumption over the life cycle, much of relevance is
omitted as a consequence. In particular, with income taxes that are assessed on an an-
nual basis, the mismatch between current and lifetime distributive effects is significant.
Many of the current “poor” consist of young or old individuals with low current but
high lifetime income or individuals of any age who may be having a bad year, whereas

128 There may be externalities to investment in human capital, and general equilibrium effects also influence
welfare, so such effects of taxation on human capital may still be of social consequence. See, for example,
Hamilton (1987), Heckman, Lochner, and Taber (1999), and Jacobs (2005).
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some of the “rich” may be moderate-lifetime-income individuals having a good year.
With hump-shaped earnings profiles, even middle-lifetime-income individuals with a
certain wage stream will have below-average incomes when young and when old and
above-average incomes when in their peak earning years.129 See generally Fullerton
and Rogers (1993).

If individuals engaged in no borrowing and lending (and there were no consumer
durables and no other sources of utility interdependence across periods), the optimal in-
come tax problem would be largely unaffected: In each period, individuals would have a
given wage and the social welfare optimization could proceed period by period. If, how-
ever, there is significant borrowing and lending (directly or indirectly), as clearly occurs,
the problem changes. The optimum would involve age-dependent tax schedules, and
the optimization would need to take into account individuals’ consumption-smoothing
behavior, including possible limits to theoretically ideal smoothing due to liquidity con-
straints and myopia.130

Short of a complete analysis, it is widely suggested, following Vickrey (1939), that
some sort of averaging scheme would be appropriate. Lifetime averaging may seem
ideal, and following Vickrey’s proposal is less complex than it might seem, although
changes in family unit membership over the life cycle do make the problem significantly
more challenging. See Liebman (2003) for estimates of the effects of averaging over
various periods under the current United States tax and transfer system. Liebman also
emphasizes the need to relate income averaging explicitly to social welfare, noting that
averaging can produce not only distributive benefits but also efficiency gains, on account
of equalizing marginal tax rates across individuals and over time.

Two caveats regarding the importance of averaging should be noted. First, if the re-
distributive tax is based on consumption rather than labor income or total income, the
potential mischief caused by focusing on annual information is greatly mitigated on ac-
count of consumption smoothing. In the simplest case (including a world with complete
earnings certainty and perfect annuity markets), individuals would consume evenly over
their lifetimes, so no adjustments would be required. Second, even under an income tax,
variable earnings over the life cycle would not have the ordinarily posited effects if the

129 For similar reasons, the incidence of many forms of taxation is more nearly proportional (rather than pro-
gressive or regressive) if the basis of comparison is lifetime rather than annual income (or if it is consumption,
which over the life cycle is smoother than income). See Fullerton and Rogers (1993). There are also more
subtle effects. For example, median-lifetime-income individuals have a later earnings peak than high- or low-
income individuals and hence save less when smoothing their consumption. As a consequence, Fullerton and
Rogers find that the lifetime incidence of taxes on capital tends to be U-shaped, falling more heavily on the
rich and the poor than on the middle class.
130 The social security system (see subsection 5.3) is age-dependent, but primarily as a means of forced
savings. It is unclear the extent to which its features, when combined with the annual income tax, are in
accord with what would be optimal. On lifetime income, income taxation, and social security, see Diamond
(2003).
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tax schedule were linear.131 Only with graduated rates are tax burdens higher as a con-
sequence of uneven earnings. As explored in section 3, however, it is not apparent the
extent to which highly nonlinear marginal tax rates are optimal.

9.7. Budget deficits and intergenerational redistribution

Another common assumption in much analysis of taxation is that budget balance is
required. In a dynamic setting, this requirement need not be met in any particular ac-
counting period but must hold in the long run; deficits today must ultimately be financed,
even if by paying interest in perpetuity. The time pattern of deficits is not, however, a
matter of indifference, even abstracting from macroeconomic effects.

First, Barro (1979) shows that it is advantageous to adjust short-run deficits so as to
maintain constant tax rates (in expectation). Because the marginal distortionary cost of
taxation rises with marginal tax rates, it is better to raise revenue over time with tax
rates that are as nearly constant as possible rather than with more highly variable tax
rates, just as in certain basic static settings it is best to tax different activities uniformly.
Accordingly, whether a deficit makes sense today depends on whether expenditures are
temporarily high (for example, on account of a war), on projections for future growth of
the tax base, and on other factors bearing on whether paying off the deficit will require
higher tax rates in the future.

Second, different timing of deficits has distributive effects and, in particular, is one
potential source of intergenerational redistribution. For this reason, Auerbach, Gokhale,
and Kotlikoff (1991) and others have proposed to track such effects using generational
accounting, wherein the aggregate effect of government tax and transfer policy (and, in
some work, certain government expenditures, such as on education) over time is im-
puted to different generations, making the assumption that deficits or surpluses of the
past and present will ultimately be borne by future generations. See Kotlikoff (2002).
Social security (see subsection 5.3), when funded largely on a pay-as-you-go basis, ob-
viously has important intergenerational effects. Furthermore, uncompensated transitions
that may involve large capital levies (see subsection 9.3) can likewise have distributive
effects, such as by heavily taxing existing capital, owned disproportionately by older
living generations, which allows reduction of the national debt that otherwise would
ultimately be paid off by younger or future generations. An important complication, re-
lated to debates about Ricardian equivalence, see Barro (1974), concerns the extent to
which private intergenerational transfers (variations in the level of gifts and bequests)
will adjust to offset changes in public intergenerational transfers.

131 There still is an important effect in an income tax that includes both labor and capital income because, as
noted in subsection 9.5, earnings in earlier years of equal present value are disfavored by the tax on the return
to savings.
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10. Unit of taxation

10.1. Framework

Treatment under income taxes and transfer programs depends on the type of family
unit, notably, whether there is a married couple or a single adult and whether and how
many children are present. What treatment is proper has proved quite controversial,
with actual practice varying substantially among programs, across jurisdictions, and
over time. This section considers work that seeks to relate issues involving the unit of
taxation to the explicit welfare-maximizing approach that serves as the basis for optimal
income tax analysis when there is only one type of taxable unit.

The framework and analysis outlined here and developed in subsections 10.2 to 10.5
follows Kaplow (1996b). It simplifies the problem by holding labor supply and family
composition fixed (on which see subsection 10.6), thereby focusing on the question
of how the relative treatment of different types of family units affects social welfare
on account of distributive effects.132 It is helpful to consider a simple model with two
family units, a single individual and a two-member family: For some applications, the
two members may be thought of as two adults, and for others as a representative parent
and a representative child. With labor supply and thus total income fixed, it is assumed
that the sole policy choice is an allocation between the two units. Allocations within
the two-person family are assumed to be determined in some internal fashion that the
government is unable to observe or control.133

To complete the description of the model, it is necessary to state the pertinent utility
functions, the mechanism by which sharing within the two-person unit is determined
(see, for example, Becker (1991)), and the SWF.134 For the latter, analysis will consider
the utilitarian case; the implication of a strictly concave SWF will be apparent below
because most results depend on the concavity of individuals’ utility and a more concave
SWF will usually have implications similar to those of more concave utility functions.

As a benchmark, consider the case in which all individuals—the single individual
and both family members—have the same utility functions, there is equal sharing in

132 A further aspect of non-fixed family composition is that individuals spend different parts of their lives in
different types of family units, so optimization over the life cycle raises additional complications in determin-
ing optimal taxation of different family units.
133 Allocations can be influenced by differential commodity taxation (assuming that spouses or children have
different demands) and by providing transfers in-kind.
134 Two features are noteworthy. First, each individual is the unit of analysis in the SWF, rather than referring
to a family utility function (although one could define the latter as the sum of the utilities of the family
members). Second, this method does not involve defining an equivalence scale and considering, say, how to
equalize equivalent income. See, for example, Deaton and Muellbauer (1986) and Gronau (1988). As will
become clear, this alternative approach would not be tantamount to maximizing any standard SWF, except by
coincidence. For criticism of the use of equivalence scales for welfare analysis, see, for example, Pollak and
Wales (1979).
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the (two-person) family, there are no economies of scale, and there are no interdepen-
dencies in utility functions. As with Edgeworth’s (1897) egalitarian result, the optimum
here obviously involves giving the single individual half the consumption as the family
because this allocation equalizes everyone’s marginal utility of consumption. Note that
everyone’s total utility is the same as well.

10.2. Intrafamily sharing

The optimal treatment of different family units may well depend on how sharing oper-
ates within multi-person families.135 Indeed, in debates about whether married couples
should be taxed as a unit (as in the United States) or as if they were two single indi-
viduals (as in many other countries), it is often suggested that the former treatment is
more appropriate to the extent that sharing is equal. (A primary reason the difference
matters is due to graduated rates, which make separate treatment less advantageous;136

note, however, that the analysis in subsection 3.4 hardly indicates that graduated rates
are optimal.) Such commonly held views, however, consider neither how the resulting
differences in tax burdens will actually be shared nor how the results relate to maxi-
mization of a standard SWF.

Insight into the issue can be gleaned by beginning with the above-described bench-
mark case and assuming now that the two-person family shares resources unequally in
some stipulated ratio, with φ being member 1’s share and 1 − φ being member 2’s.
Without loss of generality, consider the case in which φ > 1/2. Furthermore, because
we are abstracting from labor supply and considering identical utility functions, we can
let u denote each of the individual’s utilities as a function of post-redistribution con-
sumption. It is also convenient to let c denote the total consumption of the two-person
family and ωc that of the single individual.137 This allows the simple interpretation that,
when ω equals (or is greater or less than) 1/2, the single individual receives precisely
(or more or less than) a pro rata share of total resources.

Social welfare is equal to u(φc) + u((1 − φ)c) + u(ωc). Differentiating with respect
to c (keeping in mind that ω is implicitly a function of c) yields the following condition
for the utilitarian optimum:

(10.1)φu′(φc) + (1 − φ)u′((1 − φ)c
) = u′(ωc).

135 See Apps and Rees (1988). Note also that when family members’ earnings differ from their consumption
allocations, gifts or exchange are implicitly involved. Hence, the question of taxation of different family
units must, in principle, be related to the question of transfer (gift and estate) taxation, see subsection 5.2,
especially in light of the fact that a substantial portion of all voluntary transfers are to other family members.
This relationship is illustrated in subsection 10.4 on altruism.
136 To illustrate, suppose that for single individuals there is a 20% marginal tax rate on income below $50,000
and a 40% rate above, and that married couples face the same rates with the upper tax bracket beginning at
$100,000. If one individual earns more than $50,000 and another earns less than $50,000, marriage will reduce
their combined tax payments because part of the former’s income that would have been taxed at 40% will now
be taxed at 20%.
137 That is, letting C denote total resources, ω = (C − c)/c.
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This first-order condition, as one would expect, sets the sum of the two family members’
marginal utilities from an additional dollar allocated to the two-member family (taking
account of how much of the dollar each member actually will consume) equal to the
marginal utility of an additional dollar allocated to the single individual. The first term
on the left indicates the benefit from the fraction φ of a dollar allocated to the family
going to the first member, whose marginal utility reflects the consumption share φ. The
second term likewise indicates the benefit from 1 − φ of a dollar going to the second
member. The right side is the single individual’s marginal utility of a dollar.

It is indeterminate whether ω exceeds, equals, or is less than 1/2. The first term on the
left side of (10.1) is the effect of allocating additional funds to the family through its ef-
fect on the individual who takes the greater share. Since that person receives more than
a pro rata share (φ > 1/2), this term receives more weight; however, for the same rea-
son, that person’s marginal utility will be lower, on account of the diminishing marginal
utility of consumption, giving the term less weight. For the second person, these effects
reverse. Which effect is larger depends on the curvature of the utility function. Taking
the constant-relative-risk-aversion case, if the coefficient of risk aversion exceeds (is
less than) 1, it can be shown that the allocation should be more (less) favorable to the
family—ω should be less (greater) than 1/2. The intuition is that, when the curvature is
greater, it matters more that some of the additional resources to the family are enjoyed
by the less advantaged member because that member’s higher marginal utility of con-
sumption more than counterbalances the fact that a majority of the added resources go
to the more advantaged member.

This result assumes that, whatever is each family member’s share, it is constant rather
than a function of consumption. If the share of the more-advantaged member rises (falls)
with consumption, treatment of the (two-member) family should be less (more) gener-
ous than implied by expression (10.1). This is because the marginal dollar more (less)
favors the advantaged member than does the average dollar, and the average dollar—
really the total—determines individuals’ marginal utilities of consumption. In sum, to
determine what treatment is optimal on account of unequal sharing requires specifying
(and justifying) a particular model of how intrafamily sharing operates. See, for exam-
ple, subsection 10.4 and the surveys by Behrman (1997) and Bergstrom (1997).

10.3. Economies of scale

Economies of scale are thought to be the main justification for applying a higher
tax schedule to married couples than to (two) single individuals, such as is done in
the United States. To assess this conventional wisdom, return to the benchmark case
(with equal sharing) and suppose that a dollar of consumption is worth more to the
two-member family. Specifically, assume that each of the two family members’ util-
ity is given by u(β(c)/2), where β(c) > c. For concreteness, consider the linear case:
β(c) = βc, with β > 1.

The first-order condition for welfare maximization is now

(10.2)βu′(βc/2) = u′(ωc).
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Again, there are two competing effects. On the left side, the leading β indicates that
the two-member family gets more per dollar than does the single individual, which
favors more generosity toward the family (ω < 1/2). But the argument of u′ on the
left side is βc/2 rather than c/2, a higher value, which reduces the marginal utility
of consumption, favoring less generosity (ω > 1/2). (This latter effect corresponds to
the conventional wisdom on the subject.) Which effect is greater depends again on the
curvature of the utility functions, although the results are opposite to those with un-
equal sharing. With constant-relative-risk-aversion utility functions and a risk-aversion
coefficient above (below) 1, the latter (former) effect dominates, making less (more)
generous treatment of the family optimal. The intuition is that, when curvature is high,
the higher standard of living due to scale economies greatly diminishes the marginal
payoff to additional consumption relative to the multiplier accounting for the family’s
greater efficiency of converting tangible resources into effective consumption.

10.4. Altruism

One specific case of interest is that in which each family member is altruistic toward the
other. Specifically, suppose that the utility of each member of the two-person family is
given by ui + ψiuj . Then the total utility entering into the SWF from the two-member
family will be (1 + ψ2)u(φc) + (1 + ψ1)u((1 − φ)c). For preliminary insight into the
effect of altruism, assume equal sharing (φ = 1/2). Then, the first-order condition is

(10.3)

(
1 + ψ1 + ψ2

2

)
u′(c/2) = u′(ωc).

Clearly, the allocation should be more favorable to the two-member family (ω < 1/2)
to an extent that increases with the level of altruism. Here, the two-member family, as
in the case of scale economies, more efficiently converts tangible resources into utility.
However, given the stipulated manner of the conversion, there is no offsetting effect
from a diminished marginal utility of consumption.

One suspects that stipulated equal sharing may be inconsistent with altruism, espe-
cially when altruism is asymmetric. Another simple possibility is that the shares are
chosen to maximize family welfare. Compare Samuelson (1956). Making use of the
first-order condition for the family’s optimization problem, one of the equivalent ways
to express the first-order condition for social welfare maximization is

(10.4)(1 + ψ2)u
′(φc) = u′(ωc).

(The parameter ψ1 implicitly enters, symmetrically, through the determination of φ in
the family’s first-order condition.) It can be shown, as one would expect, that greater
altruism favors more generosity to the family.

Another interesting case is that in which only one member (member 1) is altruistic
and that member chooses φ to maximize personal welfare, as in Becker (1974). In this
case, the optimal treatment will depend on the strength of altruism. For example, if
ψ1 = 1, which corresponds to giving equal weight to the other member’s utility, equal
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sharing will result and the outcome of the preliminary case in this subsection, involving
more generous treatment to the family, will govern. When ψ1 < 1 but is still sufficiently
large that some sharing occurs, the result is more complex. As in subsection 10.2, al-
though few incremental resources may go to the less advantaged member, the marginal
utility from those additional resources will be relatively high.

10.5. Children

If children were like adults (in terms of the model, meaning the same utility functions
and so forth), then no additional analysis would be required. In the benchmark case
of subsection 10.1, families’ allotments would optimally involve each member getting
the same resources as a single individual. Such treatment is substantially more generous
than that provided by tax systems, which usually make relatively modest adjustments for
children, especially for individuals above fairly moderate levels of income. (Indeed, in
the United States, some adjustments are phased out at higher levels of income.) Existing
treatment would be optimal if, for some reason, the welfare of children simply did not
count as full constituents of social welfare, a rather implausible view.

Suppose that children differ because they require fewer resources to achieve a given
level of utility. Specifically, assume that member 2’s utility is given by u((1 − φ)c/ζ ),
where ζ < 1. Member 1, taken as a representative adult, continues to have the same
utility function and thus to achieve the same level of utility for a given level of con-
sumption as does the single individual. First, consider the case in which the family’s
sharing equalizes the utility levels of the two family members. This requirement im-
plies that φ = 1/(1 + ζ ). The first-order condition for welfare maximization is

(10.5)
2

1 + ζ
u′

(
c

1 + ζ

)
= u′(ωc).

Because ζ < 1, the leading component on the left side of expression (10.5) exceeds 1.
Thus, it must be that 1/(1 + ζ ) > ω. Furthermore, because φ = 1/(1 + ζ ), we have
φ > ω. This means that the optimal allocation is more generous to families than one that
would equalize the total utility of each person—or, equivalently in this case, equalize
the utility of member 1 and that of the single individual, each of whom has the same
utility function. This result is due to the fact that member 2 is a more efficient generator
of utility, and the only way to channel additional resources to member 2 (given the
stipulated intrafamily sharing rule) is to benefit member 1 as well. (Again, the curvature
of the utility function will also affect the optimum: The greater the curvature, the less is
the efficiency effect relative to the diminishing marginal utility effect, so the less is the
aforementioned preference for the family.)

Second, consider the case in which the family’s allocation maximizes the sum of
their utilities rather than equalizing the levels of their utilities. This allocation would be
relatively more advantageous to member 2, the more efficient utility generator, and the
share would be set at the level where the efficiency effect just equalled the diminishing
marginal utility effect. The result is that the socially optimal allocation entails φ = ω,
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an allocation under which member 1 has the same resources and utility as the single
individual. (The family equates the marginal utility of resources between the two mem-
bers, and the social authority equates the marginal utility of the family, which equals the
marginal utility of either member—and we can take member 1—to the marginal utility
of the single individual. Since member 1 and the single individual have the same utility
function, they receive the same allocation.) As in the prior case, however, the family’s
allocation is sufficient to allow member 2 to achieve a higher utility than that of the
single individual (so average utility in the two-member family remains higher).

It would seem that optimal allocations to families with children are more generous
than is typically provided. Whether and to what extent this is true depends on the actual
form of the utility function. For example, if children are such efficient utility generators
that they achieve high utilities with virtually no resources and are subject to rapidly
diminishing marginal utility at that point, little adjustment for family size may be re-
quired.138

Furthermore, the above results suggest that family size adjustments should not be
limited to lower-income families. It is often thought that extending or expanding ad-
justments to higher-income individuals (perhaps making them proportional to income)
would be highly regressive. Such reasoning, however, is misleading in two respects.
First, it ignores that the overall tax schedule can be adjusted simultaneously to avoid
such an effect; thus, the relevant questions is, as between families of a given level of
income, what should be their relative tax payments (or transfer receipts) as a function
of the number of children. Second, any characterization of this sort presumes that one
has already determined who is rich and poor and to what extent, but in setting adjust-
ments for different family units, the point of the enterprise can be understood (loosely)
as an implicit process of defining how rich or poor various family units are in the first
instance.

10.6. Incentives

The foregoing analysis of optimal taxation of different family units takes labor supply
and family composition as given. However, there are likely to be interactions between
how different family units are taxed and each of these incentive margins.

First, consider work incentives. One way to view the optimal income tax problem
when there are different family units (taken to be exogenous for the moment) makes
use of the analysis in subsection 3.5.1 in which a different T (wl) schedule is applied
to each group (θ would now index family composition). The analysis in the preceding
subsections can be understood as bearing on the form of individuals’ utility functions
for each group. In other respects, analysis would proceed as before.139

138 Another complication is that all government policy, including for example free public education, must be
taken into account in determining the extent of generosity in an existing system.
139 Cremer, Dellis, and Pestieau (2003) examine a model with exogenous differences in family size and find
that marginal rates should be lower (or, for the highest type in a nonlinear scheme, the same) for families
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One issue that has received special attention is the treatment of second earners, typ-
ically women in two-parent families (often with children), who some suggest to have
a higher elasticity of labor supply than primary earners or single individuals. It is ar-
gued that, accordingly, they should face lower marginal tax rates. See, for example,
Boskin and Sheshinski (1983), Feldstein and Feenberg (1996), and Rosen (1976), and
also Schroyen (2003) who considers intrahousehold behavior.

Second, incentives to marry are arguably affected by the tax system. In the United
States, for example, married couples face a higher overall schedule than would be faced
by two single individuals each earning half the couple’s income, which creates a mar-
riage penalty. On the other hand, if two individuals with highly unequal income marry,
they face lower taxes on account of rate graduation, and this effect may exceed the first,
creating marriage subsidies. Other provisions, especially those in transfer programs,
can create relatively significant tax differentials as a consequence of the decision to
marry.140 See, for example, Alm and Whittington (1996) on the extent of marriage taxes
and subsidies in the United States. Interestingly, the penalty effect is caused by a higher
schedule often motivated by a desire to account for economies of scale in a manner that
the analysis of subsection 10.3 indicates may not be optimal, and the subsidy effect is
due to rate graduation that the analysis in subsection 3.4 indicates may not be optimal.

A common view is that the tax system should be marriage neutral to avoid distortion
of the marriage decision. However, there may be positive externalities to marriage, es-
pecially when children are involved, in which case a subsidy may be optimal. It is often
feared that eliminating marriage penalties or increasing subsidies, such as by making the
schedules for married couples more generous, would be expensive and regressive (since
the highest absolute penalties are borne by higher-income individuals), but just as in
the case of adjustments for family size (see subsection 10.5), this view is misleading: It
is possible to adjust the level of other schedules (here, raising that on single individu-
als) and the shape of all schedules (preserving the average amount paid at any level of
income), and, regarding regressivity, one cannot define distributive goals meaningfully
without first specifying the relative positions of various family units.

Third, the treatment of children in tax and transfer programs may influence procre-
ation decisions, a possibility that is usually raised with respect to transfer programs.141

Nearly all systems (except in countries that specially penalize or forbid additional
births) make the net treatment at least somewhat more generous as the number of
children increases, and the analysis in subsection 10.5 suggests the possibility that
significant adjustments may be optimal. Whether any effect of such treatment on child-
bearing is desirable depends on the net external effects of having children. This problem

with more children. An explanation for this result can be found in the analysis of subsection 10.5, assuming
that the absolute amount of adjustments required to equalize effective marginal utilities across family types is
rising with income, as seems plausible.
140 For a survey of evidence on the effects of welfare on family structure, see Moffitt (1992).
141 Regarding the effect of welfare on fertility, see Schultz (1994). Whittington, Alm, and Peters (1990) offer
evidence that income tax exemptions affect the birth rate.
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is particularly vexing when one of the externalities (under at least some views) pertains
to the births per se, i.e., the positive externality to the child thus created. See, for exam-
ple, Mirrlees (1972b) and Nerlove, Razin, and Sadka (1986).

11. Tax administration and enforcement

Much analysis of taxation, as reflected in the foregoing sections, abstracts from con-
cerns about administration and enforcement, implicitly assuming that tax liability is
ascertained accurately and collected costlessly, without any resistance by taxpayers.
This view, of course, is unrealistic. For example, in the United States, public and pri-
vate collection costs for the income tax are approximately 10% of revenues, and it is
estimated that over 15% of tax liability is unpaid.142

As outlined by Stiglitz (1985a), tax avoidance—generally understood as constitut-
ing reduction in tax obligations through manipulations permitted by law—comes in a
number of basic forms: deferral (moving a nominal tax liability to a later date, thereby
capturing the interest in the interim), tax arbitrage between individuals or entities with
different marginal tax rates (including the case of the same taxpayer, facing different
rates in different periods), and arbitrage across earnings flows facing different tax treat-
ment (for example, dividends versus interest for firms, ordinary income versus capital
gains for individuals). If unconstrained by capital market imperfections or legal limits
(such as on the ability to deduct capital losses), Stiglitz suggests that individuals could
eliminate their tax liability altogether without changing their underlying real behav-
ior. Gordon and Slemrod (1988) calculated that the United States tax system in 1983
collected, roughly, no revenue from the taxation of capital income. As a result of subse-
quent events, Gordon, Kalambokidis, and Slemrod (2004) find that substantial revenue
was raised from the taxation of capital in 1995, but Gordon et al.’s (2004) update to
account for 2003 legislation concludes that, closer to the previous situation, little such
revenue is collected as of 2004.

Tax evasion—illegal nonpayment—is also significant, as reflected in the aforemen-
tioned estimate of unpaid income tax liability. Although nearly 100% voluntary com-
pliance is achieved on wages and salaries (which are subject to information reporting
requirements), voluntary reporting is barely over 40% for self-employment income, due
in large part to the difficulty of identifying evasion in the cash sector. It is suspected that
evasion in many countries, especially developing economies, is much worse than in the
United States, in significant part because so much more economic activity is in the latter
category. It is worth noting that, on average, evasion tends to be worse as a percentage
of income at the bottom of the income distribution whereas avoidance tends to be more
significant at the upper end, in both cases on account of differential opportunities for tax
reduction. (There is some important overlap; notably, the self-employed tend to avoid
and evade more than average.)

142 See, for example, Guyton et al. (2003), Internal Revenue Service (1996, 2005), and Slemrod (1996b).
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The substantial literatures that measure avoidance and evasion, examine the effects
of different policies on the extent of revenue loss, and analyze what policies are optimal
in light of these problems are largely beyond the scope of this chapter but are surveyed
elsewhere.143 This section will focus on conceptual and normative issues that pertain
most directly to the topics addressed in previous sections.

11.1. Choice of tax systems

Most analyses simply assume that some tax instruments are available and others are not
( just commodity taxes, commodity taxes and income taxes, only linear income taxes,
no ability taxes).144 However, as emphasized by Mirrlees (1971), Atkinson and Stiglitz
(1980), and Slemrod (1990), among others, it is important that the presumed set of
available instruments be motivated by administrative and enforcement concerns that in-
dicate what actually is feasible. Ideally, these concerns would not be stipulated but rather
would be made endogenous, which is the point of much of the literature examined in
subsection 11.2. Often, feasibility is a matter of degree, and one must choose among
various imperfect systems, the quality of each being determined by policy choices re-
garding administration and enforcement and also by how the instrument is used (e.g.,
the extent of evasion may depend on rates and on what other taxes are in place).

It is useful to consider a few examples of how administrative considerations may af-
fect the choice among tax systems. As noted in subsection 3.5.1, Stern (1982) compared
an imperfect ability tax (combined with a linear income tax) to a perfect (that is, error-
free) nonlinear income tax. More broadly, the analysis in that section considered, for
any signals that may correlate with ability, how one might optimally design a nonlinear
income tax system that could be made a function of the signal. Further analysis would
make endogenous both the government’s categorization (how accurately to observe the
signal, how to set burdens of proof ) and private efforts to manipulate such signals.

In comparing a linear and a nonlinear income tax (subsections 3.2 and 3.4), it is
obvious that the latter dominates the former in a world without administration costs
and avoidance activity. However, when all income is taxed at the same rate, substitute
taxation—notably, collection at the source—becomes feasible and may have compli-
ance advantages. Furthermore, incentives to engage in transactions to shift income
between taxpayers subject to different marginal rates are eliminated. Hence, if the wel-
fare gain from nonlinear taxation is modest, linear income taxation may be preferable.

As a further illustration, consider the choice between income taxation and broad
commodity taxes, like sales taxes or a VAT. Setting aside cases in which differential

143 See, for example, Andreoni, Erard and Feinstein (1998), Cowell (1990), Roth, Scholz, and Witte (1989),
and Slemrod and Yitzhaki (2002).
144 Similar assumptions are invoked concerning key elements of the tax base, such as whether nonpecuniary
income (e.g., imputed rent from owner-occupied housing) may be taxed (see subsection 12.1.1) or whether
capital gains can only be taxed on a realization basis (see subsection 9.4).
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commodity taxation would be optimal, it would seem that commodity taxes are redun-
dant and, if they have any additional administrative cost, undesirable. However, some
propose that such taxes may be useful if there is significant income tax evasion in some
sectors. Due to its method of collection, many believe that a VAT is overall harder to
evade, so shifting significant collections away from the income tax may be advanta-
geous. Moreover, even if commodity taxes are subject to significant evasion (perhaps in
the same areas as income taxation, such as those involving informal activity conducted
largely in cash), it has been further suggested that a combination of the two systems
may be optimal. The intuition is that individuals who evade the income tax would still
pay taxes on their consumption (in most sectors). Yet as Kesselman (1993) shows, when
general equilibrium effects on prices and wages are taken into account, this idea is in-
correct in the case in which commodity taxes are fully evaded in the same sectors as
those in which the income tax is evaded—an approximately plausible scenario since
commodity tax evasion typically will be both possible in such cases and also necessary
to avoid detection of the income tax evasion. The reason is that the ultimate incidence
is the same regardless of whether a tax is levied on a producer’s inputs (in particular,
labor) or sales.145

These few examples and the limited research to date suggest that greater attention to
the choice among tax systems is warranted. Whether or not to have a 20% VAT, relying
far less on income taxes, is probably a more important decision than how to set commod-
ity tax differentials in subtle ways in light of the qualifications to the uniformity result
noted in subsection 4.3. Such system choices are likely to be particularly important for
developing countries, where fewer options are feasible and the available instruments are
changing over time (and in ways that are influenced by other government policies).146

11.2. Optimal administration and enforcement

The determination of optimal administration and enforcement of a given tax system is
itself complex. First, there are many dimensions, ranging from the design of tax rules
to the intensity of audits, extent of information reporting requirements, accuracy of
adjudication of disputes, setting of penalties, and allocation of resources across types
of taxes and taxpayers. Second, problems of avoidance and evasion and the responses
thereto have important feedback effects, notably, on what tax rates are optimal (should
the optimal rate on a commodity subject to evasion be higher or lower?) and on the
initial choice of which forms of taxation to employ.147

145 Kesselman does find some benefit to shifting toward commodity taxation when evasion of the latter (un-
like evasion of the income tax) is incomplete, but he argues that for plausible parameter values this benefit is
small. Boadway, Marchand, and Pestieau (1994) find supplementation with commodity taxation to be desir-
able in a model in which it, unlike income taxation, is not subject to evasion.
146 See Gordon and Li (2005).
147 Although private compliance and avoidance activity is considered here, no attention will be given to the
possibility that it may be optimal to regulate such activity directly, for example, by taxing professional tax
advice because its use may be socially excessive. See Kaplow (1998).
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The problem is also challenging because of the subtlety of the harm due to avoidance
and evasion, which involves a transfer to taxpayers (or, one might say, a lack of a transfer
to the government) rather than a destruction of resources.148 To see this, suppose that
there exists only a tax on a single commodity and that taxpayers are costlessly able
to avoid taxation on half of their purchases. Here, it would not make sense to expend
governmental resources to reduce avoidance, for instead the government could simply
double the tax rate. Although this example is artificial, it illustrates that the costs of
nonpayment are less obvious than they may first appear. To further complicate matters,
consider the fact that, while raising rates tends to increase distortion, so does increased
enforcement since, if it works, it raises effective rates, which are the source of distortion.
In addition, increasing enforcement entails direct resource costs.

To appreciate the benefits of enforcement and to determine optimal policy, it is nec-
essary to return explicitly to the SWF; indeed, the problem of administration was one
of the motivations offered in subsection 2.3 for making direct use of the SWF. The cen-
tral idea is that, whatever are the criteria used to determine whether one or another tax
system or level of tax rates is optimal in the first instance, the same criteria should be
employed to assess deviations and efforts to correct them.

This approach has been followed increasingly in recent work, including Kaplow
(1990, 1998), Mayshar (1991), Slemrod (2001), and Slemrod and Yitzhaki (1987,
1996). The models employed vary in abstraction (whether they consider generally in-
struments available to the government or particular means of enforcement) and in the
private behavior addressed. For example, Kaplow (1990) considers optimal government
expenditure on enforcement that increases the fraction of taxpayers observed by the tax
authority and how the optimum depends on private evasion reactions; Mayshar (1991)
examines a tax authority that chooses a range of policy instruments where taxpayers
choose the amount of labor effort to devote to sheltering; and Slemrod (2001) mod-
els private avoidance when increasing labor income increases avoidance opportunity.
In this literature, social costs and benefits depend on how avoidance, evasion, and en-
forcement affect the equitable allocation of tax burdens across individuals, the extent of
distortion caused by taxes, the amount of resources devoted to private compliance and
tax reduction activity, government expenditures on administration, and risk-bearing.149

It is useful to elaborate on some of these effects.
Tax equity is implicated because the achievable level of social welfare depends on

whether individuals pay the correct amount of tax. After all, were this not a concern,
society could rely on uniform lump-sum taxes and not have to worry about distortion.
In reality, imperfections in defining the tax base and in administering the law combined

148 Compare Shavell (1991) on theft.
149 Earlier work on evasion and avoidance was largely positive. Allingham and Sandmo (1972) considered
a setting like that in Becker’s (1968) model of law enforcement; the taxpayer’s only decision was the choice
of how much to underreport income, and this choice depended on risk preferences. Optimal enforcement thus
addressed risk-bearing concerns, as in Polinsky and Shavell (1979). Extensions to Allingham and Sandmo
include Yitzhaki (1974, 1987). On models of law enforcement, see generally Polinsky and Shavell (2007).
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with taxpayers’ efforts to minimize tax obligations result in a system where mismea-
surement often occurs. The welfare effect can be determined directly from the SWF.
Standard first-order conditions—see expressions (3.8) for the linear income tax and
(3.9) for the nonlinear income tax—have a W ′uc term, indicating the marginal social
value of a dollar to each taxpayer (the marginal utility to the taxpayer times the mar-
ginal social welfare weight). Holding constant the revenue to be raised from a particular
group of taxpayers, greater error is associated with a greater dispersion in treatment.150

Because uc is strictly concave and, if the SWF is not utilitarian, W ′ is as well, mismea-
surement, however produced, tends to be welfare-reducing. As developed in Kaplow
(1998), the welfare cost is roughly given by a risk premium (determined, in the util-
itarian case, by taxpayers’ risk preferences, reflected by the curvature of their utility
functions). One implication is that, for a given absolute error, mismeasurement is more
costly to social welfare when it affects lower-income taxpayers on account of decreas-
ing absolute risk aversion (and to a greater extent the more concave are their utility
functions and the SWF).

A further point about potential inequity also bears on distortion. Specifically, as
Bittker (1979) and Bradford (1980, 1986) argue, inequities often turn into inefficien-
cies. For example, if flight attendants are tax exempt on the value of free air travel or
if sellers in the underground economy are effectively exempt from tax (see Kesselman
(1989)), equilibrium wages and prices will adjust so that, for the marginal taxpayer,
there is no gain, the benefit being passed on to consumers (or others). Accordingly,
many imperfections in the tax system involve little inequity but do cause inefficiency.
The same point holds regarding so-called tax shelters. For example, low-income hous-
ing tax shelters or tax-advantaged shopping center or office building developments are
likely to result in greater investment and lower rents in the targeted areas of activity
rather than windfalls to those who invest in the shelters.

As the foregoing point suggests, much avoidance and evasion can be analyzed by
analogy to changes in marginal tax rates, such as for particular commodities. This ap-
proach is followed in Kaplow (1990, 1998). In some instances, one might be able to
offset the distortion by changing explicit rates. But if the sector is underground or if
evasion is selective, this will not be feasible. Instead, resources may need to be spent to
reduce noncompliance, such as by expanding information-reporting, increasing audit-
ing, and so forth. To the extent that such enforcement succeeds, effective tax rates will
be driven higher. As noted previously, however, this may appear to increase distortion.
There are two main reasons why such efforts may nevertheless be efficient. First, in
some instances distortion may fall directly. For example, if most activity is taxed, ex-
empting only some activity increases distortion through inefficient substitution. Second,
one must make appropriate comparisons. Consider the prior hypothetical examples, in
which the choice was between raising nominal rates and increasing enforcement. If,
more realistically, some pay the full nominal rate and others pay less, then raising en-
forcement tends to be less distortionary. The reason relates to the familiar point that

150 Compare Kaplow’s (1989) analysis of horizontal inequity.
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marginal distortion rises with the effective tax rate. Accordingly, subjecting some in-
dividuals to high effective tax rates and others to low (or zero) effective tax rates, as
occurs when there is selective evasion, results in greater distortion than when everyone
is subject to an intermediate tax rate, with which there is perfect compliance.

The analysis of the potential equity and efficiency effects of evasion indicates how the
social costs can, in principle, properly be measured. Then it is possible to assess whether
increased expenditures on one or another enforcement instrument are optimal. However,
the analysis is further complicated by the fact that, in addition to the government’s
expenditures, private costs must also be considered. Note that, in general, it is possible
for these costs—which unlike nonpayment of taxes are real resource costs—to fall or
rise as enforcement increases. On one hand, some individuals may be induced to reduce
avoidance and evasion activities because they are rendered unprofitable. On the other
hand, some individuals may spend more, in order to continue to keep their income out
of the government’s hands.

Finally, it is useful to revisit briefly the question of how these issues bear on the
setting of tax rates and the choice of tax systems. Regarding the former, the results are
ambiguous. Higher nominal rates—such as in the extreme, initial example when evasion
could be costlessly offset—may be optimal. However, if some individuals face the full
nominal rate and others face, say, a zero rate, and little can be done to combat this, then
lower rates may be optimal than otherwise (or a zero rate, when there are fixed costs and
little tax can be collected), with greater reliance on taxes that have a more uniform effect
on different taxpayers. Regarding tax systems, obviously those that are very costly to
administer and highly imperfect even after enforcement is optimized are less attractive.
Of course, all tax systems suffer in varying degrees, so the question is a comparative
one.

11.3. Elasticity of taxable income

Important recent work motivated by problems of administration and enforcement exam-
ines what has come to be referred to as the elasticity of taxable income. The first-order
conditions for the optimal tax problem—such as expressions (3.8) and (3.9)—depend
on the elasticity of labor supply. It has been emphasized, however, that taxpayers re-
spond to income taxes in many ways: reducing labor supply, shifting compensation
to tax-preferred fringe benefits, making use of tax shelters, and evading outright. Fur-
thermore, these responses all have a qualitatively similar effect on distortion. See, for
example, Feldstein (1999) and Slemrod (1998).151 One implication of this literature has
been an upward revision in assessments of the distortionary cost of labor income taxa-
tion because estimates of the elasticity of taxable income are greater than estimates of

151 There are qualifications, such as when taxpayers increase charitable contributions or invest in low-income
housing tax shelters, activities that may be preferred because of the positive externalities that they produce.
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the elasticity of labor supply.152 Interestingly, one reason labor supply responses to tax
reforms may be low is that taxpayers are able to respond on these other margins.

Another implication of the literature is to reinforce the importance of examining the
choice of tax systems, tax rates, and tax enforcement parameters as part of a unified
optimization. As Slemrod and Kopczuk (2002) argue, the pertinent elasticity, of taxable
income, unlike the elasticity of labor supply, is in significant part determined by policy
rather than a manifestation of individuals’ exogenous preferences. For example, greater
problems of avoidance and evasion—implying a higher elasticity of taxable income—
may favor lower tax rates. But it is also true that higher optimal tax rates warrant greater
expenditures to reduce avoidance and evasion. Slemrod and Kopczuk examine a model
in which administrative cost considerations are the impediment to a comprehensive in-
come tax base, and they find that a social desire for a more redistributive tax should be
accompanied by greater administrative expenditures to broaden the base; conversely, the
more costly it is to expand the base, the less redistribution is optimal. Kopczuk (2005)
analyzes the base broadening of the 1986 Tax Reform Act in this light.153

12. Additional features of tax systems

Numerous particular features of tax systems have been studied in varying degrees of
depth—far too many to mention, much less summarize, in a single, conceptual survey
on taxation. Some elements, however, are particularly significant and have a close rela-
tionship to themes pursued in previous sections (especially section 11 on administration
and enforcement), so they will be examined briefly here.

12.1. Tax base

12.1.1. Exclusion of nonpecuniary income

Idealized income and consumption tax systems envision a comprehensive base because
it is thought to provide a better measure for purposes of distributive equity and because
omissions generally are distortionary. There are, however, certain systematic exclusions
that are often justified on account of the infeasibility—or significant administrative
difficulty—of measurement. One of the most important sets of exclusions involves non-
pecuniary sources of income.

152 See, for example, Auten and Carroll (1995, 1999), Feldstein (1995), Giertz (2004), Goolsbee (2000),
Gruber and Saez (2002), Moffitt and Wilhelm (2000), and Slemrod (1996a).
153 See also Wilson (1989) and Yitzhaki (1979) who consider the optimal base of a commodity tax where
base broadening reduces distortion but adding more commodities to the base is costly, and Weisbach (2000)
who considers, by analogy to the commodity tax base problem, where to draw lines between taxable and
exempt activities or transactions, recognizing that expanding the base may or may not be efficient depending
on whether the newly included activity is a closer substitute for taxed or tax-exempt activities.
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The most fundamental such exclusion is the value of leisure, sometimes referred to
as imputed income due to household services.154 Indeed, the central distortion caused
by income taxation (and consumption taxation, where the pertinent exclusion pertains
to the value of nonmarket time)—the labor-leisure distortion—is directly attributable to
this exclusion. See subsection 3.5.1 on ability taxation.

Another important exclusion, related to the topic of the next subsection, involves
nonpecuniary features of market employment. These include both positive features—
air-conditioning or artwork—and negative attributes—unpleasantness and danger as-
sociated, for example, with mining, harvesting, and work on assembly lines. Standard
labor market theory suggests that nonpecuniary features of employment will, in equi-
librium, be offset by compensating wage differentials. See Rosen (1986). However, the
compensating differentials are subject to taxation—higher wages are taxed and wage
reductions are implicitly excluded because never earned—whereas the offsetting ameni-
ties for which they compensate are not recognized by the tax system. Hence, omitting
nonpecuniary job characteristics when measuring labor income or consumption distorts
workplace attributes and the allocation of labor across jobs.

An additional significant exclusion, one particularly relevant to an income tax (that
reaches capital as well as labor income), is of the imputed rent from consumer durables,
most importantly, housing. Rental services, a form of consumption, are not deductible.
But if one owns durables rather than renting them, there is no tax on the imputed rent.
Put another way, the return to capital is, in principle, subject to tax, but if the return is
in the form of services to oneself, for which no explicit rent is paid, the return is ef-
fectively exempt.155 Because housing alone is such a large fraction of the capital stock,
this exclusion is hardly innocuous.

12.1.2. Business versus personal expenditures

Related to the preceding subsection’s discussion of nonpecuniary features of employ-
ment, there is a more general problem of distinguishing business (or, more broadly,
income-producing) and personal expenditures. Pure costs of doing business (a sole
proprietor’s cost of goods sold, rent, utility bills, and so forth) must be deducted or
otherwise excluded in properly measuring net income, whereas items of consumption,
which may be heavily present in many fringe benefits, need to be kept within the tax
base of an income or consumption tax.

154 This latter characterization is potentially misleading because one might mistakenly assume that only labor
used in direct household production (meal preparation, cleaning, home repair, child care) is relevant whereas
mismeasurement and distortion are involved on account of the omission of any non-market time from the tax
base.
155 Observe that this exclusion is not directly attributable to the home mortgage interest deduction. Under an
ideal income tax, all interest payments are in principle deductible. (They are negative interest receipts, which
are taxable.) The benefit of untaxed imputed rent is fully available to an owner-occupier who has no debt.
The primary relevance of the mortgage interest deduction is to make the benefit available to individuals with
insufficient net worth to own outright.
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Some measurement problems concern pure subterfuge, such as when an individual
attempts to deduct a large fraction of housing costs as a “home office” although lit-
tle work is performed in the home or when employers pay for what are tantamount
to employee vacations. Others involve myriad situations of genuinely mixed use: Free
meals for restaurant employees help monitor quality and make servers more informa-
tive to customers, entertainment may improve camaraderie or client relationships, and
improved working conditions may simultaneously raise productivity and utility. One
problem is distinguishing the former and latter cases. A second is determining optimal
treatment in cases in which consumption and production are intermingled, on which see
Katz and Mankiw (1985). Observe that, in either situation, to the extent that there are
utility benefits to workers, we would expect wages to adjust, so ultimately the problem
is one of distortion, here involving forms of expenditure at the workplace and the choice
of occupations.

12.1.3. Retirement savings156

Under an accrual income tax (in contrast to a labor income tax or a consumption tax),
the return to savings is included in the tax base. See subsection 5.1.1. A common fea-
ture of income tax systems, such as in the United States, is to provide tax preferences
for retirement savings through employers (pension plans) and individual retirement ac-
counts of various sorts. Such schemes typically provide consumption tax treatment by
allowing an exclusion or deduction from current income for contributions, permitting
tax-free build-up, and subjecting withdrawals to tax.

Retirement savings provisions are variously rationalized on the ground that they move
in the direction of a consumption tax, deemed to be preferable; that they increase na-
tional savings (which depends on the empirical question of whether the income or
substitution effect dominates), believed by some to be desirable; or that they offset
individuals’ tendency to provide inadequately for their retirement (see subsection 5.3
on social security). The actual implementation of such schemes—particularly employer
pension plans, which are heavily regulated—is complex. Furthermore, it is uncertain the
extent to which the latter objectives are achieved. Notably, much of what is contributed
to retirement savings plans may not be additional savings but shifts of funds that would
have been saved in any event, and, regarding paternalism, myopic individuals may well
be those least likely to respond to savings incentives.

12.1.4. Tax expenditures

Departures from a tax base that involve exclusions, deductions, or other preferences are
sometimes generically referred to as tax expenditures, a view championed by Surrey
(1973). The notion is that granting special tax treatment—e.g., for expenditures on

156 See generally Bernheim (2002) on taxation and saving.
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energy conservation—is tantamount to a direct budget outlay for the activity. Surrey
further proposed that an annual tax expenditure budget be compiled (as it now is), to pro-
vide accountability for such expenditures that, as a whole, constitute a sizeable fraction
of government spending. Additionally, he generally opposed tax expenditures’ exis-
tence on grounds of accountability and their “upside-down” effect, being worth more to
taxpayers in higher brackets.

Although there clearly is some virtue to this viewpoint, there are some difficulties
as well.157 One concerns what constitutes a tax expenditure, the argument often going
to the merits of the choice of tax base. For example, favorable treatment of retirement
savings is a tax expenditure under an income tax, but not under a consumption tax,
where subjecting ordinary savings to tax is seen as tax penalized. Concerns about re-
gressivity can, in principle, be met by tax rate adjustments, as exemplified in the 1986
Tax Reform Act in the United States, where the repeal of many tax expenditures was
accompanied by a purportedly distribution-neutral adjustment of tax rates. Whether it
is efficient to deliver subsidies through the tax system or otherwise and other arguments
going to the desirability of various tax expenditures depends on analysis of pertinent
specifics. Nevertheless, the basic point that there is no clear distinction between spend-
ing and selective tax reduction is important both for tax policy and a broader range of
fiscal matters.

12.2. Forms of consumption taxation

The discussion of commodity taxation in section 4 and the comparison of income
and consumption taxation in subsection 5.1.1 provide some insight into the nature of
consumption taxation. It is useful, however, to explore variations in the form of con-
sumption taxation, some of which are equivalent to others in principle but may differ
with regard to administrability and evasion.

12.2.1. Cash-flow consumption taxation

If a uniform tax on all forms of consumption is desired—and possibly at different mar-
ginal rates depending on individuals’ aggregate consumption—it is not necessary to
measure each individual’s expenditures on each and every commodity. Instead, one may
employ cash-flow taxation, as developed by Andrews (1974). Because total consump-
tion in an accounting period equals income minus net savings (i.e., minus deposits and
plus withdrawals), a consumption tax base may be defined just as an income tax base
(that includes labor and capital income), making an adjustment for net savings.

Indeed, implementing such a consumption tax is likely to be significantly easier than
defining the income tax base, even though the former on its face requires an additional

157 Much of the leading commentary on the tax expenditure concept is by legal academics. See, for example,
Bittker (1969), Griffith (1989), Shaviro (2004), Surrey and McDaniel (1985), and Weisbach and Nussim
(2004).
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set of adjustments. The central reason is that many of the most difficult measurement
problems in defining income involve capital income—especially accruals, such as with
capital gains and depreciation (see subsection 9.4). But the consumption tax’s adjust-
ment for net savings makes many of these problems moot. For example, when an
individual purchases an asset, a deduction would be allowed. Any intervening changes
in value can be ignored under a consumption tax; all that is necessary is to include the
proceeds upon ultimate disposition. Even that final step is unnecessary if there is rein-
vestment. Thus, for assets held in an account (say, a brokerage account or a closely-held
firm), one need only track flows in and out; all changes in value within the account
are irrelevant. For this reason, Andrews (1974), Bradford (1986), and others find a con-
sumption tax superior to an income tax on administrative grounds. For further aspects
of the comparison, see subsection 5.1.2.

As noted in subsections 4.2 and 5.1.1, a uniform consumption tax is equivalent to a
labor income tax (in a basic setting with linear taxes), so another way to implement a
consumption tax is to tax all labor income while exempting capital income. (Follow-
ing the analysis of subsection 9.2.2, these systems are also equivalent in a world with
uncertainty, taking into account individuals’ portfolio adjustments.) In some respects, a
labor income tax seems particularly easy to administer, for only wages need be taxed.
However, disentangling wage income from capital income is sometimes difficult, no-
tably for the self-employed, whereas consumption taxation, which only needs to track
the outflow of funds to the owner, may be easier to implement. Hybrid schemes have
also been proposed, both regarding sources of labor income and the treatment of other
issues, such as purchases of consumer durables. See Bradford and U.S. Department of
Treasury (1984).

12.2.2. VAT and sales taxation

The other main forms of consumption taxation—which generally must be linear, un-
like a cash-flow consumption tax—are value-added taxes (VATs) and sales taxes. These
can be imposed uniformly, or subject to rate variations and exemptions (such as prefer-
ences for expenditures on food), thereby implementing the full range of commodity tax
schemes analyzed in section 4.

A VAT is applied to the value added at each stage of production. By contrast, a sales
tax applies only to final sales to ultimate consumers. In either case, the same amount,
in principle, is subject to tax, and the equilibrium incidence is the same.158 The main
differences are administrative.

158 See generally Bradford (1996a, 1996b). Employing a sales tax can be administratively problematic when
some goods are intermediate for some purchases and final for others. Additionally, some sales tax schemes
are not legally defined in terms of the underlying principle of ultimate sales to consumers but instead purport
to cover a broad range of sales subject to numerous specific exemptions covering most intermediate uses;
however, this latter approach sometimes results in multiple taxation (referred to as “cascading”) when there
are gaps in the exemptions.
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A sales tax requires policing only the final stage, but this stage is often difficult to
monitor where there are large numbers of small retailers. A VAT covers all stages, but
production and wholesale distribution are often more concentrated, making enforcement
easier for much of the tax base. Additionally, certain forms of the VAT have a self-
enforcing feature: Under the credit-invoice method, a seller at any stage pays tax on
gross receipts and, in order to receive an offset for taxes previously paid by others on
purchased inputs, the seller must produce invoices that confirm payment of tax at the
prior stages.

13. Tax equity

Sections 3 through 12 consider how to employ various tax instruments to maximize a
standard SWF. This section considers issues bearing on whether social welfare, conven-
tionally understood, should be the sole social objective and on the form of the SWF.

13.1. Welfarism

Welfarism is the principle that social decisions should be based exclusively on how
they affect individuals’ utilities (welfare or well-being). Put another way, data on the
levels of utility achieved by each individual under a policy are deemed to be sufficient
information to ground social choice. It is common in optimal income tax analysis to
employ a function of the additive form, displayed in expression (2.1), but that is not
essential to the concept.

The motivation for the welfarist approach is not only that each individual’s well-
being should matter, but that anything independent of anyone’s well-being should not.
The appeal of welfarism is bolstered by the fact that any nonwelfarist approach conflicts
with the Pareto principle; that is, following any nonwelfarist approach will sometimes
favor a regime under which everyone would be worse off. See Kaplow and Shavell
(2001).

An important clarification is that much of relevance under welfarism may be impor-
tant because of its indirect, ultimate effects on individuals’ utilities, but this does not
make something a social value in its own right. Some considerations may serve as prox-
ies for well-being; for example, a simplified tax system may be desirable because it
is less costly to administer, which in turn saves resources, allowing a higher level of
welfare to be achieved. Furthermore, certain factors may be components of well-being
for some individuals; in this spirit, subsection 3.5.2 noted the possibility that individu-
als may have preferences regarding redistribution itself. Welfarism entails the view that
once all such effects on well-being are taken into account, the relevance of any given
consideration is exhausted.

Although welfarism has not been highly controversial among economists, the dis-
cussion in subsection 13.3 will indicate that a number of familiar normative criteria
that have been used to assess tax policy do appear to be nonwelfarist, unless they are
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understood purely as proxies rather than as independent principles.159 In more direct ap-
parent confrontation, Sen (1985, 1997) has suggested that individuals’ situations should
be assessed based on their capabilities and functionings—a sort of list of means of
fulfillment—rather than solely their well-being. Rawls’s (1971, 1982) notion of primary
goods has been seen by many in a similar light. A number of issues have been raised
concerning these nonwelfarist approaches. First, what is on the privileged list and how
is this determined, if capabilities, functionings, and primary goods are to be viewed not
purely instrumentally but rather as constituents of the good itself? Second and related is
the problem of relative weightings, which are necessary if there is more than one item
on the list. See, for example, Blair (1988) and Gibbard (1979). Indeed, it is straightfor-
ward to demonstrate that these alternative approaches conflict with the Pareto principle,
unless by chance the lists and weightings correspond precisely to those implicit in all
individuals’ utility functions (in which case there is no disagreement with the dictates
of welfarism).160 Underlying these problems is the question of why society should de-
viate from welfarism. Perhaps the appeal of these theories lies not in a genuine rejection
of welfarism but, to the contrary, in a concern that well-being is often assessed too nar-
rowly. Indeed, the appendices to Sen (1985) and some of his other work on development
emphasize that frequently used measures like per capita GDP do not adequately capture
well-being, whereas supplementation with additional factors provides a more accurate
indicator.

As a practical matter, this debate about welfarism has had little impact on the eco-
nomic analysis of tax policy. Independent of the merits of the dispute, most tax instru-
ments are based on income, consumption, and related observable flows. Different views
on the proper social objective matter primarily when individual differences are observ-
able, such as when some individuals are disabled. In this realm, actual policy seems to
reflect a mixed position. On one hand, accommodation requirements may be prompted
by a desire to equalize capability rather than utility. On the other hand, this approach
may be motivated by concerns for welfare, and there seems to be little enthusiasm for
policies that consciously seek to enhance capabilities at the expense of beneficiaries’
well-being—although this may occur implicitly if non-cost-justified accommodations
are required in lieu of alternative forms of assistance that recipients would, all things
considered, value more highly.

159 Welfarism is highly controversial outside of economics. Notably, much of twentieth-century moral phi-
losophy is critical of the approach. See, for example, Sen and Williams (1982), for competing views. For a
survey, analysis, and response to nonwelfarist writings, see Kaplow and Shavell (2002).
160 Suppose, for example, that all individuals have the same utility function, there are two goods, production
is centralized, the marginal rate of transformation between the goods is 1, and the nonwelfarist theory deems
the two goods to be of equal importance. The planner (taken here to be egalitarian) would produce equal
amounts of each good and distribute them pro rata. If, however, individuals’ utility functions are optimized
at any other combination of the two goods, everyone would be worse off than if the planner selected utility-
maximizing proportions of the two goods instead.
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13.2. Choice of social welfare function

As noted in subsection 2.3, when an explicit SWF is required, notably, in optimal in-
come tax simulations, an additive, often iso-elastic form is used. See expression (2.2).
As discussed, the inequality parameter, e, may range from 0 (corresponding to a utilitar-
ian summation) to ∞, the limiting case that corresponds to maximization of the utility
of the least-well-off individual, inspired by Rawls (1971).

Although most work is formally agnostic about the concavity of the SWF, impor-
tant arguments have been offered. Harsanyi (1953), predating Rawls’s use of a “veil of
ignorance” or “original position,” postulated that the n individuals in a society had to
choose regimes not knowing their actual identity, with each believing that there was a
1/n chance that he or she would be any of the n individuals in society. Harsanyi showed
how each individual’s expected utility in this setting corresponded to the utilitarian max-
imand. See also Vickrey (1945). Independently, Harsanyi (1955) developed an argument
that assumed that each individual’s utility followed the rationality axioms of decision
(and expected utility) theory, likewise for the SWF, and that the SWF depended solely
on individuals’ utilities in a positive and symmetric fashion. From this, he deduced that
the SWF had to be utilitarian.161

Additional, related arguments for a utilitarian SWF have been offered. Hammond
(1983) demonstrated that no other SWF was time consistent. One way to express the
idea is to note that, from an initial point, a reform involving uncertainty may be favored
because it raises expected social welfare; however, after enactment, with a nonlinear
SWF it is possible that repeal would be deemed optimal. Kaplow (1995) showed that,
for any strictly concave SWF, one can construct examples in which a reform would be
unanimously preferred ex ante by all individuals but rejected under the SWF; that is,
there is a conflict with the Pareto principle.

Sen (1997) and others view utilitarianism as insufficiently egalitarian. The mean-
ing of such an objection is not entirely clear. A utilitarian SWF is formally egalitarian
(everyone counts equally, that is symmetrically or anonymously), and in simple cases
without incentive concerns it favors complete equalization. In realistic settings, none
of the standard SWFs favor complete equality; then, more concave SWFs favor greater
equality. However, the degree of equality favored by any given SWF is a matter of sub-
tlety and controversy, for it depends on individuals’ utility functions (both the degree of
concavity, which itself affects the optimal extent of redistribution, and the labor supply
elasticity), the distribution of abilities, and in more complex models on many additional
factors. Hence, it seems difficult to have an a priori view on the extent of inequality
that should be tolerated, from which one might deduce the appropriate concavity of the
SWF.

Rawls’s (1971) maximin claim, translated into the present framework, is one of the
few other specific SWFs that has been advocated. However, it has not commanded wide

161 For a discussion of objections and responses, see, for example, Broome (1984), Diamond (1967),
Harsanyi (1975), Myerson (1981), and Strotz (1958).
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acceptance because of its extreme implication—that social welfare is raised by making
nearly everyone in society miserable as long as there exists one slightly more miserable
person who gains infinitesimally—and because it purports to be grounded in the original
position and rationality assumptions that, per Harsanyi, imply utilitarianism. See, for
example, Arrow (1973) and Hare (1973).

An additional set of issues surrounding the choice of SWF concerns whose welfare
is to be included. Key dimensions include geographic scope (national versus interna-
tional), the weighting of future generations, whether average or total welfare should be
maximized (which is highly pertinent to issues bearing on population size), and whether
the welfare of other sentient beings should count.

13.3. Other normative criteria

13.3.1. Traditional principles

Prior to the advent of modern welfare economics and its embodiment in optimal tax
theory—and continuing to a lesser extent to the present—tax equity was judged by a
range of criteria, including vertical and horizontal equity, ability to pay, the benefit prin-
ciple, and principles of equal sacrifice. See Musgrave (1959, 1985). Additionally, certain
definitions were sometimes treated as if they were normative criteria; notably, the Haig-
Simons income definition was used as the foundation for articulating a comprehensive
tax base that was portrayed as a normative ideal.162

Many of these principles can be understood as intuitive notions of distributive justice,
or certain aspects thereof. Nevertheless, some appear to be limited to the funding of
public goods—most obviously the benefit principle but also principles of equal sacrifice
(with redistribution, it cannot be that everyone is sacrificing equally) and, under some
interpretations, ability to pay. As noted in subsection 7.3 on benefit taxation, it is not
apparent whether such notions have bite to the extent that redistributive taxation is also
permitted. And if it is not, there is an arbitrariness (except under the benefit principle)
due to the fact that the extent of permissible redistribution depends on the extent of
public goods provision and on the distributive incidence of the public goods provided,
which is a happenstance of technology and preferences. Likewise, the underlying basis
for most of these principles is unclear.163 (Exceptions are the benefit principle, which
might be defended on libertarian, anti-redistributive grounds, and the equal marginal
sacrifice version of the sacrifice principle, advanced by Edgeworth (1897) and Pigou
(1928) as a corollary of utilitarianism.)

162 Debates about the comprehensive tax base ideal and about the tax expenditure concept, see subsec-
tion 12.1.4, overlap.
163 Blum and Kalven (1953) in a well-known essay employ a traditional approach and conclude that taxes
should be proportional. As an indication of the difficulty of reasoning to particular conclusions in this fashion,
Bankman and Griffith (1987) and Groves (1974), among others, have explained how Blum and Kalven rely
largely on a presumption in favor of proportionality combined with broad skepticism toward many arguments
concerning redistribution.
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13.3.2. Horizontal equity

As stated by Musgrave (1959), horizontal equity is the principle that equals should be
treated (specifically, taxed) equally. A number of approaches have been advanced for
making this seemingly uncontroversial concept operational. See, for example, Aronson
and Lambert (1994), Auerbach and Hassett (2002), Atkinson (1980), Feldstein (1976),
King (1983), Musgrave (1990), and Plotnick (1981).

Two sets of difficulties have been identified. The first—recognized in much of the
aforementioned literature developing indexes of horizontal inequity—concerns defini-
tional problems. What if no two individuals are precisely equal? Relatedly, does it make
a qualitative difference if individuals begin exactly equal or slightly unequal? Once mea-
sures are extended to unequals, as they have been, are they still measures of horizontal
equity?

Second and more fundamental, just why is horizontal equity valued and why should
society be willing to sacrifice social welfare, conventionally measured, in pursuit of hor-
izontal equity? The measurement literature has said little on this question, which seems
logically prior to deriving indexes since it is difficult to assess measurement instruments
when the purpose of measurement is unclear. See Kaplow (1989). Kaplow (1995) shows
that if any weight is given to horizontal equity, policies that make everyone better off
may be rejected. This result is a special case of the more general subsequent demonstra-
tion of Kaplow and Shavell (2001), previously noted, that all nonwelfarist principles
conflict with the Pareto principle. A plausible explanation for the strong concern about
horizontal equity is that, although not itself a constituent of social welfare, violations
serve as a proxy for factors associated with welfare reductions, such as greater inequal-
ity, risk-bearing, mistaken regulations, and abuse of power. See Kaplow (1989). After
all, if individuals are truly equal in relevant respects, welfare maximization usually re-
quires that they be treated equally.164

13.3.3. Inequality, poverty, progressivity, and redistribution

Related to the redistributive function of taxation, there have been developed various
indexes of the extent of inequality and poverty existing in a society (whether before
or after taking into account the effects of taxation) and of the degree of progressivity
and redistribution attributed to all or part of the fiscal system.165 These measures are
sometimes employed to offer a normative assessment of taxation, the standard impli-
cation being that systems resulting in less inequality and poverty and, correspondingly,
involving more progressivity and redistribution are superior.166

164 Not always because, for example, there may be nonconvexities, as Stiglitz (1982b) demonstrates.
165 On inequality, see Atkinson and Bourguignon (2000), Cowell (1995), Lambert (2001), and Silber (1999).
On poverty, see Atkinson (1987b), Clark, Hemming, and Ulph (1981), Lambert (2001), Ravallion (1994),
Ruggles (1990), Sen (1976), and Silber (1999). On progressivity and redistribution, see Jakobsson (1976),
Kakwani (1977), Lambert (2001), Musgrave and Thin (1948), and Suits (1977).
166 The indexes also have descriptive uses, which raise different issues. See Kaplow (2005).
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There are two related difficulties with this approach. See Kaplow (2005). First, the
implicit assumption that more is better is incorrect, for—as with much in economic
policy—it is the optimal extent of redistribution rather than the maximal extent that is
desired. Second, for a normative measure to be well-grounded, it must be derived from
an SWF, as originally suggested by Dalton (1920) and undertaken by Atkinson (1970)
with regard to the measurement of inequality. However, in thus deriving a measure,
it is necessary as a prerequisite both to choose an SWF and to employ it to measure
the level of social welfare under the regime in question. Because it is possible to de-
rive the indexes in question only after a complete welfare assessment has already been
obtained, it is difficult to see how the measure—of inequality, poverty, progressivity,
or redistribution—can be of further normative use. In sum, indexes of inequality and
poverty seem aimed at a component of social welfare, and measures of progressivity
and redistribution at traits of policies that affect social welfare; hence, all are best seen,
as many of the other normative criteria surveyed here, as proxies for welfare rather than
as ultimate bases for social evaluation.

14. Conclusion

This essay has offered a conceptual survey of taxation. It illustrates how many forms of
taxation and widely varied issues of tax policy are illuminated by relating the analysis to
a central, unifying framework. Specifically, the model of optimal income taxation, ex-
tended to incorporate commodity taxes, serves as the foundation for understanding most
of the subjects considered, including government expenditures on transfers and public
goods and the use of taxes and other instruments to control externalities. Furthermore,
grounding normative assessment explicitly in the welfare economic framework—where
necessary making reference to a social welfare function or, by holding distribution
constant, judging comparisons through use of the Pareto principle—renders policy eval-
uation more consistent and cogent.

Future research could advance the mission of providing a more integrated view of
various elements of taxation. Specifically, the existing body of tax research, far too vast
to examine here, could be better appreciated and its development more precisely guided
if its relationship to core principles and structures was more often made explicit. In
addition, the central building blocks, including the income tax itself, would benefit from
further study because, despite the difficulty of optimal income tax analysis and what
may appear to be the near-exhaustion of basic extensions, even slight advances have
potentially great payoffs. Empirical research on taxation, which is beyond the scope of
this survey, also could profit from the sharper definition of pertinent issues that would
flow from the foregoing research program.
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Abstract

This chapter reviews and synthesizes the work of economists and law and economics
scholars in the field of public international law. The bulk of that work has been in the
area of international trade, but many of the ideas in the trade literature have implica-
tions for other subfields. Recent years have seen a significant increase in research on
other topics as well. The paper begins with a general framework for thinking about the
positive and normative economics of public international law, and then proceeds to a
treatment of specific topics including customary law, strategic alliances and the laws of
war, international trade, international investment, international antitrust, human rights
law, conflicts of law, and the international commons (fisheries).
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1. Introduction

International law has been recognized as a distinct field of study within the legal acad-
emy for well over a century, but economically-oriented scholars have paid it relatively
little attention. Dunoff and Trachtman (1999). By far the bulk of the law and economics
research in international law pertains to the law of international trade. Systematic work
on other topics is limited at best, although research in the field generally is accelerating
and the subject can properly be considered a growth area.

The relative dearth of prior work, especially formal work, and its concentration on
international trade issues, poses a number of challenges for a survey of this sort. An
excessive emphasis on international trade will mask the richness and diversity of the
field, and obscure rather than illuminate the potential research agenda. Moreover, large
segments of the economic literature pertaining to international trade law already receive
attention in the three volume Handbook of International Economics series, especially in
Staiger (1995a), and in a number of other extant and forthcoming volumes focused on
WTO issues including Bagwell and Staiger (2002) and Grossman and Helpman (2002).
Accordingly, I have limited the treatment of trade issues in this chapter, emphasizing
topics that illustrate broader themes for the economic analysis of international law.
Much of the chapter will instead be devoted to a general framework for thinking about
international law, along with brief discussions of a number of topics outside the realm of
trade, with the understanding that an informal treatment is all that the existing literature
has to offer on many of them.

Sections 2 and 3 of the chapter provide legal background on the field of international
law, followed by a discussion of general economic considerations that cut across a range
of possible topics. The analysis will encompass the various possible functions of inter-
national law, the challenges involved in realizing gains from international cooperation,
the design and function of mechanisms for its enforcement, and the interface between
domestic and international law. Sections 4–10 of the chapter consider particular topics,
including strategic alliances and laws of war, international trade, international invest-
ment, international antitrust, human rights law, conflicts of law, and the international
commons (fisheries). I provide only a brief treatment of intellectual property issues
(TRIPs) along the way, and devote little attention to environmental issues as well, leav-
ing those subjects to other chapters in this Handbook by Menell and Scotchmer and
Revesz and Stavins.

As a final, preliminary disclaimer, I have not undertaken to survey and incorporate
the vast political science literature on public international law. Much of that literature
is excellent, and the “rational choice” literature in particular is often quite close in both
spirit and method to the work of economists. I omit attention to it not because of any
negative judgment about its quality, but to make the task at hand a manageable one.
Readers seeking a window into the rational choice perspective on international relations
and institutions might wish to consult Snidal (1996, 2002). Carlsnaes, Risse, and Sim-
mons (2002) provide a broader introduction to modern international relations work in
political science.



760 A.O. Sykes

2. Legal background

The field of international law is conventionally divided into two subfields: “public” in-
ternational law and “private” international law. “Public” international law refers to the
body of law that governs relations between states or countries. “Private” international
law refers to the body of law that governs international relations between private citizens
or companies. Most private international law relates to international business transac-
tions, and may be subsumed for analytic purposes under other topics such as contract
law, corporate law and tax law that are the subject of other chapters in the Handbook
of Law and Economics. Accordingly, my focus in this chapter is primarily on public
international law.

The genesis of public international law necessarily differs from that of domestic law.
No international legislature exists to pass the equivalent of domestic statutes, and no
international court exists with the power to create a general international common law.
Instead, public international law arises only by agreement among states.

Often, agreement is manifest in an instrument known as a treaty. A treaty is an agree-
ment executed by duly authorized officials of signatory states, evincing an intention to
make it a binding legal obligation. Treaty obligations are themselves governed by an
over-arching treaty known as the Vienna Convention on Treaties, which supplies rules
for their interpretation and enforcement. Note that the concept of a “treaty” is not neces-
sarily the same in international and domestic law. The U.S. President, for example, has
the authority in many areas to bind the United States internationally through “Executive
Agreements,” sometimes accompanied by formal Congressional approval and some-
times not. These agreements have the same status as treaties under international law,
even though they are not treaties under domestic law (which provides that “treaties”
must be approved by a two-thirds vote of the U.S. Senate).

Agreement may also become manifest as customary international law, which is de-
fined as a “general and consistent practice of states followed by them from a sense of
legal obligation.”1 The traditional test for the emergence of customary law thus requires
a high degree of consistency in state practice, and a belief that the practice has become
a legal obligation. Both of these requirements are imprecise, and scholars often disagree
about what practices have achieved the status of customary law. Some rules of custom-
ary international law are uncontroversial, however, such as those relating to aspects of
diplomatic immunity. It is generally said that states may avoid an obligation to obey
customary international law by “opting out” at an early stage of its evolution, but once
they have manifested agreement with it through conforming behavior, any subsequent
deviation is illegal.

International legal scholars also make reference to the concept of “soft law.” Soft
law encompasses a range of things, including formal agreements that are understood

1 American Law Institute, Restatement (Third) of the Foreign Relations Law of the United States §102(2)
(1987).
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not to be “binding” under international law, as well as agreements that may be “bind-
ing” but that are essentially hortatory or aspirational. Examples of each abound—the
Cuban Missile Crisis was settled by an informal agreement, for example, while numer-
ous provisions in WTO treaty text encourage but do not require special trade treatment
for developing countries.

The enforcement of international law, to the extent that it is successful, occurs in a
variety of ways. The closest analog to the coercive enforcement powers often exercised
by domestic courts is found in the United Nations. A serious breach of U.N. obligations
may result in the authorization of substantial sanctions by the Security Council, or in
extreme cases in a resolution authorizing the use of military force against the violator
state. Much of international law falls outside the purview of U.N. obligations, however,
and thus outside its enforcement mechanism. Some international legal regimes have
their own tribunals with the power to adjudicate violations (such as NAFTA and the
WTO). The International Court of Justice also has jurisdiction to hear a broad range
of disputes. The power to adjudicate disputes may or may not be accompanied by the
power to authorize or impose sanctions, however, and the nature of any sanctions may
be tightly circumscribed. Formal sanctions for the violation of WTO obligations, for ex-
ample, are limited to the withdrawal of benefits under WTO agreements. If international
law is incorporated into domestic law, as quite often occurs, then the powers of domestic
courts can be brought to bear on certain types of violations. This mechanism too has its
limitations, as many international legal obligations are never incorporated into domestic
law. Further, domestic courts are often limited in their jurisdiction to enforce interna-
tional obligations that are so incorporated—principles of foreign sovereign immunity,
for example, often insulate states from actions against them in foreign courts. Finally,
many international legal obligations exist as to which there is no formal enforcement or
sanctioning mechanism at all.

Where some enforcement mechanism exists, a further issue arises as to who has
standing to invoke it. Public international law governs relations among states and, gen-
erally speaking, only states have standing to enforce it. Private citizens have no right to
pursue most claims under international law even if they have suffered substantial injury
due to a violation. An important exception of sorts exists, however, if nations incorpo-
rate international law into their domestic legal systems. Private actors may then be able
to rely on their access to domestic courts to enforce what originates as an international
legal obligation. Finally, private citizens occasionally have standing to pursue claims
before international tribunals, as in the case of the NAFTA investor rights provisions
which allow investors access to NAFTA arbitration.

3. Economic aspects of international law

Public international law represents a number of distinct phenomena. Some “law” may
be no more than a behavioral regularity in the practices of states, while other law may
represent rules coercively imposed on less powerful states by more powerful states.
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Still other types of law may arise to promote the domestic objectives of participating
officials. But many of the more interesting and important pockets of international law
may be seen as efforts to coordinate the behavior of states to address externalities. These
externalities may be non-pecuniary, the sort that produce inefficiency in competitive
markets, or pecuniary, creating inefficiency due to an absence of competitive conditions.

In this section, I begin with some broad observations about the economic perspective
on public international law. Because systematic discussions of international law often
imagine that states behave as if they have “preferences,” the first topic concerns the con-
ceptualization of states as rational actors. The analysis proceeds to a general discussion
of customary international law, to a discussion of the economics of treaties, and finally
to consideration of the interface between domestic and national law.

3.1. States as rational actors

Positive economic analysis of international legal regimes conventionally proceeds from
an assumption that states behave as if they are rational maximizers over some set of
preferences regarding the outcomes of their interaction. The specific assumptions that
may be made in this regard are myriad. States may be assumed to behave as economic
welfare maximizers, or to maximize a social welfare function that weights the welfare
of certain constituencies more heavily than others. The preferences of the “state” may
be assumed to be those of its political leaders, who may maximize votes, campaign
contributions, or their personal welfare. Innumerable other variations can be imagined
depending on the context.

Whatever precise assumption is made about the nature of preferences, it is common
to embody a further assumption that states act as if they “care” primarily or exclusively
about their own welfare or interests, and less or not at all about the welfare or interests of
other states or their political leaders. A divergence will then arise between the national
maximand and the global maximand.

The assumption that states have preference orderings and act as rational maximizers
is surely somewhat simplistic. States represent an aggregation of many different actors,
whose preferences may well be at odds. The actor with the power to choose among al-
ternatives may change over time, and the constraints imposed on actors with the power
to make choices can change over time (in the United States, think of the President as
the actor with the power to make choices on international matters, subject to constraints
imposed by Congress). Even when it is plausible to assume that a pertinent decision
maker has a preference ordering over the available alternatives at a point in time, there-
fore, the notion that the “preferences” of the “state” are stable over time, or that they
obey potentially important regularity assumptions, may be quite problematic.

Although one must acknowledge this problem, there is often little to be done about
it in a tractable modeling framework beyond remaining attentive to its possible impli-
cations for each subject area. Such a framework proceeds in the tradition of other areas
of economic analysis, which embrace their own simple assumptions about the objective
functions of corporations, bureaucracies, and other large institutions. Here, as in those
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other areas, the test is not whether the assumptions are fully descriptive of behavior, but
whether they yield useful insights with empirical purchase.

Economic analysis of international law also has its normative side, of course, which
rests on assumptions about what states ought to be maximizing. Once again, a variety
of possible objective functions might be assumed, although the conventional measure
of economic welfare is often employed.

3.2. The economics of customary international law and “soft” law

A great deal of work has been done on the economics of “custom” in various contexts.
Commentators have written about the use of custom evidence to prove negligence in
tort actions, the use of customary business practices as a basis for default rules in con-
tract law, the efficiency of social norms, and the general phenomenon of “order without
law” in primitive or frontier societies. Such topics receive significant attention in other
chapters in this Handbook.

Despite the attention to custom in other contexts, very little has been written about
customary international law from an economic perspective. The most notable exception
is Goldsmith and Posner (1999, 2005).

Recall the standard characterization of customary international law: it emerges when
there is a high degree of convergence in the practice of states, and a belief that adherence
to the practice has become a legal obligation. The latter requirement is known as opinio
juris and is central to the existence of customary law according to traditional doctrine.
Mere regularities in state behavior, without opinio juris, are not law.

Goldsmith and Posner contend that this description of customary international law is
largely incoherent. Their alternative theory begins by offering a positive theory of con-
vergence in state practice, which they suggest may result from four distinct phenomena.
The first is simple coincidence of interest, whereby all states behave the same way be-
cause it is in their unilateral interest regardless of the choices made by other states. They
offer “ambassadorial immunity” as a possible example (although this subject is gov-
erned by treaty as well as custom in modern times). States may protect the ambassadors
of other states, even in times of conflict with them, because the ambassadors perform
a valuable function in facilitating communication with other governments. A second
explanation for convergence of practice is pure coercion. Here, they suggest that the
custom of “free ships, free goods,” whereby all property on neutral ships is immune
from seizure (including enemy property), is at times illustrative. Powerful states may
respect the principle because the seizure of neutral ships to capture enemy property is
not worth the bother, while weaker states may respect the principle for fear of retaliation
by powerful states. The third possible reason for convergence arises when a common
practice represents the solution to an iterated Prisoner’s Dilemma, which can be sus-
tained over time by states with open-ended time horizons and sufficiently low discount
rates. They again offer ambassadorial immunity as a possible illustration, suggesting
that an exchange of ambassadors amounts to an exchange of hostages, and that the
prospect of retaliatory acts against a nation’s own ambassador abroad can dissuade any
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temptation to interfere with the ambassadors of others. Finally, convergence may arise
in the face of a pure coordination problem where a “focal point” is useful. They suggest
that the convergence on a three-mile limit for territorial waters is an example here. For a
variety of reasons including security, nations have an interest in claiming dominion over
waters along their coast, but the exact limits of territorial waters is to a degree a matter
of indifference. A three mile limit supplies a focal point that all nations can accept.

In short, Goldsmith and Posner argue that convergence in state practice occurs for
reasons of pure national self interest, albeit not the same reason every time. They
further suggest that continued adherence to customary practice happens because the
self-interested reasons for convergence remain in place, not because of any independent
sense of legal obligation. Opinio juris, they suggest, is a fiction, and what legal schol-
ars refer to as customary “law” is really no more than a descriptive account of certain
regularities in the behavior of states.

To bolster this latter claim, Goldsmith and Posner document how ostensible rules of
customary law are frequently violated when states have an interest in deviating. They
further illustrate how rogue states, which they suggest have shorter time horizons and
higher discount rates, are more likely to deviate than others. Because historical vio-
lations and breakdowns of custom can be linked to self-interested reasons for them,
Goldsmith and Posner find anecdotal empirical support for the claim that customary
practices are mere regularities of self-interest, and that customary law per se exerts no
tug on state behavior.

The proposition that “customary international law” emerges from the self-interested
interaction of states, and that it promotes their mutual interest for one reason or another,
seems rather unremarkable. It would indeed be odd if a customary practice emerged on
a large scale that made its adherents worse off over an extended period of time. While
this aspect of Goldsmith and Posner’s analysis seems compelling, a skeptic might ar-
gue that they have not fully made their case on the nonexistence of opinio juris. Even
if customary international law had some force of its own quite apart from the narrow
self-interest of a state regarding a particular custom, one might still observe the same
anecdotal bits of evidence that Goldsmith and Posner catalog. Nations might still devi-
ate when their self-interested reasons were strong enough, for example, and rogue states
might still be the most likely to deviate. All that would be required is that the behavioral
force of opinio juris be limited, so that counter-incentives of sufficient strength could
override it. Thus, although Goldsmith and Posner are surely right that the traditional
scholars cannot prove the existence of opinio juris by pointing to conformity with cus-
tom, neither can the detractors of the traditional view prove its nonexistence merely by
pointing to self-interested deviations from custom.

If the empirical evidence is inconclusive, it remains to ask whether opinio juris can be
given any theoretical content. Why would states feel any obligation to observe a custom
that is no longer in their self interest? Traditional international law scholars suggest that
once a practice becomes “law,” it infuses the morality of national bureaucrats, who then
feel a sense of obligation to obey it. One might restate the proposition as a suggestion
that “law” has expressive force and alters the preferences of pertinent national actors,
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leading them to prefer to obey it (or that they simply have an exogenous preference to
obey all “law.”) The difficulty with this account, as even non-economic scholars have
noted, is its circularity. Law exists only after the sense of legal obligation arises accord-
ing to the definition of customary law, yet the sense of legal obligation is said on this
account to follow after the emergence of “law.”

A possible alternative account is suggested by Guzman (2002a), who relies on the
idea that violations of international law may damage a state’s reputation. He suggests
that international strategic interaction on narrow issues is generally embedded within
larger games, and that players’ willingness to cooperate with other players on current
issues may then turn on whether a player has developed a reputation for cooperation in
the past. Under the usual assumptions that prevent backwards unraveling of coopera-
tion (an infinite or open-ended time horizon) and that limit the short terms gains from
defection (such as a low discount rate), Guzman argues that reputational considerations
create the possibility of an equilibrium in which mutual cooperation is sustained over
time in what might otherwise appear to be a one-shot game with defection as the Nash
outcome.

The addition of reputation to the analysis suggests a possible economic interpretation
of opinio juris. One might define it simply as a tendency to obey customary law due
to the damage that defection does to a state’s reputation as a cooperator, costs that are
incurred not in the simple game in which defection is contemplated but in all other
games where reputation affects the strategies played by other states.

Traditional international law scholars will find little solace in the reputational in-
terpretation of opinio juris, however, because concern for reputation is no less self-
interested than concern for payoffs in a narrower strategic interaction. Further, repu-
tational considerations may be of minimal significance as a practical matter in many
settings as both Goldsmith and Posner and Guzman argue. This general issue receives
further attention below.

Aside from its examination of opinio juris, the law and economics literature makes
a number of other useful points about the role of customary law. The commentators
seem to agree that the ability of customary international law to orchestrate cooperation
is limited to narrow circumstances. Problems that require complicated solutions are
unlikely to be solved by implicit cooperation—express negotiation and communication
will probably be necessary. Further, problems that require the simultaneous cooperation
of large numbers of nations will also be difficult to solve because of free rider problems
in the enforcement mechanism. Even when a practice appears “customary” on a global
scale, therefore, and is thought to represent mutual cooperation, the suggestion is that it
is usually no more than a recurring regularity of bilateral interaction.

Guzman makes the further point that if reputation is what creates some “force of
law,” then there is no reason to limit our conception of “law” to customary international
law and treaties. Reputational concerns may be quite important to a world leader who
gives her word to another, whether or not it is done in any formal fashion and whether
or not it concerns some practice that is widespread in the international community. The
traditional line between “hard law” (binding treaties and customary law) on the one
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hand and “soft law” (such as informal agreements and statements of intention) on the
other may thus be quite misleading. Depending on context, states may be considerably
more likely to comply with soft law than with hard law, and there is no reason to think
that hard law is always preferable for orchestrating cooperation.

In short, economic thinking about customary international law calls into question the
very meaning of the concept. It suggests that practices termed “law” in various quarters
are no more than behavioral regularities that emerge from self-interested interaction be-
tween states facing similar problems. The codification of customary law merely serves
to publicize focal points, and to write down the rules of the game to facilitate future
adherence to them. The capacity of customary “law” to solve important problems that
require cooperation or coordination is quite limited, and will tend to be restricted to
issues that admit of a simple solution that can be sustained through small numbers
strategic interaction.

Formal modeling bearing on these issues is in its infancy. Fon and Parisi (2003) offer
a simple model of custom formation that supports the intuition that customary law is
more useful when the preferences of states are relatively more homogeneous. They also
consider the role of what they term the “persistent objector’ and “subsequent objector”
doctrines that allow states to obtain an exemption from customary rules.

3.3. The economics of treaties and other international agreements

Virtually all of the economic writing on treaties focuses on particular subject areas, with
the notable exceptions of Goldsmith and Posner (2005) and Guzman (2002a) cited ear-
lier. In this section I draw to a limited extent on those two sources, but also on ideas
developed in more specialized contexts to suggest some general points about the eco-
nomics of treaties.

In contrast to customary international law, which can emerge through convergence of
practice without much communication across states, treaties always involve direct com-
munication, negotiation, and the embodiment of the results in a document. This process
is costly, and the reasons for the creation of treaties are narrower or at least different
from the reasons given earlier for convergence of state practice on custom. The coinci-
dence of interest explanation for some customary practices, for example, cannot explain
why states would incur the costs of creating a treaty. The exercise of pure coercion does
not require a treaty either, although to be sure a treaty may be used to orchestrate an
end to coercion. Treaties are likely to be valuable instead when state action creates ex-
ternalities for other states, and when purely decentralized cooperation without formal
communication is inadequate to address them (although a few treaties may have other
functions, as discussed in later sections).

The mere fact that cooperation is better orchestrated through a process of direct
communication, of course, is not sufficient to justify a treaty. Much communication
between states occurs without any resulting agreement, and international agreements
can arise in the course of communication that are informal and never rise to the level
of a treaty. Goldsmith and Posner (2005) thus consider the question of why states resort



Ch. 11: International Law 767

to “legalization” by formally executing a treaty and making it “binding” as a matter of
international law in preference to reliance on less formal, nonbinding agreements. They
suggest that the legalization of an agreement may reveal information about a state’s
commitment to the agreement—in their terms, it shows that the state is “serious” about
the agreement. A signal of “seriousness” will only be needed when “seriousness” is pri-
vate information, and will only be credible if reputational penalties are greater for the
violation of a “binding” agreement than for violation of an informal agreement. Hence,
this explanation requires that reputation be important to state actors. A second consid-
eration affecting the choice to legalize is the fact that informal agreements may bypass
domestic constitutional constraints on the creation of treaties. In the United States, for
example, the President has the capacity to conclude and execute informal agreements
without Congressional oversight in many areas. Formal treaties (or Executive Agree-
ments that must be approved by Congress) give the legislature greater opportunities to
participate and may then constrain the President to less preferred options. But legislative
participation may also give the agreement greater durability against changes in adminis-
trations, as well as greater force in domestic law. The President will choose between the
two options depending on the balance of competing considerations in each case. A final
consideration is that legalization subjects the treaty to the interpretive default rules of
the Vienna Convention on Treaties. Informal agreements may be chosen out of a desire
to opt out of those rules.

Leaving aside for now the choice between formal and informal agreements, it is per-
haps useful at this point to set forth a simple, general framework for modeling the
potential gains from international cooperation. Variations of this basic approach per-
vade the literature on individual topics. Imagine two states, denoted A and B, each of
which have control over a vector of policy instruments, α and β, respectively. [Noth-
ing changes importantly (beyond the algebra) if the analysis is generalized to N states.]
The respective welfare functions for the two states are WA(α, β) and WB(α, β). As-
sume that each state’s welfare is increasing and concave in its own policy choices. The
vectors α and β can represent a myriad of policy areas—tariffs, tax rates and rules, im-
migration restrictions, emissions controls, and so on. In the absence of communication
and agreement, each state maximizes its welfare taking the actions of the other as given,
selecting α and β such that

∂WA(α, β)/∂α = 0 and ∂WB(α, β)/∂β = 0.

Equilibrium (Nash) arises when both conditions hold, given the other state’s choice of
policies. Will the equilibrium be (first-best) efficient? The answer is plainly no in gen-
eral: A point on the Pareto frontier may be derived by choosing α and β simultaneously
to maximize the welfare of one state, subject to the constraint that the welfare of the
other achieve some fixed, attainable value (a standard technique for deriving conditions
for any optimal contract). The first order conditions for this problem require that

∂WA(α, β)/∂α + λ∂WB(α, β)/∂α = 0, and

λ∂WB(α, β)/∂β + ∂WA(α, β)/∂β = 0,
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where λ is a Lagrange multiplier.
With the welfare constraint binding and thus λ > 0, it is clear that the conditions

for Pareto optimality cannot correspond to the earlier conditions for Nash equilibrium
unless

∂WB(α, β)/∂α = 0 and ∂WA(α, β)/∂β = 0.

In words, the equilibrium without international cooperation will achieve the Pareto fron-
tier only in the absence of externalities, and the function of international agreements in
the presence of externalities is to enable states to commit to behavior that will move
them closer to the Pareto frontier.

3.3.1. Factors that facilitate or impede international agreement

If externalities suggest an opportunity for international agreements to improve on the
equilibrium without them, it does not follow that states will succeed in achieving agree-
ment. Casual empiricism suggests that useful agreements have been reached in a number
of areas (e.g., trade), but that many areas laden with apparent externalities have not been
successfully addressed through international agreements (e.g., immigration). In other ar-
eas, some issues have been addressed through agreement but not others (e.g., investment
and environment). What explains these various “successes” and “failures”?

Perhaps the starting point for analysis is the Coase Theorem. One would expect inter-
national agreements to exhaust potential joint gains from solving externality problems
only to the degree that those gains remain after all transaction costs have been accounted
for in the calculus (which must be understood broadly to include not only monetary
costs of achieving agreement but all factors that affect the political acceptability of
agreement). To understand the universe of international agreements (and the areas in
which they are absent), one must therefore ask not simply whether externalities arise,
but also whether the transaction costs of international agreements to address them are
low enough to permit agreements to go forward. A variety of considerations will affect
the magnitude of transaction costs.

Trivially, agreement can only arise if some agreement lies in the core of the bargain-
ing game—each state that becomes party to an agreement must perceive itself better off
than by refusing to participate (or by breaking off with others into a smaller numbers
agreement in the multilateral case). It is easy to imagine settings in which international
externalities lead to an equilibrium off the Pareto frontier in the absence of coopera-
tion, yet where the bargaining options are too limited to admit of a Pareto improvement
in the core. For example, imagine two states, one of which contains a monopoly pro-
ducer and exporter of widgets, and the other of which is a consumer of widgets with no
monopoly power over any tradable good or service. The monopolist exploits its mar-
ket power with the familiar deadweight losses, although much of its monopoly profit
comes as a transfer from consumers abroad. Global welfare would increase if each state
pursued a sensible anti-monopoly policy. But if the two states try to strike a bilateral
agreement that merely requires each of them to adopt an anti-monopoly policy, the state
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with the export monopolist may well object that such an agreement leaves it worse off
than without it.

Two obvious and related solutions to the problem suggest themselves. The first is
monetary side payments from one state to the other. This device is sometimes employed
in practice, usually in the form of a promise of monetary aid to a state that cooperates
on some issue (the recent aid to Pakistan associated with its quiet assistance in the inva-
sion of Afghanistan is illustrative). Second, and probably more common in practice, the
scope of bargaining can be expanded to include other issues (or perhaps other states, a
point explored later). The state that enjoys a widget monopoly may be willing to forego
monopoly rents in exchange for valued concessions on security issues, environmental
matters, and so on. The general lesson is that issue linkage in international negotiations
can greatly expand the scope of possible agreements. A likely recent example is the
Agreement on Trade Related Aspects of Intellectual Property (TRIPs) in the WTO. De-
veloping nations, which are primarily consumers rather than producers of intellectual
property, were induced to agree to strengthen their intellectual property laws in ways
that would confer considerable rents on foreign rights holders in exchange for conces-
sions on other trade issues such as textiles and agriculture.2

Issue linkage in particular has received some formal attention in the literature.3

Horstmann, Markusen, and Robles (2001) consider a two-party Nash bargaining game
involving the division of surplus associated with two “issues” of concern to the bargain-
ers. One bargainer derives greater marginal utility from its share of the surplus on the
first issue, while the second derives greater marginal utility from its share of the surplus
on the second issue, creating a difference in their “comparative interest” in concluding
a deal on each issue. Horstmann, Markusen and Robles show that in an “unlinked” bar-
gaining arrangement (two simultaneous games in which an offer on one issue cannot be
conditioned on the outcome of bargaining on the other or made dependent on the other),
the parties will fail to achieve their utility possibilities frontier. The reason is that the
Nash bargaining solutions for the separate games will fail to take advantage of each
party’s preference for greater surplus from one game over the other. When the bargain-
ers can “link” their offers by making a simultaneous offer over both sources of surplus,
by contrast, the utility frontier is achievable because each party can reap a greater share
of its preferred surplus (each party receives more on the issue of greater comparative
interest).

It is too optimistic, however, to imagine that either monetary side payments or issue
linkage will always eliminate the problem of an empty core. Take the monopoly hy-
pothetical above and consider the monetary side payment option. If an anti-monopoly

2 Although I use TRIPs as an illustration of issue linkage here, I do not mean to imply that TRIPs necessarily
enhanced global welfare conventionally defined. Here, as in many other settings, one must distinguish care-
fully between political optima that maximize the interests of parties to negotiations, and conventional welfare
optima.
3 On the normative economics of issue linkage in the trade area, with particular reference to competition

policy, labor and environmental standards, see Bhagwati and Hudec (1996).
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agreement is to lie in the core, the consuming state must make a monetary payment to
the state with the monopolist that is large enough to induce it to give up its monopoly
rents. Such a payment may leave little gain to the consuming nation in relation to the
transaction costs of negotiation. As for issue linkage, an expansion in the scope of ne-
gotiations inevitably increases their cost, and draws in a greater number of domestic
political constituencies with an interest in the outcome. The resulting increase in the
costs of international negotiation and of domestic political deliberation may be great
enough to undermine the process. Nevertheless, many international agreements display
a great deal of issue linkage in their formation, as prominently illustrated by the WTO
and NAFTA.

Moving beyond the problem of ensuring that an agreement lies in the core, the trans-
action costs of reaching an international agreement turn importantly on the complexity
of the issues to be addressed. Some agreements entail reasonably simple commitments
(such as the ban on nuclear testing in the Nonproliferation Treaties). Others require
highly complex commitments spanning a wide array of issues. The WTO is again il-
lustrative. To make its central commitments on tariff reductions valuable, signatories
must disable themselves from turning to substitute instruments of protection. The re-
sult is hundreds of pages of treaty text addressing quotas, import licensing restrictions,
balance of payments policy, domestic tax and regulatory policy, state trading and mo-
nopolies, and many other subjects. Complexity can be said to increase not only as the
detail involved in specifying the proper behavior of a state increases, but also as the
optimal behavior across states becomes more variable. Both dimensions of complexity
raise the costs of agreement not only because desired behavior becomes more costly to
describe and memorialize, but because enforcement may become more difficult as the
number and variety of possible violations multiplies.

A third important factor affecting the transaction costs of reaching and enforcing an
international agreement is the number of countries involved in it. Even holding con-
stant the complexity of the commitments (which of course may increase as more states
participate), greater numbers of states add to the negotiation costs of reaching agree-
ment. Logistical costs increase because of the larger numbers, and delays may develop
as states hold back on what they offer to achieve agreement hoping to free ride on in-
ducements offered by other states. A free rider problem may also manifest itself in the
enforcement mechanism. Imagine that breach of agreement requires some action by
non-breaching parties to punish the party in breach. If these actions are costly, each
state may prefer that others do the punishing, and unless some coordination mechanism
can be designed to overcome the problem the threat of punishment may lose credibility.
This observation suggests an important distinction between situations in which punish-
ment requires actions that the punishers view as costly to themselves, and situations in
which the opportunity to punish another state is welcomed. An example of the first may
be military force. A state that employs military force risks the lives of its troops and
consumes monetary resources, and most states will be happy to have others undertake
the task if they can perform it as well. By contrast, imagine an environmental agree-
ment limiting emissions of some pollutant in each state, enforced by a threat of mutual
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defection. Here, should another state defect, a punishing state might well benefit eco-
nomically from the opportunity to defect itself and there may be no free rider problem
in enforcement.

These last observations suggest some further principles. If externality problems can
be handled adequately on a bilateral basis, such arrangements will tend to be pre-
ferred to multilateral arrangements. The case for agreements involving larger numbers
of states maps directly onto the case for international agreements in the first instance—
multilateral cooperation is potentially desirable mainly when bilateral cooperation it-
self creates externalities for third states. The caveat is that if a multitude of bilateral
agreements would all look about the same, it may be more economical to create one
multilateral agreement that sets out the same principles in a single document.

A related point is that when bilateral or small numbers agreements create externali-
ties, an expansion of the number of states participating in an agreement will not simply
increase the costs of agreement, but also the benefits. Hence, the international commu-
nity may move toward large scale multilateral agreements despite their higher cost.

Finally, not only does the number of states involved affect the costs of achieving and
enforcing agreement, but the size distribution of states may also matter. In particular,
the presence of a few large states may help at least on the enforcement problem. If
punishment is seen as costly to the punishers, the free rider problem will be less acute
when some states are large enough to capture a considerable portion of the joint gains
from enforcing the agreement. It may then be in their private interest to act as enforcers
even if smaller states will free ride. This possibility suggests a constructive role in some
contexts for what political scientists term a “hegemon,” a powerful state that enforces
its will in an environment populated by other smaller and less powerful states.

3.3.2. Treaties as contracts

As noted, one may model many international agreements as an effort by states to reach
their Pareto frontier in the presence of externalities. They do so subject to a participation
constraint for each state and perhaps other constraints depending on the context.

Readers familiar with the literature on optimal contracting will find this type of prob-
lem quite familiar. Indeed, from an economic standpoint, a treaty is a contract, albeit one
between states rather than individuals. As long as one is prepared to reduce the “pref-
erences” of the state to an ordering akin to that of an individual rational actor, there is
no difference in general between the problem of designing an optimal contract and the
problem of designing an optimal treaty. Many of the ideas in the optimal contracting
literature thus have direct bearing on the study of treaties. A few illustrations follow.

Treaties as incomplete contracts Some treaties address simple matters about which
optimal behavior changes little over time. But many treaties address complex matters in
an environment subject to uncertainty. For familiar reasons, treaties in the latter group
are likely to be incomplete as to certain behaviors and contingencies. States may then
benefit from various devices to fill the gaps in their agreement. Specialized tribunals
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may supply useful default rules in some cases, as may overarching treaties on interpre-
tation such as the Vienna Convention on Treaties. As in the literature on default rules
for private contracts, one can ask what the guiding principle should be in designing
them. Should they replicate what the parties would have negotiated expressly if they
had addressed the matter, penalize a party that has withheld pertinent information, or
something else?

The contractibility of desired behavior It is a commonplace in the literature on opti-
mal contracting to suppose that some behavior is non-contractible, usually because the
behavior in question cannot be observed by other parties, or at least cannot be verified
by a court. The same class of problems arises under many international agreements re-
garding everything from hidden non-tariff trade barriers to cheating on nonproliferation
commitments. Treaties may then employ the familiar types of (generally second-best)
solutions. Treaty obligations may be conditioned on verifiable behavior that is corre-
lated with the unverifiable behavior, as in the classic principal-agent models where
payoffs must be conditioned on observable outcomes rather than unobservable effort.
Alternatively, provisions may be designed to encourage decision makers to internalize
the externalities from their choices, and thereby to eliminate the divergence between
privately and socially optimal behavior.

Renegotiation, modification and efficient breach Treaties are often negotiated under
conditions of uncertainty. A variety of shocks may cause particular commitments to
become inefficient, or may leave some signatory worse off than it would be by exit-
ing. Some treaties will address the problem simply by providing for the possibility of
withdrawal, perhaps after a period of notice (the SALT treaty, for example). But many
treaties address a broad range of issues, and changed circumstances may justify only
a modification of the bargain, not a complete end to it. Accordingly, treaties may con-
tain provisions providing for the renegotiation of parts of the bargain or may specify
contingencies under which states may deviate from their prior commitments. A treaty
may provide that a party can breach its obligations at a price, which if set correctly can
facilitate “efficient breach.”

The design of such provisions can raise a number of interesting questions. In a mul-
tilateral treaty, for example, how does a renegotiation avoid the holdout problem? Does
that problem argue for allowing breach at a “compensatory price?” How is the price for
breach set, and when is it preferable to employ stiffer sanctions that move the regime
toward a “property rule” and away from a “liability rule?” These latter questions presup-
pose that the legal regime has the capacity to employ meaningful sanctions for breach
and to calibrate them—a subject that will receive further attention in a moment.

In addition to the problem of facilitating efficient adjustments to changed circum-
stances, treaties must confront the fact that efforts to modify the bargain may be op-
portunistic. In the event that a party deviates from its commitments and then offers to
renegotiate, will it be in the interest of the other parties at that point in time to hold it
to the original bargain and will they have the ability to do so, or will they capitulate to
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new terms that extract some of their surplus? In many important contexts, therefore, a
treaty designer must worry whether the agreement is renegotiation proof. This problem
is usually related to the presence of sunk costs. After states have made sunk invest-
ments in reliance on an agreement, the returns to those investments may be vulnerable
to expropriation during opportunistic renegotiation.

This is but a partial listing of the issues that international agreements must confront,
and that have direct parallels in optimal contracting problems. Economically-oriented
scholars will find many fruitful applications to international law of the ideas developed
in the contract literature.

3.3.3. Enforcement and dispute resolution

States contemplating an international agreement often confront another set of problems
that is absent for parties to conventional contracts. Private actors commonly rely on state
enforcers to hold them to their commitments. An award of damages in contract can be
enforced through a seizure of the promisor’s assets or an injunction backed by threat of
imprisonment. By contrast, although the use of military force and the seizure of assets
is surely seen in international relations, such devices are not part of the enforcement
arsenal for many international agreements. Indeed, the observation that much of inter-
national law is not backed by a credible threat of military force or other strong coercive
measures has led many commentators to question whether international law is “law” at
all.

Such skepticism is misplaced in my view for at least two reasons. First, states that join
international agreements can and do create international regimes where strong coercive
measures are possible—witness the occasional deployment of troops after U.N. autho-
rization through the years, or the various episodes of U.N. sanctions that have affected
the economic vitality of rogue states. International law should not be viewed as hope-
lessly weak because of a limited enforcement regime that is imposed on it exogenously.
Instead, one must recognize that the choice of enforcement regime is endogenous. There
is much that states can do, if they wish, to make their commitments more credible.
One must therefore ask why some international legal commitments carry much greater
punishments for breach than others, and whether weaker regimes of enforcement are
inadequate to their task or are instead chosen precisely because nothing more is neces-
sary.

Second, although parties to private contracts can often appeal to state enforcers, in
many settings they cannot. Litigation costs may swamp the benefits of an appeal to the
courts when the monetary stakes are modest. Transnational contracts can confront diffi-
cult issues of securing personal jurisdiction in the event of a dispute, enforcing awards,
and securing unbiased decision makers. Such problems have led economic scholars
to recognize that there are valuable mechanisms for making contractual commitments
credible that do not rely on the existence of a third-party enforcer with coercive powers.
(See, e.g., Telser, 1980). Even when these mechanisms cannot achieve the “first-best,”
they can often accomplish a great deal, and so too at the international level.
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I thus offer a brief catalog of the mechanisms that are available for the enforcement of
international agreements that do not rely on the coercive powers of third party enforcers.
Some have been mentioned in passing already but deserve more detailed comment.

Hostage exchange and bond posting The paradigm example of the hostage exchange
involves a hypothetical peace treaty between warring kings. Each king sends a son to
live in the other kingdom, with the understanding that if he attacks that kingdom his
son will be killed. Both kings value their sons’ lives more than any possible gains from
aggression, and so peace is sustained.

The exchange of human hostages threatened with death is rather unseemly by mod-
ern standards, of course, and we do not observe it in international agreements. But
analogous situations may arise, as when foreign nationals or their assets travel and
become subject to the jurisdiction of other states. When such movements are recip-
rocal a situation akin to a hostage exchange may arise implicitly—recall the suggestion
by Goldsmith and Posner that the rules of ambassadorial immunity may be sustained
through such a mechanism. Another rough analogy arises in the trade area, where trade
liberalization may lead to mutual specialization (and sunk costs) in industries that are
dependent for their viability on continued access to the market of a trading partner.
See Devereux (1997). A possible difficulty with the hostage exchange mechanism, of
course, is that the reciprocal threats to the hostages may not be credible. It may not be
in the interest of the king who is attacked to kill the attacker’s son, for example, if he
knows that his own son will then be killed.

A related mechanism is bond posting. Each party posts a bond that is large enough
to exceed its potential gains from cheating on the agreement. Should cheating occur,
the bond is forfeit. Compliance with the agreement then becomes an equilibrium as
long as cheating will be detected with sufficient probability in relation to the size of the
bond. Bond posting differs from hostage exchange in that it generally relies on a third-
party arbiter to determine whether breach of agreement exists, but the arbiter need not
possess any coercive powers beyond the capacity to declare that one party has forfeited
its bond to another. If the arbiter is trusted by all parties, and they cannot interfere with
the exercise of the arbiter’s authority, then a bond posting mechanism can do quite well
in encouraging compliance. Interestingly, formal bond posting arrangements seem quite
rare in international law, although the reason why is by no means obvious.

Mutual threats of defection International agreements that address externalities often
have many of the qualities of a repeated Prisoner’s Dilemma. Each party makes com-
mitments that it would prefer not to make, other things being equal, in exchange for
valuable commitments from others that result in a Pareto improvement. States will be
tempted to defect if they think they can do so without retaliation.

Repeated Prisoner’s Dilemmas have been studied extensively, both theoretically and
empirically. On the theoretical side, the well known Folk Theorem holds that long term
cooperation is a possible equilibrium, enforced by mutual threats to defect from coop-
eration should another party defect. Cooperation requires that the game have no fixed
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ending (defection would become a dominant strategy in the last period and coopera-
tion would unravel from there), and that the parties have low enough discount rates
that the current gains from defection do not loom too large in relation to the long term
gains from cooperation. Rasmusen (1989). A requirement that the equilibrium be rene-
gotiation proof makes the equilibrium rather complicated, but such equilibria do exist
(Fudenberg and Tirole, 1991). Empirical research suggests that the “tit for tat” strategy,
whereby a period of defection by one party is met by a subsequent period of defec-
tion by others, can be a successful enforcement device, even if the theoretical literature
notes that this strategy is not subgame perfect. Axelrod (1984). Although much of the
discussion in the literature is of 2-person repeated Prisoner’s Dilemmas, many interna-
tional agreements represent the N -person variant. Here too, cooperation is a possible
equilibrium but hardly the only one.

Regardless of the number of players, threats of mutual defection are more likely to
sustain cooperation when defection by one party can be detected readily by others. It is
also important that parties be able to agree on what constitutes defection, and hence that
the rules of the game be clear. Otherwise, what one party claims to be a justifiable pun-
ishment for defection by another party may itself be viewed by others as opportunistic
defection.

One important factor that aids cooperation in international agreements is absent from
classic models of the Prisoner’s Dilemma. Under the usual assumptions about the way
the game is played, the parties cannot communicate with each other during a “period”
of play, and can only discover what the other party has done after each has made a si-
multaneous move. Parties to international agreements, by contrast, can remain in close
communication with each other at all times. Depending on the context, any movement
toward defection may be easy to detect. Indeed, any plans for defection may be public
knowledge and even the subject of public debate long before defection actually occurs.
Consequently, defection may become punishable more quickly. From an analytic stand-
point, improved communication shortens the “periods” during which the repeated game
is played, and has a tendency to reduce the short term gains from defection.

International sanctions (unilateral or multilateral) Any punishment for breach of an
agreement may be termed a sanction, but here I use the term more narrowly. Define
“sanction” as a costly measure, other than retaliatory defection, taken by a state ag-
grieved by breach of an agreement. For example, if state A violates its obligations under
a Nonproliferation Treaty, state B might impose a sanction in the form of a suspension
of trade relations. Sanctions may be undertaken unilaterally, or in coordinated fashion
by a number of states.

So defined, a key feature of sanctions is that they impose costs on the states that
employ them. The strategic setting thus differs importantly from that of a repeated Pris-
oner’s Dilemma, in which retaliatory defection can benefit a state after another has
already defected (at least in the 2-person case). The question whether to carry out a
sanction under these conditions is sometimes termed the “Punisher’s Dilemma.”
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Sanctions too have received considerable study, both theoretical and empirical. Eaton
and Engers (1992) model sanctions in a two-country framework with one country as the
“target” of sanctions and one as the “sender.” The sender makes a demand on the target,
which can then balk or comply. If the target balks, the sender can impose a sanction
that is costly both to itself and to the target. They show that subgame perfect equilibria
exist in which the threat to impose the sanction succeeds and the target complies as
long as discount rates are not too high. The sender’s threat to impose the costly sanc-
tion is credible, they argue, because a reputation for toughness is valuable to it in the
future. The equilibria that sustain compliance are not renegotiation proof, however, as
following an incident of balking it would be in the two countries interest to forget about
past transgressions, so that in the simple case the only renegotiation proof equilibrium
is unpunished balking.

They then consider a more complex case in which compliance is a matter of degree.
Renegotiation proof equilibria then do emerge in which the threat of sanction induces
some level of compliance. The degree of compliance will be greater, other things being
equal, the less costly the sanction is to the sender. A high degree of compliance can be
exacted if, for example, the sender can extract reparations from the target to cover the
cost of the sanction. Further complications arise when there are more than one “sender”
country. Depending on the distribution of costs and benefits from acting, some countries
may free ride on the sanctions efforts of others, and it is possible that no country will
take action.

Chang (1995) considers a somewhat different set of issues—the choice between sanc-
tions and bribes, or “sticks” and “carrots.” He develops his analysis with particular
reference to global environmental issues, and to the ongoing debate over whether de-
veloping nations should be compensated for measures that create positive externalities
or that avert negative externalities (such as preserving rain forest or protecting sea tur-
tles). The analysis has broader applicability, however, and bears on any situation where
nations are choosing between bribes and sanctions to induce cooperation. Chang’s es-
sential concern is that in any regime where “carrots” are offered, nations may react
strategically to extract larger “carrots.” Drawing from the game-theoretic literature on
predatory pricing, Chang develops a signaling model in which states that offer bribes
are imperfectly informed about the potential recipients’ private optima in the absence
of a bribe. There are two “types” of potential recipients, those whose private optima
in the absence of a bribe are relatively close to the desired cooperative behavior (good
types), and those whose private optima in the absence of a bribe are relatively far from
the desired cooperative behavior (bad types). They all signal their type by engaging in
some level of the behavior in question (cutting down rain forest, for example). A pos-
sible outcome is a pooling equilibrium in which the good types mimic the bad types to
extract larger bribes. Such a development is potentially unfortunate, of course, because
it raises the costs of securing cooperation and may lead to perverse signaling behavior
that exacerbates the underlying problem.

Turning from theory to empirics, the historical efficacy of sanctions has also received
considerable study. Any such study must come with an important caveat—we cannot
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observe sanctions that were never imposed because the mere threat of them achieved
desired compliance all along, and we cannot observe cases in which sanctions were
not imposed because they were perceived to be futile. Cases where they are actually
employed, therefore, must represent intermediate instances where states were uncertain
about their efficacy or were simply building a reputation for toughness. A notable study
is that of Hufbauer, Schott, and Elliott (1990), who reviewed the use of sanctions in 116
cases since World War I. They found that sanctions succeeded about one-third of the
time. They were more likely to succeed, inter alia, when the policy change sought by
sanctions was relatively modest, when the sanctions were more costly to the target, and
when the sanctions were less costly to the sender. A review of theoretical and empirical
literature on sanctions may be found in Eaton and Sykes (1998).

Reputation Analytic accounts of reputation rely on the notion that actors have differ-
ent propensities to cooperate with others, and that their “type” in this respect is private
information. Actors prefer to enter cooperative arrangements with other actors who will
honor them. An instance of defection from cooperation by an actor thus conveys useful
information to other actors about their likely type; those who defect will be judged less
reliable in the future, and will lose opportunities for cooperation. When future gains
from cooperation are important and discount rates are low enough, the desire to main-
tain a reputation for cooperating can lead actors to do so when they would otherwise be
tempted to defect. Baird, Gertner, and Picker (1994).

The role of reputation in policing international agreements is controversial. Most
commentators acknowledge that it likely plays some role, although some imagine it to
have a central role while others doubt that it amounts to much most of the time. In
general, it is unclear to what extent reputation crosses over from one set of issues (say,
trade) to another (say, military security). Even within an issue area, the notion that the
propensity of states to cooperate is “private information” seems questionable, particu-
larly in the more transparent Western societies. It is also unclear how well reputation
survives through time, especially as political leaders change, raising the possibility of
“end game” issues. The importance of reputation is thus unclear.

Information revelation mechanisms All of the enforcement devices noted above rely
on the ability of states to detect violations of international agreements. Sometimes vi-
olations are obvious, as when a nuclear test occurs within the territory of a signatory
to a Nonproliferation Treaty. But sometimes violations are surreptitious, and in other
cases disagreement may arise over what constitutes a violation. In response, a number
of devices may be employed to improve on the information possessed by parties to an
international agreement.

If violations are surreptitious, a need may arise for investigators to examine suspected
violations or to conduct routine inspections for compliance. Parties may place greater
confidence in neutral investigators who are not linked to disputants, and a role for an
institution with independent investigators may emerge. U.N. weapons inspectors are
perhaps a useful illustration of this possibility.
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Even in cases where pertinent behavior is observable by other states without inves-
tigators, a mechanism may be needed to resolve factual and legal disputes regarding
alleged violations. None of the mechanisms outlined above can work well unless states
know whether observed conduct is compliant or deviant. Here, a role emerges for a
formal tribunal to conduct factual and legal analysis. Related, it may be valuable for
violations to be publicized extensively. Tribunals and their decisions, if public, can also
serve this role. Requirements for centralized reporting of violations, even in the absence
of a tribunal, can serve a valuable publicity function.

3.3.4. Voting

Some international agreements and many international organizations require collective
decision making on various issues. A question arises as to how such decisions shall
be made. Some are taken during a process of renegotiation, as has been seen on many
issues throughout the history of the WTO/GATT system. Others are taken by vote. If a
voting mechanism is to be used, the parties must select a voting rule.

Many voting rules might be employed, each with obvious advantages and disadvan-
tages. A unanimity rule, which is not uncommon in international organizations, ensures
that no state must accept policies with which it disagrees. But it also raises a substantial
impediment to change, which may reduce group welfare. Rules such as majority voting
have roughly the opposite problem. They may be more helpful in facilitating change
that is valuable to the members of the organization as a whole, but they run the risk of
requiring substantial numbers of participants to accept policy changes that injure them,
and thereby raise the prospect of the organization unraveling through defections.

Maggi and Morelli (2003) address this set of issues formally, on the assumption that
collective decisions must be self-enforcing. They show that in circumstances where
defections are of greater concern, as in organizations where the members behave as
though their discount rate is low, unanimity rules will be more attractive. Majority rules
tend to be more attractive in the opposite set of circumstances.

3.4. The interface between domestic and international law

A number of interesting issues arise regarding the relationship between domestic law
and international law. Here, I will focus on two areas: the problem of making negotiators
credible in the face of domestic political constraints on their power, and the process of
conforming domestic law to international obligations.

Putting aside customary law, international law emerges only after a process of state
to state negotiation. To reduce transaction costs, it is useful for each state to speak with
“one voice” in the process. But it is not uncommon for power over the issues in question
to be shared among many domestic actors. The United States is a good example, and I
will use the trade area for concreteness. Although the President and his trade officials
are the natural parties to negotiate on behalf of the United States, the constitutional
separation of powers requires that virtually all changes in trade policy be approved by
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both Houses of Congress. Indeed, all tariff bills must originate in the House Ways and
Means Committee. As a result, certain key legislators and committees have a great deal
of power over trade policy, enough to block or bottle up trade agreements negotiated by
the President if they wish.

Because of this problem, it is conventional wisdom that the President should not
embark on trade negotiations without benefit of the so-called “fast track” authority. The
fact track amounts to a procedural rule, adopted by both Houses, promising that any pro-
posed trade agreement submitted to Congress will be voted on within a fixed timetable
(powerful committees cannot delay the vote), and will be approved or disapproved in its
entirety with no opportunity to offer amendments. The last aspect of the rule ensures that
Congress cannot condition its approval on some item that would require renegotiation.

The economics of the fast track are interesting. A possible explanation is that legis-
lators expect trade deals to benefit themselves ex ante, but also know that ex post some
powerful figures will likely wish to block approval. Because of this prospect, they know
that agreements are unlikely to be approved without the fast track, and indeed other
countries may not bother to negotiate. They agree on fast track “behind a veil of igno-
rance,” uncertain as to who will end up regretting it ex post but secure in the knowledge
that the expected benefits to those who vote for it are positive ex ante.

Although plausible, this explanation is not without difficulties. It relies heavily on
the notion that uncertainty prevails ex ante as to which constituencies will suffer under
a trade agreement. Yet, the negotiating agenda of other trading nations is usually quite
well known before negotiations begin, and the industries likely to be imperiled by fur-
ther trade liberalization are not terribly difficult to identify. The mystery then becomes
why the fast track procedure does not simply cause the political bottleneck to emerge at
the time of the fast track vote, when the powerful figures who would stand in the way of
a final agreement instead make their stand against fast track authority. A possible retort
is that the political costs to legislators who refrain from blocking fast track authority
are somehow lower than the costs that they would face should they retain the power to
block an agreement ex post and fail to exercise it. This explanation requires constituents
to be ill-informed to a degree, and unable to discern that their plight ex post was highly
predictable ex ante. Hence, it is also a somewhat uncomfortable explanation. Leebron
(1997) offers a thorough discussion of fast track, accompanied by skepticism that it
really makes much difference.

The fast track example is but one illustration of a broader class of problems that arises
with respect to many types of international agreements—how to make the actors who
negotiate on behalf of each nation credible so that their representations may be relied on,
while ensuring that they act as faithful agents for their principals. This class of problems
has received very little study by economically oriented scholars.

Another interesting aspect of the interface between domestic and international law
concerns the status of international law in domestic legal systems. With respect to
treaties, it is understood that they may be “self-executing” or “non-self-executing.”
A self executing treaty is intended by the signatories to be incorporated directly into
their respective legal systems. As a result, the treaty is designed to become immediately
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enforceable in domestic courts—it may thereby create private rights of action, or trump
prior inconsistent domestic law. A non-self-executing treaty is a binding international
obligation but has no domestic legal effect per se. A party to such a treaty can choose to
give it effect in domestic law or not through further domestic legislation or legal action
(of course running the risk that it may violate international law if its domestic law is not
properly conformed).

A closely related distinction exists between “monist” and “dualist” states. A monist
state takes the position that all binding international legal obligations are incorporated
into domestic law automatically. In effect, international law is always “self executing,”
even when other states do not treat it as such. A dualist state takes the position that in-
ternational law has no direct domestic effect, except in particular cases where a mutual
agreement exists that it should be self-executing. Absent such a case, the dualist state
retains the right to implement the international obligation into its domestic legal system
as it sees fit, again subject to the risks and consequences of violating international law.
The United States, for example, is a dualist state. Except for rare self-executing treaties,
international law becomes effective domestically only through additional (usually Fed-
eral) legislative enactments. By contrast, Costa Rica is a monist state, and even goes so
far as to elevate international law above its own constitution.

At first blush, dualism seems to create a great danger of opportunism. Many inter-
national agreements require extensive changes in domestic law before states can bring
their behavior into compliance. The dualist state may promise to make the necessary
changes, but the task of monitoring compliance at all levels of government may be a
daunting one for other states. The dualist state may then fail to behave as promised
without detection for a long time, and one might think it better for international law to
have direct domestic effect to eliminate the problem. This view of dualism is too harsh,
however, for it neglects the fact that conforming domestic laws and practices is costly,
whether accomplished through domestic legislation or through the application of new
international law. And on many issues, strict compliance with international law may be
of little importance to other states—U.S. trading partners may care little about whether
Alaska conforms its building codes to the WTO Technical Barriers Agreement, for ex-
ample, if the affected trading volume is nil or de minimis. Dualism allows states to incur
the costs of converting their domestic laws only as they have reason to believe that other
states care about the conversion, and may thus afford Pareto gains to the participating
states. Whether these gains offset the problem of opportunism in any given setting is
an empirical question, and where the opportunism problem is obviously dominant the
dualist states can avoid it case-by-case through the occasional self-executing treaty.

The harder question concerns the existence of some monist states. Why would any
state subject itself to the direct effect of international law unless other parties to an
agreement promise to do the same? The answer here may lie with transaction costs. The
costs of enacting domestic legislation to implement international obligations may be
partially fixed, so that such costs represent a larger proportional tax on a small economy
than on a large economy. At some point, the costs of domestic lawmaking may exceed
the benefits of the selective deviation from commitments that dualism permits. The
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smaller state may then prefer to embrace the international law wholesale rather than to
incur the costs of determining how it can benefit from a dualist approach.

It is also conceivable that monism is valuable as a device for making a commitment to
domestic firms. A monist state will have greater difficulty changing the law in the future
than will a dualist state. When it is in the interest of the government to induce firms to
rely on the current state of the law, therefore, monism has its advantages. Of course, a
state could perhaps do better by adhering to a posture of dualism in general, and then
selectively entering self-executing agreements in the instances where commitment to the
law is especially important. On the general phenomenon of monism and dualism, and
the variety of intermediate approaches that emerge in various nations, see the collection
of papers in Jackson and Sykes (1997).

4. Security issues in international law

This section addresses the international law of military conflict and strategic alliances.
These subjects have been the subject of intensive study by political scientists, but rel-
atively little work has been done by law and economics scholars until recently. The
exception concerns work on collective defense as an application of the theory of public
goods.

4.1. International alliances

Olson and Zeckhauser (1966) offer an early formal treatment of “alliances” that supply
defense services to their members as a public good. Various scholars have extended
their work, primarily by treating defense as a mixed public/private good. Sandler and
Cauley (1975). A recent survey of the literature both theoretical and empirical may be
found in Sandler and Hartley (2001).

The essential issues may be captured in a two country model, which generalizes to N

countries quite easily. Imagine two allied countries, one and two, each of which must
decide how much of its resources to allocate to defense measures and how much to
allocate to a numeraire good. Denote units of defense measures in each country by di .
For simplicity, let the price of defense measures be p in both countries. Each country’s
consumption of the numeraire good is yi , and the total income is Ii . The national budget
constraint is thus yi + pdi = Ii .

Defense measures by each country may benefit the other—a nuclear deterrent, for
example, may discourage attacks on both nations. But defense measures may also have
a rival component to them, as with measures to defend one’s own border against terrorist
intruders. In this sense, defense measures yield a joint product. Let the rival or “private”
component of defense be denoted x(di), and the non-rival or “public” component be
denoted z(d1 + d2). The welfare functions of country one and country two are U(·)
and V (·), respectively. Each welfare function has four arguments: consumption of the
numeraire good y, the private component of defense x(di), the public component of
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defense z(d1 +d2), and a shift parameter 	i , which may be interpreted as the magnitude
of the perceived external threat.

Consider first the choices that each country will make, taking the choice of the
other as given. It will suffice to examine country one’s problem, as country two’s
problem is completely analogous. Country one will choose y1 and d1 to maximize
U [y1, x(d1), z(d1 + d2),	1], subject to its budget constraint. The first order conditions
imply:

x′Ux/Uy + z′Uz/Uy = p.

The first term on the left hand side is the marginal rate of substitution between the pri-
vate component of defense and the numeraire good, multiplied by the marginal effect
of greater defense measures on the private component of defense. It can be interpreted
as the marginal money value of the additional private component of defense generated
by an increase in country one’s defense measures. The second term may similarly be
interpreted as the marginal money value to country one of the additional public com-
ponent of defense generated by an increase in its defense measures. Country one will
equate the sum of these values to the price of a unit of defense measures. Country two’s
optimum is identical, restated using derivatives of its own welfare function V (·). Nash
equilibrium occurs when each country’s choice of defense measures is optimal given
the choice of the other.

The Nash equilibrium is not socially optimal, of course, because each country ne-
glects the positive externality generated by its defense measures through the public com-
ponent of defense. A social optimum may be found by choosing the yi and di to maxi-
mize the welfare of country one, subject to the constraint that the welfare of country two
achieve a fixed value, and to the joint budget constraint y1 + y2 +p(d1 + d2) = I1 + I2.
The first order condition for a socially optimal choice of d1 may be written:

x′Ux/Uy + z′(Uz/Uy + Vz/Vy) = p.

This expression includes country two’s marginal rate of substitution between the public
element of security and the numeraire good, and thus captures its willingness to pay at
the margin for additional defense measures by country one. The socially optimal choice
of d2 must satisfy an analogous condition. The appearance of the sum of the marginal
rates of substitution across countries in the conditions for social optimality is a standard
type of result in the theory of public goods. Indeed, if one were to eliminate from the
welfare functions the arguments x(·) and thereby eliminate the private component of
defense, the model would be a trivial variant of a standard pure public goods model.
Conversely, if one were to eliminate the z(·) arguments, the externality would vanish
and Nash behavior would be socially optimal.

This type of model may be used to generate a number of implications. For exam-
ple, if we consider the pure public good case for simplicity and make the conventional
assumption that marginal welfare is diminishing in each argument, smaller defense
expenditures by one country will induce larger expenditures by the other in Nash equi-
librium and vice-versa. An increase in the threat parameter to country one, therefore,
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which increases its marginal welfare from defense, will lead it to increase its defense
measures and lead country two to reduce them (the matter becomes more complicated
when security has both a private and public element). Defense measures are also a func-
tion of income, of course, and changes in the relative income levels of the two countries
will have similar implications. With sufficiently large income disparities, the countries’
reaction functions may not cross at all and the wealthier country may shoulder all of
the joint defense burden while the poorer country free rides completely. Models of this
sort have been offered to explain a number of empirical observations, such as why so
much of the cost of nuclear deterrence was borne by the United States during the Cold
War. The other key implications arise when we allow the private component of defense
to become more important. The greater the extent to which defense measures yield rival
instead of non-rival benefits, the lesser the tendency of allies to undersupply defense.

The reader will no doubt notice that while this model comes directly from the lit-
erature on “alliances,” it is in fact a model of equilibrium behavior in the absence of
an alliance (aside from the fact the two countries are “allied” against some of the same
threats). The role for a formal alliance in this context is to overcome the collective action
problem that arises when defense measures have important positive externalities. Thus,
having identified the externality problem, one must move on to ask whether defense pol-
icy in practice is importantly affected by it. If so, one must next ask what mechanisms
can best abate it, and whether existing alliances have addressed it satisfactorily.

These are difficult questions. As to the first, it is hardly enough to observe that
some types of defense measures generate positive externalities for allies because po-
tentially offsetting factors exist. At least since the concept of the “military-industrial
complex” was introduced by Eisenhower, a public choice perspective on defense ques-
tions whether interest group politics may bias defense expenditures upward. It is thus
difficult to say whether the level of defense spending is too high or too low in many
contexts, either on an individual basis or across some specific alliance. The judgments
of individual commentators about the adequacy of defense often depend on varying and
highly uncertain estimates of the magnitude of external threats.

Assuming that members of an existing or potential alliance can agree that their col-
lective spending is too low, however, the opportunity for them to negotiate over their
respective contributions may bear fruit. Each nation can offer to contribute more in re-
turn for greater contributions by others. Although the incentive to free ride and hold out
during negotiations will no doubt present itself, it is possible that mutual commitments
to increase contributions will arise and be respected. A useful illustration may be drawn
from the history of funding for U.N. peacekeeping. In the early days, the organization
would solicit voluntary contributions, which were predictably small and few in number.
As peacekeeping activities increased through the years, the General Assembly in 1975
passed a resolution that assessed each member an amount for peacekeeping based on a
formula that considers national income, Security Council membership, and other fac-
tors. Some nations (including the United States) have neglected to pay their assessments
at times, but the system has generated considerably more revenue than one could have
expected from the system that it replaced. And because the “optimal” contribution by
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each nation is likely unknowable, such crude, formulaic mechanisms may do about as
well as can be done.

To be sure, such an approach may also fail badly. To the degree that promises to
contribute more are enforced by mutual threats to withhold contributions in the event
of defection, alliance members may doubt their credibility. For example, members may
recognize that in the event of a funding shortfall, those with a substantial private inter-
est in the outcome of a particular conflict may be led to undertake collective defense
unilaterally or in a smaller coalition. It may even be possible for would-be free riders to
avoid defecting on their promises simply by blocking the alliance from acting in a given
conflict, forcing members with high stakes to strike out on their own.

The notion that smaller states will free ride on the efforts of larger states, and the
suggestion that U.S. allies in particular free ride on U.S. defense efforts, has long been
a theme in strands of the literature on alliances. Convincing tests of the hypothesis are
again complicated by the fact that each country’s proper share of collective defense in
the absence of free riding is difficult to determine at best. Olson and Zeckhauser (1966)
posited that military expenditures as a percentage of GDP ought to be approximately
constant in the absence of free riding. They then presented evidence of a significant
positive correlation between GDP and military expenditures as a percentage of GDP in
their dataset, supporting the free riding hypothesis in their view. More recent evidence
using the same approach suggests that free riding has diminished with time, especially
following the Cold War, as might be expected—nuclear deterrence provided substantial
non-rival benefits to allied states, while the more modern concern for small scale con-
flicts and terrorism has led states to shift their spending toward conventional measures
to protect their own territories and nationals.

4.2. The laws of war

The international law of war may be divided roughly into two components: rules on the
use of force (jus ad bellum) which govern the initiation of hostilities and the response to
them, and rules governing the conduct of war (jus in bello) such as the customary law
and conventions on the treatment of prisoners of war. As with many subjects in this area,
very little has been written on either set of rules by economically oriented scholars.

Goldsmith and Posner (2005) address jus in bello. They posit that war can be concep-
tualized as a two-stage game. At the first stage, states are uncertain whether they will go
to war. They recognize that war is destructive and that they would be better off if they
could reach peaceful settlements that reflect the outcome of future war without the need
to bear its costs. But like unions and management, they realize that some destructive
conflict may occur. Accordingly, they design rules for the conduct of war with the goal
of minimizing the joint losses should it happen. Whatever the outcome of possible war,
both sides expect to gain if the number of casualties is held to a minimum along with
the damage to their economies. To this end, they adopt rules such as those requiring
prisoners to be treated humanely rather than killed, and those prohibiting unnecessarily
destructive technologies like chemical and biological weapons.
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The rules are enforced by mutual threats of retaliation should one side deviate from
them during a war. In some instances, this enforcement structure works. The fact that
all sides generally refrained from the use of poison gas during World War II may be
a good illustration. Any party could have readily manufactured gas and retaliated in
the event of deviation. But it may also break down, as illustrated by the highly variable
treatment of prisoners of war in various conflicts through the years. When the number of
prisoners is large and the costs of adhering to rules of humane treatment become great,
for example, Goldsmith and Posner suggest that deviation from the rules is common.
Likewise, smaller powers with limited financial resources are considerably less likely
to comply with international rules for the treatment of prisoners.

Posner and Sykes (2005) consider the modern rules on jus ad bellum. Under the U.N.
Charter, to which virtually all important states are signatories, the use of force is allowed
only pursuant to a resolution of the Security Council that authorizes force, or in self-
defense. Acceptable cases of self-defense are limited to situations involving an actual
or “imminent” attack. In apparent contravention of these principles, the United States
has indicated that it will consider the use of preemptive force in self defense under
some circumstances. Posner and Sykes focus on the welfare implications of preemptive
attacks in self defense, suggesting that preemption can be analyzed within a real options
framework. They offer a simple two-period model in which a potential aggressor state
has private information about its future plans to attack another more powerful state,
and cannot reveal it credibly. In period one, the threatened state can choose to attack
preemptively or wait. A preemptive attack will eliminate the threat from the potential
aggressor, but may do so unnecessarily if the potential aggressor would never have
attacked anyway. Absent a preemptive attack, the potential aggressor state will reveal
its intentions by attacking or not in period two, and if attacked the threatened state
will respond with force. The analysis assumes that the threat of retaliation in period
two is inadequate to deter attack, perhaps because the potential aggressor does not care
about retaliation (perhaps its leaders expect to escape, or are undeterrable zealots). The
model suggests that if the costs of conflict in period two are sufficiently greater than in
period one (as, for example, when the potential aggressor state develops powerful new
weapons for period two), and if the probability that the potential aggressor will turn into
an actual aggressor is sufficiently high, then preemptive attack may be both privately
and socially optimal—the expected discounted costs of conflict computed under either
welfare criterion may be lower with preemptive attack. The threatened state will only
use preemptive force in accordance with its private interest, however, which may lead to
too many or too few preemptive attacks. The latter possibility arises because collateral
damage to foreign innocents can be much larger if the threatened state waits until period
two to take action. In this simple framework, the traditional rule against preemptive
measures appears questionable.

Several objections to this conclusion may be offered. First, nothing in the model
distinguishes “good guys” from “bad guys.” The analytics are the same whether the
state threatened with attack is the United States and the potential aggressor state is
in league with Al Qaeda, or the threatened state is Stalinist Russia and the potential
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aggressor is a repressed ethnic state forced into the Stalinist orbit. Indeed, repressive
regimes may face growing threats against them more often than liberal regimes. A rule
permitting the use of preemptive force may then countenance behavior that is considered
undesirable on average, for reasons outside the model. Second, if the danger to the
more powerful state is not imminent but a preemptive attack is genuinely desirable,
perhaps the threatened state has the time and should be able to persuade the Security
Council to authorize preemptive force. The vote of the Council then serves the function
of identifying the “good guys” and allowing them to proceed. A difficulty with this
argument, to be sure, is that members of the Security Council may vote (or exercise
their veto) on the basis of their private interest in the potential conflict rather than the
social interest. Threats may be highly asymmetric in their potential effects on U.N.
members, and their private interests may be at odds for other reasons as well. It is
an empirical question whether the repeat play nature of Security Council interaction
can induce cooperation on optimal policies, but many U.N. observers clearly believe
that the answer is no. Finally, one might defend the traditional imminence requirement
under international law on the grounds that the conditions under which preemptive force
is optimal are difficult to verify, and if nations have a right to use it they may invoke
that right opportunistically. If preemptive attack is usually undesirable from a social
standpoint, therefore, a bright line rule against it may be the best option.

5. International trade law

I now turn to the subject that has received by far the most attention in the existing
law and economics literature. As noted previously, my emphasis will be on topics and
ideas that suggest broader lessons for the study of international law, although some
familiarity with the traditional economic literature on trade is essential as background
to what follows.

5.1. Trade policy, trade externalities and trade agreements

The normative economics of international trade suggests that government intervention
in trade flows generally reduces global welfare—one of the few propositions on which
most economists will agree. But government intervention in trade has been extensive
throughout modern history, raising a puzzle as to why and motivating a vast economic
literature on the positive economics of trade policy. Early work focused on the incen-
tives facing “large” countries that act as national welfare maximizers, understanding
“large” to mean simply that the demand for the nation’s exports, or the supply of its
imports, is less than perfectly elastic. Such countries have monopoly power over their
exports, and/or monopsony power over their imports. Competitive export industries and
small consumers of imports cannot organize to exploit that power, but the government
can exploit it through taxation. At appropriate import and export tax rates, national wel-
fare will rise because some of the tax revenue is extracted from foreign exporters and
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consumers. Tariffs set on this basis are sometimes termed “optimal tariffs,” and their
contribution to national welfare arises through their effects on the “terms of trade”—the
ratio of the price of a nation’s exports to the price of its imports. Optimal export taxes
improve the terms of trade by increasing export prices (inclusive of taxes) relative to
import prices; optimal tariffs improve the terms of trade by lowering import prices (net
of tariffs) relative to export prices. A classic early treatment is that of Johnson (1953).

Economists quickly realized that these simple models of national income maximiza-
tion did not explain the pattern of trade intervention very well in practice. Among other
things, the pattern of tariffs across industries did not seem closely related to the mar-
ket power of the importing nation. And on the export side, nations seemed more likely
to engage in policies such as export subsidization than export taxation, a behavior that
cannot reflect national welfare maximization in competitive markets.4 Economists be-
gan to examine different models of what governments maximize, generally drawing on
ideas from the contemporaneously burgeoning literature on public choice. A wide range
of modeling strategies was employed, all capturing in one way or another the idea that
governments behave as though they care about the distribution of national income as
well as its magnitude, usually because some interest groups are better organized than
others and will reward their leaders more generously for pursuing policies that bene-
fit them. A good illustration of this approach is the model developed by Grossman and
Helpman (1995a). They posit that some domestic industries are organized and some not,
and that the organized industries commit to schedules of campaign contributions which
are a function of trade policy choices by their government. The government maximand
is a weighted average of campaign contributions and per capita economic welfare. The
model has a wide range of implications, and makes progress with respect to the ap-
parent deficiencies of the national welfare maximization models. For example, when
governments behave as Nash actors, equilibrium trade policy involves higher tariffs for
well-organized import competing industries than national income maximization would
predict. It also involves lower export taxes on organized export industries, even to the
point that export subsidies may arise. Rodrik (1995) provides a valuable survey of the
work in this area.

Although the primary focus in much of the literature is on domestic policy formu-
lation, many of the models have immediate implications for the role of international
cooperation. The general equilibrium tradition in trade theory necessitates the presence
of at least two countries in most models, and the noncooperative equilibrium of the mod-
els generally reveals externalities. The externality almost always arises because of the
terms of trade effects noted earlier—part of the cost of trade intervention is borne by for-
eign producers and consumers. The failure of governments acting unilaterally to account
for the external costs and benefits of changes in the terms of trade leads to equilibrium

4 Under conditions of imperfect competition, however, export subsidies may emerge from the pursuit of
national welfare by individual states, as suggested by the considerable literature on “strategic trade policy.”
For a survey see Brander (1995).
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trade policies that are off the Pareto frontier. As in most other areas of international law,
therefore, the role of international agreements is to overcome the externality problem.5

Some commentators are skeptical of the notion that terms of trade effects are the en-
gine of international cooperation on trade policy. This skepticism arises in part because
trade policy officials rarely discuss them explicitly, and may not even understand them
as a reflection of each state’s market power. Bagwell and Staiger (1999, 2002) argue
forcefully, however, that terms of trade externalities can and should be interpreted as
the basis for the “market access” demands that pervade and motivate modern trade ne-
gotiations. Exporters seek negotiated reductions in barriers to trade precisely because
those barriers affect their net prices on world markets.

Having identified the likely source of externalities, the next question is how trade
agreements will address them. If governments are national welfare maximizers, then an
optimal trade agreement should maximize global welfare conventionally defined. Under
competitive conditions, free trade will do so, although free trade may not lie in the core
and hence some transfer mechanism may be necessary. The allocative effects of free
trade can be achieved with transfers in the background if the nations that are offering
transfers subsidize their exports and the nations that are receiving transfers impose an
equal and offsetting tax on them.

Of course, actual trade agreements do not achieve completely free trade (or its al-
locative equivalent with transfers). An adequate theory of trade agreements must thus
explain how they deviate from that benchmark and why. Grossman and Helpman (2002),
Bagwell and Staiger (2002), and numerous others offer political economy models in
which governments care about the distributional consequences of trade policy, and thus
in which the equilibrium trade agreement does not achieve free trade. The common
thread is that cooperation will seek to eliminate the terms of trade externalities across
nations, but will at the same time allow governments to respect their preferences over
distribution. Well organized import competing industries will retain protection in these
models, for example, especially if the foreign exporters with whom they compete are
poorly organized.

In sum, mainstream international economics, including many of its most prominent
practitioners, has developed an impressive set of tools for modeling the externalities

5 I note briefly two strands of literature in which the terms of trade externality is not the dominant reason for
trade agreements. Ethier (2000, 2004) is generally critical of the terms of trade theory of trade agreements,
and suggests that countries can benefit from trade agreements due to some “political externality” that is
distinct from any terms of trade effects. A somewhat more substantial strand of literature suggests that trade
agreements are not motivated by international externalities at all, but by dynamic consistency problems in
domestic politics. In these models, governments are imagined to have some preferences over investments in
various sectors, but producers know that once investments are sunk, government may change policy in a way
that undermines the returns to investment. In anticipation of this behavior, producers will invest in such a way
as to minimize their exposure to it, distorting investment away from the preferred pattern. Government may
thus benefit from commitment devices, and it is conceivable that a commitment to free (or freer) trade might
be valuable given appropriate governmental “preferences.” See, e.g., Maggi and Rodriquez-Clare (1998).
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that arise when nations act noncooperatively. These models offer a number of predic-
tions that are broadly consistent with actual trade agreements. They suggest that terms
of trade externalities lead tariffs to be excessive relative to those on the Pareto frontier,
and that cooperation will thus tend to reduce tariffs in general. They suggest that govern-
ments motivated by distributional considerations as well as aggregate welfare will not
achieve free trade through trade agreements, but instead will tend toward agreements
that protect and/or subsidize the interest groups that are better organized (or whose
welfare counts more in the view of their governments, for whatever reason). They are
also capable of explaining in broad brush terms the evolution of trade agreements over
time, particularly the gradual reduction of trade barriers through a series of negotiating
rounds (intuitively, organized resistance to further liberalization diminishes after each
round of liberalization as industry specific capital in import-competing industries de-
preciates without replacement). See Staiger (1995b). I will not dwell on these general
points any further, nor will I include formal treatments of the underlying models given
the readily accessible surveys elsewhere (especially in the Handbook of International
Economics.) Instead, I turn to work on some of the particular legal issues that arise in
the trade area and that bear on some of the more general themes developed in section 3.

5.2. The legal architecture of world trade and its lessons for international law

Formal trade agreements arose in the 19th century, but I focus here on the modern
WTO/GATT system. GATT began in 1947, and was limited to trade in goods. The
centerpiece of the GATT was its reciprocal commitments to lower tariffs embodied in
Article II, along with a general commitment to nondiscrimination among trading part-
ners contained in Article I. The remainder of GATT served three primary functions: it
constrained policy instruments that were substitutes for tariffs; it provided for various
adjustments to the bargain including tariff renegotiation, amendments, waiver, acces-
sions and preferential trade exemptions to the MFN obligation; and it provided a dispute
resolution system.

GATT subsequently evolved through a series of negotiating “rounds,” which initially
involved little more than further reciprocal tariff reductions. By the time of the Tokyo
Round in the 1970’s, however, GATT signatories had become increasingly concerned
about the growth of various non-tariff barriers that were inadequately disciplined by the
original GATT. The result was several plurilateral “codes” on such matters as subsi-
dies, antidumping measures, product standards, and government procurement. The next
major stage in the evolution of GATT came in the Uruguay Round, which lead to the
creation of the WTO in 1995. The WTO replaced the GATT (although its treaty text was
incorporated into WTO law as “GATT 1994”): it elaborated and tightened obligations
with respect to non-tariff barriers and made them binding on all members; it created the
General Agreement on Trade in Services (GATS), for the first time bringing services
trade under multilateral discipline; it created the Agreement on Trade Related Aspects
of Intellectual Property Rights (TRIPs), which required all members to create and en-
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force intellectual property rights in a number of areas; and it overhauled the dispute
resolution system.

It is, of course, difficult to know what would have happened if the GATT system had
never evolved, but conventional wisdom holds that it has been quite successful.6 Tariffs
have declined steadily from an average rate of around 40% when GATT was founded
to an average rate of about 4% presently. And although the history of the WTO/GATT
system is not free of tension, it has so far avoided the problem of large scale trade wars
that plagued the global economy before it, such as the widespread tariff increases during
the 1930’s initiated by the Smoot-Hawley tariff in the United States. Member states also
appear to comply with the rules of the new dispute resolution system in many though
by no means all cases. In a clear majority of cases where a measure has been held to
violate WTO law, members have abolished it. And although members have declined to
abolish a few measures that have been ruled illegal, they have accepted the measured
retaliation authorized by the system as an alternative.

However its success is measured, the WTO/GATT system is surely among the most
intricate and complex international legal arrangements. Careful study of the system is
important not only for trade scholars, but for anyone interested in the mechanisms of
international cooperation.

5.2.1. Coping with complexity: identifying and structuring trade protection

Tariffs were the principal instrument for the protection of import-competing industries
historically, but many other instruments may be used for that purpose. Quantitative re-
strictions on imports are an obvious alternative to tariffs, and other available devices
include discriminatory domestic taxation, subsidies, regulatory policies that burden
imports disproportionately, state-franchised monopolies that disfavor imports in their
purchasing decisions, and discriminatory government procurement policies. Effective
agreements to reduce trade protection must attend to this array of protectionist op-
tions. The challenge of formulating appropriate constraints on all of these instruments is
complicated by the fact that many of them also address “legitimate,” non-protectionist
objectives. Subsidies may correct other externality problems; regulations may address
important issues of safety and quality; procurement preferences may affect national se-
curity; and so on.

These observations suggest that an agreement such as GATT must pursue a number
of related objectives concurrently. First, signatories must ensure that commitments to
reduce protection associated with one policy instrument are not undermined by the sub-
stitution of protection using some alternative instrument. Second, and closely related,
signatories must manage the challenge of negotiating reductions in protection given all
of the available instruments of protection, and will benefit from strategies that reduce
the costs of negotiation. Third, to the extent that some instruments of protection pro-
duce greater deadweight costs than others, signatories will benefit if they can channel

6 For a contrarian perspective, see Rose (2004).
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whatever protection remains under their agreement into the instruments that do the least
damage. Finally, signatories must design agreements that constrain trade protection ap-
propriately on the one hand, while leaving themselves free to pursue their domestic
regulatory agendas on the other.

Regarding the first three of these objectives, the central strategy in GATT has been
a process of “tariffication”—the conversion of most protectionist measures into tariffs.
This process is accomplished through a number of legal measures, such as the general
prohibition on quantitative restrictions, import licensing schemes and the like in Article
XI of GATT 1994.

Bagwell and Sykes (2004) address the benefits of tariffication. They argue that it
lowers the transactions costs of reciprocal trade negotiations directly by reducing the
number of protectionist instruments that are part of the negotiation. It may afford ad-
ditional benefits by reducing uncertainty about the degree of market access that trade
concessions afford, an important consideration if trade negotiators are risk averse. Tar-
iffs also have the virtue that when applied in non-discriminatory fashion, they avoid the
loss of joint surplus that results from trade diversion (discussed further below). Other
instruments, such as quotas, may result in greater trade diversion depending on how they
are administered or in other kinds of deadweight loss (see the discussion of regulatory
protection below). Finally, because tariffs tend to be more transparent, cheating on tariff
commitments is easier to detect than cheating with respect to commitments on other
protectionist instruments. As long as the general commitment to tariffication is itself
enforceable, therefore, tariffication discourages cheating and facilitates cooperation.

To say that it is valuable to channel protection into tariffs, however, begs the question
of what measures constitute protection. Perhaps nowhere is this problem more acute
than in the case of domestic regulatory policies. For example, one quite famous and
thorny WTO dispute has centered around the question whether a European prohibition
on hormone-raised beef imports, ostensibly for health reasons, is really a pretense for
measures to protect the European beef industry.

The modeling framework developed by Bagwell and Staiger (2002) suggests a clever
solution to such issues, based on the idea that trade agreements should induce nations to
“internalize the externality.” The externality arises because choices by individual gov-
ernments affect the prices confronting foreign buyers and sellers on world markets.
If nations commit through trade agreements to maintain a particular level of market
access—a particular terms of trade with other nations—they can then be allowed free-
dom to vary their domestic regulatory policies as they wish as long as any effects on the
terms of trade are offset by countervailing changes in their tariff and subsidy policies.
Through such a mechanism, other nations are insulated from the terms of trade conse-
quences of domestic regulatory policies, the externality is “internalized,” and nations
will then behave efficiently in relation to their internal welfare judgments. Bagwell and
Staiger model this approach explicitly for labor and environmental standards and com-
petition policy, but the strategy has general applicability as long as the only international
externality is transmitted through the terms of trade.
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In practice, however, trade agreements do not undertake to specify the terms of trade.
Such undertakings may seem realistic in the static models of trade theory, but much less
so in an environment of volatile exchange rates and innumerable other macro and micro-
economic shocks to world prices. The WTO/GATT system does provide compensation
for trade injury caused by certain measures, such as the withdrawal of tariff concessions
and the introduction of unanticipated subsidy programs (each discussed further below),
but it does not grant compensation for many other policies that affect the terms of trade
(except through a little-used mechanism relating to “nonviolation nullification or im-
pairment”, see Bagwell, Mavroidis, and Staiger, 2002). Instead, a key strategy of the
system has always been to constrain protection per se, while leaving signatories free to
pursue non-protectionist objectives such as health and safety regulation, environmental
protection, and national security. But this strategy requires an additional set of rules to
distinguish protectionist measures from non-protectionist measures.

The stakes in drawing this line can be considerable. Sykes (1995, 1999) compares
regulatory protection to tariffs. Suppose, for concreteness, that an importing nation
wishes to protect its grain industry, and that it has a target for the domestic grain price.
Assume that this target price can be achieved with a tariff of τ per bushel of grain, which
will limit grain imports to the quantity B, and result in tariff revenue to the importing
nation of τB. Alternatively, the importing nation can enact a regulation that requires
foreign grain producers to incur additional costs of production (for example, the cost of
testing all export shipments for the presence of some ostensibly dangerous pest or chem-
ical). Let the additional cost per bushel of grain exports be τ under this regulation, and
assume that no tariff will be imposed in this alternate scenario. Assume further that the
ostensible health or safety basis for the regulation is pretense, and that the sole motiva-
tion for the regulation is to achieve protection. From the standpoint of the grain industry
in the importing nation, both approaches are equivalent in their ability to achieve the
target domestic price. Likewise, both measures will have the same effect on the terms
of trade, extracting surplus from grain exporters if the import supply curve is less than
perfectly elastic. But the two approaches are not equivalent in welfare terms—under the
regulatory approach to protection, the tariff revenue “rectangle” τB is transformed into
pure deadweight loss (given the absence of any bona fide health or safety justification).
Wasteful regulations of this sort may hold no appeal to importing nations that are un-
constrained in their tariff policies, for they would prefer to achieve the target level of
protection and to enjoy the tariff revenue. But if tariffs have been constrained through
reciprocal trade negotiations, the temptation to engage in wasteful regulatory protection
can emerge. Of course, if the importing nation cares somewhat about its national in-
come, regulatory protection will be less attractive than tariff protection, and one would
expect only a partial substitution between regulatory measures and tariff measures. The
important point is that if trading nations can substitute regulatory protection without
penalty under the law, they will be tempted to do so to some extent. And the Nash equi-
librium of the game in which nations make these substitutions can entail considerable
welfare costs. It is in the mutual interest of trading nations to prohibit such measures—it
is easy to see that by comparison to any situation with regulatory protection, affected
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importing and exporting nations could eliminate it, adjust their tariffs in some fashion,
and make themselves all better off.

With particular reference to domestic regulatory policy, the initial response of GATT
to this problem was to prohibit discriminatory regulations through a “national treat-
ment” obligation in Article III. No regulatory burden could be imposed on imports un-
less it was also imposed on domestic producers of “like products.” GATT also provided a
number of exceptions to this principle in Articles XX and XXI, which cover things such
as measures “necessary” to protect the environment or measures “considered essential”
to national security. To the degree that the national treatment obligation was limited
to facially discriminatory regulations, however, it soon proved inadequate. Consider
a “non-discriminatory” regulation that requires all products to embody a certain design
or technology, when domestic producers have a cost advantage in producing or obtain-
ing that design or technology, and when some other design or technology available more
cheaply abroad will achieve the non-protectionist regulatory goal just as effectively. The
cost difference between the two technologies then represents pure regulatory protection.
The need for additional disciplines to deal with these and related issues culminated in
two important new agreements during the Uruguay Round, the Agreement on Technical
Barriers to Trade and the Agreement on the Application of Sanitary and Phytosani-
tary Measures (pertaining mainly to pests, disease-causing organisms and contaminants
in foodstuffs). These agreements impose numerous additional constraints on domestic
regulators, such as general least restrictive means requirements and a requirement that
product regulations specify performance goals rather than design limitations. Somewhat
more controversially, they also introduce requirements that certain health and safety
regulations have adequate scientific basis. To return to the example of the European pro-
hibition on hormone-fed beef imports, that regulation was found to violate WTO law
because it lacked adequate scientific foundation. For further discussion see Trebilcock
and Soloway (2002).

Where domestic regulations appear to have bona fide, non-protectionist goals, how-
ever, the primary constraint on them remains a simple national treatment requirement.
Such a rule tolerates changes in domestic regulatory policy even if they have signifi-
cant trade externalities, but it is not clear that any alternative rule is better. Battigalli
and Maggi (2003) develop a model of international agreements on product standards,
in which negotiators cannot anticipate proper standards for future products. The model
suggests that only a national treatment requirement is joint welfare enhancing ex ante
for arbitrary distributions of future products.

Another important body of WTO law concerns the use of subsidies. Most of the work
that has been done on this subject is normative, asking whether WTO rules on subsidies
promote global economic welfare conventionally defined. Early writers observed that
subsidies to domestic industries can protect them just as effectively as tariffs, yet sub-
sidies may also be justified for reasons other than protectionism. A question then arises
whether rules can be developed to distinguish “good” subsidies from “bad” subsidies,
avoiding the welfare loss from the former while preserving the welfare gains from the
latter. Schwartz and Harper (1972) are deeply skeptical of this enterprise, arguing that
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workable rules for the identification of welfare-reducing subsidies are impractical, par-
ticularly if one allows that “legitimate” subsidies may include those where the citizenry
is willing to pay to preserve certain forms of inefficient enterprise (such as cultural
industries or family farms).

Nevertheless, the WTO system has evolved increasingly detailed rules governing sub-
sidies. In goods markets, the governing principles are three: (1) New and unanticipated
subsidy programs that upset market access expectations are illegal, even if they do not
violate any provision of the treaty text, under the rubric of “nonviolation nullification
or impairment”; (2) export subsidies (subsidies that favor exportation over domestic
production) are illegal (putting aside some exceptions in the agriculture sector); and
(3) domestic subsidies, which are identified by the criterion that they must be targeted
to a single industry or narrow group of industries, may be illegal if they cause “injury”
to foreign exporters or import competing industries, and may also be a basis for unilat-
eral countervailing duties (duties to offset the value of the subsidy) by importing nations
whose industries are injured by subsidized imports. Sykes (2005a) evaluates these rules
from the traditional welfare economics perspective. Putting aside the difficult question
of what constitutes a “subsidy,” the first principle seems defensible as a way to protect
the value of the bargain associated with tariff concessions against opportunistic erosion.
The second principle may also make sense from the perspective of traditional welfare
economics, as it is difficult to imagine any constructive role for export subsidies as a
first-best policy. But the third principle is problematic in that it defines “subsidies” us-
ing a dubious criterion—the targeting criterion may well condemn useful subsidies, and
is quite underinclusive as to economically wasteful subsidies or as to subsidies that may
have harmful external effects. Further, regardless of the degree of targeting, it is not
clear that coherent criteria can be developed for determining the existence of domestic
subsidies at all given the vast range of tax/subsidy and regulatory policies that affect the
competitive position of firms—WTO rules view each government program in isolation,
and make no effort to assess the net impact of government as a whole on the competitive
position of firms.

Bagwell and Staiger (2006) also express skepticism toward recent enhancements in
the WTO rules on domestic subsidies. They emphasize the possible utility of subsidies
to the pursuit of desired efficiency and distributional objectives by WTO member states,
and suggest that recent restrictions on subsidies may interfere with their use for desired
domestic purposes. If so, and if the effect is important enough, WTO members may
be discouraged from negotiating market access commitments to the degree that such
commitments increase the likelihood of a challenge to their subsidy policies.

Finally, as developed at length in Sykes (1989), the unilateral use of countervailing
duties by importing nations is exceedingly difficult to defend if the policy objective
is to maximize either national or global economic welfare (conventionally defined).
Countervailing duties almost always will lower the welfare of nations that use them,
unless by coincidence they are applied in a manner that exploits the monopsony power
of the importing nation (recall the “optimal tariff”), or are applied in industries where
domestic firms generate positive externalities (offering a rationale for “strategic trade
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policy”). From the global perspective, the uncoordinated use of countervailing duties
by individual trading nations is unlikely to do much to discourage wasteful subsidy
practices, especially since the criteria for identifying and measuring countervailable
subsidies suffer from the deficiencies noted above.

Moving from the normative to the positive, WTO rules on subsidies raise a number
of puzzles to which satisfactory answers do not yet exist in the literature. Bagwell and
Staiger (2002) focus on export subsidies. Following the political economy literature
on trade policy, they posit that governments may give considerable weight to the wel-
fare of exporting industries. Export subsidies may then become optimal from a political
standpoint. They consider a three-country model with two exporting nations and one im-
porting nation. Absent cooperation, the two exporting nations may find themselves in
a “subsidies war”—in Nash equilibrium their export subsidies impose a negative exter-
nality on each other (diverting exports from one to the other) and the private benefits of
subsidization exceed the joint benefits. If the two exporting nations then cooperate, they
will strike a deal that reduces the degree of subsidization and, depending on parameters,
it is possible that such a deal would eliminate export subsidization altogether. Now con-
sider adding the importing nation to the bargain. In the Bagwell/Staiger framework, the
importing nation will benefit from export subsidies, ceteris paribus, which improve its
terms of trade. Thus, unless the importing nation attaches substantial weight to the wel-
fare of the import-competing industry, an agreement involving all three nations might
well lead to greater export subsidization than would be observed if only the export-
ing nations were to cooperate. It is by no means obvious, therefore, why a multilateral
agreement should be hostile to export subsidies across the board. More generally, in the
absence of international cooperation, the general tendency is for unilateral trade policy
to result in too little trade. Because export subsidies increase the volume of trade, it
is something of a puzzle as to why multilateral cooperation systematically condemns
them.

I conclude with a note about services trade, which has been subject to WTO rules
(GATS) only since 1995. Conceptually, the externality in the services area is the same
as in the goods area—restrictions on services imports can extract surplus from foreign
service providers. The mechanism that gives rise to this externality will often be differ-
ent in the services area, however, as will be the approach to ameliorating it. The reason
lies in the fact that tariffs are generally not possible with services trade because ser-
vices imports rarely cross the border in a manner that allows them to be taxed. Instead,
most of the market access issues in the services area involve efforts by foreign service
providers—banks, insurance companies, law firms—to establish a physical presence in
the importing nation. The obstacles to the entry of foreign service providers are then
regulatory, in the form of licensing requirements, prudential requirements, residency
requirements, immigration restrictions, and the like. Some such regulations are applied
in a facially discriminatory fashion, and in other instances regulation simply imposes a
disproportionate burden on foreign service suppliers. See Trebilcock and Howse (1995).
The liberalization of trade in services thus poses difficult new challenges. The process of
“tariffication” that characterizes the approach of GATT to goods markets simply cannot
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work here, and other strategies must be employed to reduce the number of protectionist
instruments. Further, tight nondiscrimination requirements such as those seen in GATT
might eliminate the ability of GATS signatories to protect their service industries at all,
a result that is unlikely to be politically palatable. Hence, the strategy of GATS is to al-
low discriminatory policies to be “scheduled:” In each service sector, signatories make
a determination whether to afford national treatment or not to foreign service providers.
If they do so, they can nevertheless reserve the right to discriminate in particular ways
by listing the discriminatory policy in their schedule of service commitments. Although
this approach enables nations to retain the protection that they regard as essential and
makes their trade barriers more transparent, it does little by itself to channel protec-
tion into the least wasteful policy instruments. On that front, GATS has much more to
accomplish. See Sykes (2001).

5.2.2. Multilateralism, bilateralism, regionalism and trade discrimination

The world trading system exhibits a multiplicity of trade agreements, some bilateral
(such as the U.S.–Israel Free Trade Agreement), some regional (such as NAFTA and
the EU) and some global (the WTO). What explains this pattern? The answers to this
question are not fully satisfactory even though the economic literature in the area has
grown enormously in the last fifteen years. In this section I can only hope to identify
some highlights.

Perhaps the first question to ask is why do nations go beyond bilateral agreements if
cooperation is generally harder to orchestrate as the number of parties to an agreement
increases? The answer, not surprisingly, is that bilateral agreements create important ex-
ternalities. Imagine three countries, A, B, and C, each of which trades with the others.
Imagine further that tariffs on imports into each country are initially nondiscriminatory.
Suppose that A and B contemplate a trade agreement in which each lowers its tariffs on
imports from the other, and suppose for concreteness that A lowers its tariff on imports
of grain from B. The effect on C will depend on whether it is an importer or exporter of
grain. If C initially exports grain to A, then the tariff reduction on A’s imports from B
will cause imports into A from B to rise at the expense of imports from C. The weak-
ening in demand for C’s exports causes C’s terms of trade to worsen. And to the degree
that the tariff preference for B causes consumers in A to shift purchases from C to B,
the phenomenon of trade diversion arises. In general, trade diversion occurs whenever
discriminatory trade policies cause consumers in an importing nation to make purchases
from abroad that would not be made but for the discrimination. It yields a deadweight
loss in global welfare, ceteris paribus, because imports do not originate from the lowest
cost supplier. Viner (1950) is a classic reference. Another type of externality arises if
C is instead an importer of grain. The preference for grain imports into A from B will
then tend to increase the cost of grain to C. C’s terms of trade worsen because the price
of its imports increases.

Of course, an agreement to liberalize trade within a subset of trading nations also has
its benefits. Most importantly, if an agreement leads to an expansion of trade between
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nations that are efficient suppliers of each others’ markets, the phenomenon of trade
creation arises. It is entirely possible that the benefits of trade creation will exceed the
losses from trade diversion, so that a bilateral or regional agreement can on balance en-
hance global welfare as conventionally defined, and can assuredly enhance the welfare
of its members.

Because of the terms of trade externalities for non-members, however, any agreement
involving only a subset of trading nations has the potential to injure non-parties to the
agreement. Formal models of 3 or more country trading networks thus tend to suggest
that agreements among any subset of countries will lead to inefficiencies in Nash equi-
librium unless some constraint is imposed on the terms of those agreements. In that
regard, Kemp and Wan (1976) derive an important result about the formation of agree-
ments known as customs unions, in which every party to the agreement harmonizes its
external tariff. They show that such an entity can adjust its common external tariff so
that the terms of trade with non-members remain the same as before the formation of
the union. The welfare of non-members is then unaffected, and the gains to the mem-
ber states are equal to the global gains. Their result is closely related to the concept of
reciprocity developed in Bagwell and Staiger (2002).

In light of the mischief that may result from discrimination in international trade,
however, one wonders whether a prohibition on discrimination may be valuable. Pre-
cisely such a general prohibition is contained in Articles I and XIII of GATT, which
prohibit discriminatory tariffs and quota regimes (when the latter are allowable at all).
This obligation is termed the most-favored-nation (MFN) obligation. By joining a mul-
tilateral agreement such as GATT and committing themselves to respect the MFN
obligation (subject to a very important exception to be discussed in a moment), sig-
natories avoid the loss of joint surplus associated with trade diversion that could arise
in a smaller agreement. And in addition to ensuring that goods are imported from the
lowest cost foreign supplier, the MFN obligation may facilitate trade negotiations in an
important way. Imagine once again a trading system consisting of countries A, B and C,
and suppose that A and B contemplate a trade agreement with each other. Negotiators
for A and B may worry that after concluding an agreement, their partner may later nego-
tiate an agreement with C, offering C a more attractive arrangement. Whatever benefits
they expect to get from the agreement may be undermined, and they may be reluctant
to conclude any agreement at all. But if they mutually promise each other that no third
nation will be offered better terms later through an MFN commitment, such worries can
be put to rest. Schwartz and Sykes (1996).

To be sure, the MFN obligation may also carry a cost. If benefits extended by A to B
must be extended automatically to C because C is entitled to MFN treatment, then C
may become a free rider on trade negotiations between A and B. To solve the free rider
problem, it may be necessary for A and B to draw C into the negotiations. And as the
number of countries drawn into negotiations rises, the costs of negotiation rise and the
problem of holdouts surfaces.

Thus, the role of the MFN obligation in trade agreements raises cross-cutting and
complex issues. A considerable literature now exists on the subject, which confirms
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that the welfare implications of the MFN obligation are complicated, to say the least.
A valuable recent survey is that of Horn and Mavroidis (2001).

The reader may note, however, that even if an MFN obligation is on balance desirable
in the trading system, that observation by itself does not necessitate multilateral agree-
ments. One could imagine in the abstract a web of bilateral agreements, each containing
an MFN clause. We then return to the question posed at the outset—what is the value of
multilateral agreements in this context?

A trivial answer is that economies of scale may exist to the degree that the optimal
bilateral agreements would all contain many of the same terms. It may then be easier to
write a single multilateral agreement. Further, given the free rider problem that arises
if bilateral agreements contain an MFN obligation, it may make sense for all trading
nations to meet and negotiate at once, each holding off any final deals until all offers
are on the table. Bagwell and Staiger (2002, 2004) also show that even when an MFN
obligation precludes the possibility of discriminatory tariffs, bilateral negotiations nev-
ertheless create terms of trade externalities for third countries. For example, if nation A
offers a tariff concession on some product to nation B and extends it to all other ex-
porters of the product pursuant to a most favored nation obligation, a worsening of the
terms of trade will still occur for any third nation that imports the product. Such exter-
nalities provide further justification for multilateral negotiations.

Maggi (1999) identifies another potentially important consideration favoring multi-
lateral cooperation. Imagine three countries once again, A, B and C, and suppose further
that A runs a large trade surplus with B, B runs a large surplus with C, and C runs a
large surplus with A (although aggregate trade for each country is balanced). In this
scenario, an imbalance of power may be said to exist in each bilateral relationship. Be-
cause of that imbalance, the amount of self-enforcing cooperation that is sustainable in
bilateral tariff agreements is limited—if B defects from an agreement with A, for ex-
ample, A loses much more than B loses if A defects from the agreement. This scenario
suggests a role for an agreement with a multilateral enforcement mechanism, whereby
defection by any party can be punished by all of the others. As Maggi acknowledges,
however, the extent to which such coordinated enforcement occurs in practice within
the WTO is quite limited.

If trade discrimination is often problematic, and if important externalities argue for
multilateral trade negotiations, an important puzzle remains. GATT Article XXIV per-
mits signatories to form customs unions and free trade areas (the latter differing from
a customs union in that the members do not harmonize their external tariffs). Both
customs unions and free trade areas permit member nations to deviate from the most
favored nation obligation, as long as they eliminate barriers on “substantially all” trade
between them. Why should GATT include this gaping exception to the most favored
nation obligation, allowing discrimination as long as it occurs on a grand scale (“sub-
stantially all trade”)? Related, is the proliferation of preferential trading arrangements
such as the EU, NAFTA, and Mercosur a positive or unfortunate development for the
international trading system?
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Note that nothing in Article XXIV ensures compensation to nations that are injured
in their terms of trade by the formation of a preferential trading arrangement.7 For this
reason, an enormous theoretical and empirical literature has developed on preferential
trading arrangements, and I will make no attempt at a survey here. In general, theoretical
work tends to be skeptical of preferential trade for the reasons suggested by the discus-
sion above. Valuable windows into the literature include Bagwell and Staiger (2002),
Bhagwati and Panagariya (1996) and Grossman and Helpman (1995b). Empirical work
perhaps tends to be more agnostic, with some support for the idea that the beneficial
trade creation under existing agreements may exceed the harmful trade diversion. But
on the ultimate question whether preferential arrangements are “building blocks” or
“stumbling blocks” to multilateral cooperation in the words of Lawrence (1996), the
issue remains unsettled.

One other form of discrimination in the WTO system has received a bit of atten-
tion. Pursuant to the “enabling clause,” developed country members of the WTO are
permitted to offer tariff preferences to exports from developing countries, ostensibly to
promote development. A number of nations do so pursuant to schemes that are com-
monly termed the “Generalized System of Preferences” (GSP). These schemes by their
design discriminate between developed and developing country exports. Many of them
also discriminate across developing countries, awarding or denying preferences based
on differences in per capita GDP, differences in relative success of a particular nation
at exporting a particular good, and various political considerations. India brought a le-
gal challenge to the European scheme in the WTO dispute resolution process, urging
that the criteria it used to discriminate among developing countries were impermissible.
Grossman and Sykes (2005) consider the economics of trade discrimination in favor
of and among developing countries, both from a theoretical and empirical standpoint.
They question the wisdom of discrimination in the existing schemes, and suggest that
GSP schemes likely do little to promote economic development.

5.2.3. Enforcing trade agreements

I begin with a review of the WTO/GATT dispute resolution system, a review that
will highlight a number of puzzles. Shortly after GATT was formed, the organization
gravitated to a “consensus” rule for many decisions. Under the consensus rule, an in-
vestigation into an alleged violation of the agreement (undertaken by a dispute “panel”)
could only be authorized by consensus (unanimity). Even if the panel was constituted

7 If the arrangement is a customs union, Article XXIV does require compensation if the new common
external tariff violates a tariff commitment previously made by a member state (e.g., if after Turkey joins the
EU, it raises its tariff on widgets above the level it had previously promised to some non-EU trading partner,
the EU must compensate that partner). But this compensation obligation is incomplete (it does nothing to
compensate for the increase in market power enjoyed by the trading block, for example) and its efficacy in
practice has proven questionable. Moreover, when the preferential arrangement is a free trade area, members
do not alter their tariffs on imports from non-members at all, and no compensation is required.
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and ruled in favor of the complaining nation, the ruling still had no force of law unless it
was “adopted” by the membership, again requiring consensus. Finally, sanctions for vi-
olations following the adoption of a ruling could only be authorized by consensus. Thus,
the violator nation could always block investigation, adoption, and sanctions. Nations
often allowed investigations to go forward nevertheless, and also in many cases permit-
ted adverse rulings to be adopted. But sanctions were only authorized once during the
history of GATT (prior to the creation of the WTO).

Under this system, cheating or alleged cheating could only be punished through uni-
lateral “self-help.” Nations such as the United States would bring cases to the GATT,
and retaliate unilaterally if the target country refused to comply with an adverse ruling
or blocked the process from going forward. Studies of the efficacy of unilateral retalia-
tion during this phase of GATT indicate that its results were mixed, although retaliation
often induced nations to alter their policies, and many nations were observed to com-
ply with adverse panel rulings without the need for any retaliation. See Sykes (1992),
Bayard and Elliott (1994).

In 1989, GATT signatories agreed to end the ability of accused nations to block an
investigation, although they could still block the adoption of panel reports and block
sanctions. Finally, with the creation of the WTO in 1995, the system put an end to
blocking altogether. Rulings by a dispute panel (or the new Appellate Body) are auto-
matically adopted unless a consensus exists against adoption, and complaining nations
are entitled to use sanctions as a matter of right against a party that has been adjudicated
to be in violation of WTO law and that refuses to bring its behavior into compliance.
Retaliation is limited to the withdrawal of “substantially equivalent” trade concessions,
and the level of retaliation under this criterion is subject to arbitration.

The system has one other unusual feature. If a nation violates WTO law, it is not sanc-
tioned for the violation per se. Rather, a sanction is permissible only after the nation in
question has been adjudicated to be in violation and has been given a “reasonable time”
to comply with the adverse ruling. A nation that complies within a “reasonable time”
thus faces no sanction at all. Further, although the treaty text is not entirely clear on the
matter, the general view is that any sanctions should be “substantially equivalent” to the
prospective harm from the refusal of the violator nation to comply going forward—there
is no sanction for the trade injury caused by the violation until the “reasonable time” for
compliance has elapsed.

How well do the available economic models explain the history and practice of
WTO/GATT dispute resolution? Standard models of trade agreements suggest that such
agreements are self-enforcing, with cooperation supported by mutual threats of defec-
tion. Bagwell and Staiger (2002) provide a good illustration. They imagine that two
nations agree to cut tariffs in an infinitely repeated game. Each nation is reasonably
patient, and plays the “grim” strategy—if either nation cheats in one period, the other
reverts to its Nash equilibrium tariff choice in the next and all future periods. Recurring
cooperation is then a subgame perfect equilibrium as long as the cooperative tariff does
not create too much incentive to cheat in the short term. This latter requirement places
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a limit on the amount of tariff cooperation that is self-enforcing, and it is possible that
the politically first-best tariff level is unsustainable.

In such models, trade retaliation (as distinguished from compensation for an ad-
justment to the bargain, discussed below) is generally an out of equilibrium behavior
and will not be observed in practice (although retaliation may be observed in a sub-
optimal equilibrium of an infinitely repeated game). Subgame perfection may also rule
out strategies such as “tit for tat,” which allow retaliation to end once cooperation has
been restored. There is also no role in such models for a formal dispute resolution sys-
tem. They thus provide quite an incomplete account of WTO/GATT enforcement, where
retaliation is in fact observed, is transitory in almost all cases, and is now (generally)
seen only after an adverse ruling by a formal dispute settlement proceeding.

Some features of the system may perhaps be explained by the considerations devel-
oped above in section 3. The formal dispute resolution system, for example, serves as
an information revelation mechanism. WTO members may be unable to discern on their
own whether another member has cheated, and a formal investigation may be helpful to
identify cheaters and trigger reputational sanctions. In addition, the dispute resolution
system may serve as a source of default rules for an incomplete bargain, approximating
what WTO members would have negotiated had they addressed the issues directly.

Schwartz and Sykes (2002) address the question of why the old GATT system with
“blocking” was replaced by the new WTO system with automatic sanctions. Some com-
mentators suggest that the new system was designed to toughen sanctions and discour-
age cheating. Schwartz and Sykes argue, however, that the new system was designed to
reduce rather than increase the penalty for cheating. They observe that the penalty for
cheating in both the old and the new systems is essentially the same—aggrieved nations
retaliate with trade sanctions. What has changed is that the aggrieved nations can no
longer set the level of sanction themselves without central oversight. Instead, all sanc-
tions are subject to arbitration to determine whether they are “substantially equivalent”
to the harm caused by the ongoing violation. The new system thus reins in the magni-
tude of unilateral retaliation. This is valuable if excessive retaliation can destabilize the
system by triggering a trade war, or if it is important to calibrate retaliation to facilitate
“efficient breach” (discussed further below).

I am unaware of any satisfactory explanation for the fact that sanctions are prospec-
tive, and limited to situations in which violator nations refuse to comply with rulings
after a “reasonable time.” Perhaps litigation in the WTO has large positive externalities
in clarifying the terms of the bargain, and the limited prospect of sanctions encourages
disputants to litigate to conclusion. Or perhaps reputational concerns alone are enough
to discourage most blatant cheating, so that the bulk of cases are expected to involve
good faith disputes over legal obligations. Because trade sanctions are costly (creating
deadweight costs and perhaps political costs as well), the membership may not wish to
sanction behavior that arises in good faith. Sanctions may then be used only as a last
resort against recalcitrant cheaters. These suggestions are little more than conjectures,
however, and a fully convincing explanation remains to be developed.



802 A.O. Sykes

One last feature of the system that has drawn some attention is the problem of power
asymmetries. It is often suggested that smaller nations have no effective power to retal-
iate for trade violations. Because they have little market power, trade sanctions simply
raise prices to their consumers with little impact on the targets of sanctions. Mavroidis
(2000) provides some evidence that smaller nations are indeed less effective in securing
redress through the WTO dispute resolution system. In response to this problem, Mex-
ico has proposed within the WTO that retaliation rights be tradable. Bagwell, Mavroidis,
and Staiger (2003) formalize this suggestion in an auction model. If the violator nation
is allowed to participate in the auction, their model suggests that it will win the auction
and retire the retaliation rights. This outcome has the interesting feature that trade retal-
iation never actually occurs, and is replaced by a monetary payment to the nation that
initially has the right to retaliate. Smaller nations thus gain some leverage, and trade
retaliation with its deadweight costs is replaced by a monetary sanction that is a pure
transfer. It remains to see whether such proposals have any “legs” within the system.

Some related issues about the dispute settlement system remain relatively unexplored.
For example, if it is indeed the case that trade sanctions are perceived as costly by
WTO members, why does the WTO not embrace an alternative sanctioning regime,
such as one involving money damages that are a pure transfer? Guzman (2004) raises
the general puzzle of why international agreements use what often seem to be inefficient
sanctions, and why money transfers are not used with any regularity. Further, why is
standing limited to WTO members, even though violations of WTO law plainly impose
substantial costs on private interest groups?

On the choice between trade sanctions and money damages, Sykes (2005b) argues
that money damages are not a “pure transfer” given the deadweight costs of taxation,
the potential effect of money damages on litigation costs, and the challenges that many
developing countries would face in raising the funds to pay money damages. The ques-
tion of which sanctioning regime is more efficient is perhaps not quite as easy as some
commentators suggest. Regarding private standing, Levy and Srinivasan (1996) note
that the decision by private actors to bring dispute cases has external effects, such as the
possibility of an unfavorable impact on other aspects of international relations. Gov-
ernments may wish to avoid this problem by denying standing to private parties. Sykes
(2005b) makes some related points about private standing that will be noted in section 6
below, which addresses international investment agreements.

5.2.4. Adjusting the bargain

Like most long-term agreements, WTO commitments are negotiated under conditions
of considerable uncertainty about the future. The treaty text thus contains many provi-
sions for adjusting the bargain over time. Here I will emphasize three features that have
received attention in the literature: provisions for renegotiation; an “escape clause”; and
a mechanism for the facilitation of efficient breach.

In the WTO as in many commercial contexts, it is no doubt too costly to write a com-
plete contingent contract. Commitments entered at one point in time may then prove
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undesirable (at least from the political standpoint of government officials) at some fu-
ture time. One solution, of course, is simply to renegotiate when circumstances change,
recognizing that renegotiation is a potential double-edged sword if sunk costs can be
exploited.

Ordinarily, agreements do not require express provisions providing for renegotiation,
in as much as renegotiation is always a possibility without them. But GATT included
a provision for the renegotiation of tariff commitments, Article XXVIII, in its original
1947 text. Article XXVIII provides that a nation wishing to withdraw a tariff conces-
sion should attempt to obtain the permission of affected nations by offering to substitute
some other concession. If such negotiations fail to reach agreement, however, a na-
tion can unilaterally withdraw its tariff concession. Affected nations may then retaliate
by withdrawing “substantially equivalent” concessions of their own. As Bagwell and
Staiger (2002) argue, this structure can be seen as maintaining reciprocity. Roughly
speaking, a nation that proposes to withdraw a concession must restore the terms of
trade for affected nations, either by substituting an alternative concession or by accept-
ing a withdrawal of concessions on its exports.

But why is it necessary to memorialize this mechanism in Article XXVIII, instead of
simply recognizing that GATT members can renegotiate the agreement when they wish?
Schwartz and Sykes (2002) offer the suggestion that the members desired to make clear
that tariff concessions could be withdrawn if necessary without securing the permission
of affected nations beforehand. In a rough sense, they wished to create a “liability rule”
rather than a “property rule.” The reason for preferring a liability rule here is the holdout
problem. If the permission of all affected GATT members had to be obtained before a
politically uncomfortable concession could be modified, the negotiation process could
drag on indefinitely and the opportunity to adjust the bargain to changing circumstances
would be diminished.

Of course, renegotiation is but one option for avoiding the performance of obliga-
tions that become inefficient due to changing circumstances. Drawing on the analogy to
commercial contracts, such agreements routinely contain provisions that excuse per-
formance under various contingencies—force majeure and Act of God clauses are
illustrative. In the GATT system, a similar state-contingent device for excusing per-
formance is the Article XIX “escape clause.” It provides for the temporary suspension
of tariff concessions when, due to unforeseen developments, increased quantities of im-
ports cause or threaten to cause “serious injury” to an import-competing industry. The
escape clause thus permits temporary tariff increases, under specified conditions, in re-
sponse to import surges.

Formal models of the role of the escape clause include Bagwell and Staiger (1990)
and Sykes (1991). Bagwell and Staiger (2002) suggest that import surges risk desta-
bilizing cooperation because they enhance the incentive to cheat. Following an import
surge, the short-term incentive to cheat to exploit terms of trade gains increases, as may
the political incentive to cheat if the import-competing industry is well organized. They
suggest that to avoid unraveling of the agreement that might occur if tariff increases un-
der these circumstances were defined as cheating, the GATT agreement instead allows
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temporary tariff increases during the import surge. Sykes takes a slightly different ap-
proach, modeling the escape clause as a state-contingent rule that permits parties to an
agreement to withdraw a concession whenever it is no longer jointly optimal for the con-
cession to be honored—essentially, when the cost of performance to one party exceeds
the benefit to the other party (in political terms evaluated at appropriate shadow prices).
Such a rule increases the expected utility of trade concessions and thereby allows more
concessions to be negotiated in the first instance. The model thus lends support to the
suggestion by Dam (1970) that the function of the escape clause is to encourage trade
concessions ex ante.

Considerable controversy has arisen in recent years, however, as to the circumstances
under which WTO members may resort to the escape clause. Much of the problem
relates to the confusing treaty text that requires, among other things, that increased quan-
tities of imports must cause or threaten serious injury to an import-competing industry.
How is this to be interpreted, given that the quantity of imports is an endogenous rather
than a causal variable? For a survey of the current controversies and some suggestions
by economically oriented scholars regarding their possible resolution, see Grossman
and Mavroidis (2004) and Sykes (2006a).

A final mechanism for adjusting the bargain is suggested by scholarly work on con-
tract damages. It is now well known that a rule of “expectation damages,” which requires
a party who breaches a contract to compensate the other for its losses, induces the
breaching party to internalize the joint costs of breach and thus to breach only when it is
“efficient.” Schwartz and Sykes (2002) suggest that the rules for retaliation under WTO
law, which allow aggrieved parties to withdraw “substantially equivalent” concessions
and subjects retaliatory withdrawals to arbitration under this criterion, may be roughly
equivalent to an expectation damages regime, allowing aggrieved WTO signatories to
retaliate to a degree that approximately restores their pre-breach political welfare but no
more. The opportunity for signatories to “buy out” their obligations under this rule is
particularly valuable in circumstances where the other options for adjusting the bargain,
such as tariff renegotiations and the escape clause, do not address the underlying polit-
ical problem. The beef hormone controversy between the United States and Europe is
perhaps illustrative. If one assumes that European officials are under intense pressure to
prohibit hormone-raised beef from entering the domestic market, they cannot achieve
this limited goal by adjusting most-favored-nation tariffs applicable to all beef in an
Article XXVIII renegotiation, or by invoking Article XIX on temporary import surges.
The efficient breach hypothesis regarding the role of calibrated retaliation in the WTO
receives further exploration and critique in Lawrence (2003).

5.3. Miscellaneous trade issues

I conclude this chapter with two further issues not yet considered, both of which have
received considerable attention in law and economics writings.
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5.3.1. Antidumping policy

“Dumping” refers to certain pricing practices by private firms engaged in international
trade. Although its precise meaning has changed through the years, dumping occurs
under modern trade laws when an exporting firm’s prices satisfy (roughly) one of three
conditions: (a) its F.O.B. price to the complaining export market is below its F.O.B.
price to its home market for the same goods (or for similar goods adjusted for cost and
quality differences); (b) in the absence of substantial home market sales of identical or
similar goods, its F.O.B. price to the complaining export market is below the F.O.B. ex-
port price to some third country market; or (c) its F.O.B. price to the complaining export
market is below the fully allocated cost of production for the good in question (includ-
ing an allocation of fixed costs, general selling and administrative expenses, and so on).
In some contexts, the term “dumping” is also sued to refer to exports that have been sub-
sidized, but U.S. law has long distinguished between dumping and subsidization and I
will maintain the distinction here. WTO rules on subsidies and related countermeasures
(countervailing duties) were briefly discussed earlier in this chapter.

GATT Article VI provides that dumping “is to be condemned,” but does not prohibit
it or impose any obligation on WTO members to prevent or punish it. Instead, import-
ing nations are permitted to take countermeasures against dumping, in the form of an
“antidumping duty” that may not exceed the “margin” of dumping found to exist on the
goods in question. That margin is equal to the difference between the “fair value” of the
goods computed using one of the three benchmarks above, and the F.O.B. export price
to the country imposing the duty. For example, under the first criterion for dumping, the
margin would be computed as the F.O.B. price to the home market minus the F.O.B.
price to the export market. GATT does not permit antidumping duties in all instances of
dumping, however, but limits them to cases in which the dumping is causing or threat-
ening to cause “material injury” to the import-competing industry, a requirement known
as the “injury test.” These requirements were elaborated, along with the procedures for
the conduct of antidumping investigations, in the WTO Antidumping Agreement, the
successor to the Tokyo Round Antidumping Code.

Antidumping laws first emerged in Canada in the early 1900’s, and quickly spread to
the United States. Their proponents put them forward as an adjunct to antitrust statutes,
plugging a purported “loophole” that would otherwise allow foreign firms to engage
in monopolization through aggressive pricing. A moment’s reflection on the standards
for dumping above, however, suggests that they are radically different from the variable
cost-based standards for predatory pricing that have evolved under modern antitrust law.
Price discrimination dumping, reflected in possibilities (a) and (b) above, can assuredly
occur at prices above variable cost. And possibility (c) above involves not a comparison
between price and some measure of variable cost, but a comparison between price and
(roughly) a measure of long run average cost. Further, although the material injury test
requires that some harm befall import-competing firms as a prerequisite to antidumping
duties, it falls far short of a structural analysis of the industry to determine whether
monopolization is a plausible outcome, and antidumping duties are routinely observed
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in industries producing such items as steel products, potatoes, textiles and footwear—
all industries that are highly unconcentrated on a global level and where a danger of
monopolization is utterly implausible as a basis for antidumping measures.

The connection between antidumping policy and sensible antitrust policy is thus a
tenuous one at best. Sykes (1998) reviews the economic and political history of an-
tidumping laws at considerable length, and concludes that their proponents were well
aware that antidumping measures were not a necessary part of antitrust policy. Instead,
the goal was to provide additional tariff protection to troubled industries plagued by
import competition, an objective akin to the rationale behind the GATT escape clause
discussed earlier.

Nevertheless, early economic writing on antidumping policy took a favorable view
of it. Viner (1923) argued that low prices attributable to dumping are transitory, and
asserted that they may impose adjustment costs on the importing nation that exceed the
benefits of temporarily cheaper imports. The basis for Viner’s analysis, however, was
shaky. Dumping need not be transitory at all (the price discrimination form of dumping
arises because different markets have different demand elasticities, a fact that may well
persist over time). Even when dumping prices are transitory, nothing in Viner’s work (or
since) demonstrates that temporarily cheap imports systematically impose adjustment
costs that exceed the welfare gains to the importing country from temporarily cheaper
imports. If actors in import-competing industries have rational expectations, one would
expect them to incur adjustment costs only to the extent that they are cost-justified from
a social standpoint.

Not surprisingly, therefore, economic commentators eventually began to question the
wisdom of antidumping policy. The lack of any connection between antidumping policy
and sensible anti-predation measures has now been noted by commentators too numer-
ous to mention. Others have noted that an antidumping duty may prove beneficial to
an importing nation under special circumstances, as when it has not yet imposed the
“optimal tariff’ to exploit its monopsony power, or where it protects a “strategic indus-
try” with positive spillovers, but in such cases the economic benefits of the antidumping
duty are purely coincidental because a duty would be useful regardless of the pricing
practices of the targeted exporters. See Dick (1991). It is fair to say that an academic
consensus now exists to the effect that antidumping law is welfare-reducing in general.
Some empirical work has been done on the welfare costs of antidumping measures as
well, such as that in Messerlin (1989) and the papers collected in Lawrence (1998).

Although the normative analysis of antidumping law is well developed, rather little
has been done on the positive side. If antidumping policy is so foolish, why is it also so
durable, particularly in the WTO environment where nations have mutually agreed to
forego economically foolish policies on some other fronts? I am aware of no systematic
work on this important topic.

Two other strands of literature deserve mention. One seeks to examine whether deci-
sions in antidumping cases are made “on the merits,” or whether political factors (such
as measures of the political influence of petitioning industries) significantly influence
outcomes. Finger, Hall, and Nelson (1982) initiated this literature with respect to an-
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tidumping cases in the United States. They find that political factors have significant
influence in settings where agencies have considerable discretion, such as in the in-
jury investigations by the U.S. International Trade Commission (ITC). Anderson (1993)
questions this conclusion, finding that the ITC follows the statutory injury factors rather
faithfully without regard to politics.

Finally, a number of writers have criticized the way that the ITC operationalizes the
injury test under antidumping law. They note that Commissioners may confuse corre-
lation with causation, and may rest their decisions on economic fallacies (such as the
notion that underpricing by imports proves injury due to dumping when it in fact may
simply reflect quality differences). They urge greater reliance on economic modeling to
quantify the impact of dumping, including various simulation techniques. Representa-
tive papers in this genre include Knoll (1989) and Boltuck (1991).

5.3.2. Trade-related aspects of intellectual property

The central issues of intellectual property law and policy are addressed elsewhere in
this Handbook. The focus here is on the WTO Agreement on Trade Related Aspects of
Intellectual Property (TRIPs), negotiated during the Uruguay Round of the mid-1990’s.
TRIPs requires all WTO members to afford a range of intellectual property rights on a
non-discriminatory basis to domestic and foreign nationals, including patent, copyright
and trademark protection. Subject to a few exceptions and to some transition provisions
for developing countries, it harmonizes national intellectual property law to a consider-
able degree on issues such as what is patentable or copyrightable, and the duration of
patent protection.

Much of the early writing on the TRIPs proposal focused on the welfare economics
of globalizing intellectual property rights, particularly in the patent arena. The literature
posed two central questions: does the globalization of intellectual property protection
enhance global welfare, and does it enhance the welfare of developing countries? The
answers depend importantly on what one assumes to be the set of available policy in-
struments for inducing the production of intellectual property. It is well known, for
example, that patent protection involves an economic tradeoff between the costs of (tran-
sitory) monopolization of patented products, and the incentives to innovate. In theory,
public subsidies to innovation might achieve an optimal rate of technical progress with-
out the monopoly distortion of patent protection, although in practice the subsidization
of invention is quite limited, perhaps for good reasons related to the capacity of gov-
ernments to direct subsidies appropriately or to the costs of such a process. Deardorff
(1992) assumes that public subsidies are infeasible, and analyzes the welfare economics
of patent protection in a simple two-country model. It reveals the usual tradeoff between
the monopoly distortion and the amount of innovation, here as a function of the geo-
graphic scope of patents. If one assumes that most of the innovation takes place in one
country in the model (tracking the conventional wisdom about the North–South divide),
his model further suggests that enlarging the scope of patent protection will tend to ben-
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efit the innovative country, and will tend to reduce welfare in the other country, with the
effect on world welfare ambiguous in the general case.

The issue is not quite so simple, of course, because intellectual property protection
can affect welfare in other ways besides simply the monopoly/innovation. It is con-
ceivable, for example, that greater patent protection facilitates technology transfer from
North to South, which in turn may facilitate the growth of industries in the South with
positive spillovers. The ultimate question as to how an agreement like TRIPs affects
economic development is a complicated empirical one, therefore, raising issues beyond
the scope of this short survey. A thoughtful assessment of the issues and evidence is that
of Maskus (2000).

The notion that TRIPs is likely injurious to developing countries, however, has been
widely credited. A number of economic commentators suggest that TRIPs works an
unwarranted transfer of rents from South to North, and should never have been bundled
with market access agreements in the trade area, which standing alone are a source of
mutual welfare gains. See, for example, Bhagwati (2002).

Why did the WTO membership nevertheless agree to TRIPs? Scotchmer (2004) of-
fers a political economy model of intellectual property treaties. She posits two countries,
each maximizing national economic welfare. They must decide on the scope of patent
protection for inventions, on whether to produce innovations in the public sector (at a
cost premium) in lieu of offering patent protection, and on whether to afford any patent
protection to the products of the other country (“national treatment” in WTO parlance).
Her model identifies a number of externalities that may (or may not) be successfully
addressed by treaties. For example, if a nation unilaterally grants patent protection to
inventions created abroad, it experiences an outflow of rents on all such inventions that
would have been invented anyway. Only if the benefits from the induced increase in
innovation abroad are sufficient to offset that loss will nations unilaterally extend pro-
tection, and hence they may fail to do so when it is globally efficient. If this situation
arises, the two nations may then improve their joint welfare by an agreement for the
reciprocal extension of intellectual property protection. Similar externalities arise in the
decision to afford public financing of innovation, since the nation that finances innova-
tion bears the costs but the benefits are enjoyed partly by foreign consumers. Scotchmer
explores various cases involving countries that are symmetrical or asymmetrical in their
capacity to innovate and in their consumer population. The externalities vary in their
details by case, but in all cases some opportunity arises for the countries to improve on
Nash strategies through international agreement.

Grossman and Lai (2004) make a number of related points in a model that presup-
poses a binding national treatment obligation on all nations. They utilize a two-country
model capturing stylized assumptions about the North–South divide on intellectual
property rights. In Nash equilibrium, countries fail to account for the benefits that
greater intellectual property protection will yield to foreign consumers, and the level
of intellectual property protection chosen will tend to be inefficiently low. International
agreements can enhance welfare by strengthening intellectual property rights, although
there is no need for “harmonization” to occur as it has to a large extent within the WTO
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system. Efficiency can be achieved through a wide range of policies trading off greater
intellectual property protection in one nation for lesser degrees of protection in the other.

Scotchmer’s discussion makes the further point that not all efficient international
agreements will be reached if intellectual property policy is the only issue on the ta-
ble. Globally efficient agreements may not lie in the bargaining core when the costs and
benefits of agreements are asymmetric. This observation offers a key insight into the ori-
gin of TRIPs, which was accepted by all WTO member states, including less innovative
states that are unlikely to be net beneficiaries of TRIPs standing alone. The inclusion of
TRIPs within WTO auspices is a clear illustration of the issue linkage phenomenon dis-
cussed at some length earlier. Developing countries, which perceive themselves in large
measure as consumers rather than producers of intellectual property, were opposed to
the idea of TRIPs during much of the Uruguay Round negotiations. Intellectual property
interest groups in the developed countries, representing such industries as pharmaceu-
ticals, sound recording and filmmaking, were the principal proponents of TRIPs. The
ultimate willingness of developing nations to accept TRIPs was a consequence in large
part of their ability to obtain market access concessions on other sectoral issues, such as
textiles and agriculture. Their acquiescence suggests that as a whole, developing coun-
tries believed that they gained more from accepting TRIPs and its quid pro quo than by
rejecting it. This observation calls into question some of the criticism of TRIPs from
the development perspective—its impact cannot be assessed in isolation, but must be
considered in relation to the trade concessions that developing countries received in
exchange for it.

Since the entry into force of the TRIPs agreement, perhaps the most controversial is-
sue relating to implementation has involved its effect on access to “essential medicines”
in developing countries, particularly drugs for the treatment of AIDS in the pandemic
regions of Africa. Political controversy over the matter led the WTO membership to
adopt a declaration during its Doha ministerial meeting, underscoring the right of mem-
ber states to engage in compulsory licensing of patents for domestic production and
consumption, and to determine their own policies regarding the “exhaustion” of intel-
lectual property rights. The latter issue concerns the ability of patentholders to prevent
the entry of so-called “parallel imports” into a market where they hold a valid patent. If
they cannot, goods sold by a patentholder at a low price in one market can be exported
or re-exported to another market where the patentholder sells at a higher price, thus
undercutting efforts at price discrimination.

Much has been written about the economic policy issues associated with the Doha
declaration, largely revolving around two central observations. First, any weakening
of intellectual property rights may yield benefits from lower cost access to existing
pharmaceuticals in poorer countries, but will come at some price to the incentives for
pharmaceutical research, especially as to tropical diseases such as malaria and sleep-
ing sickness that are largely confined to developing countries. Second, pharmaceutical
companies are well aware that demand conditions vary across national markets, and are
actively engaged in price discrimination to exploit it. The global welfare effects of such
price discrimination are perhaps ambiguous for the usual reasons, but it is clear that
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policies undermining price discrimination (such as a permissive policy toward parallel
imports) will tend to raise prices in the markets with weaker and more elastic demand,
most likely the poorer nations. Rather than weakening intellectual property rights in
developing nations, a useful response to the current problems may be to encourage in-
ternational price discrimination (by disallowing parallel imports). Such a policy may
provide developing countries with more affordable access to drugs that are marketed
globally (such as AIDS medications), while preserving whatever incentive may exist
for the development of new drugs to address tropical diseases. A related proposal, put
forward by Jean Lanjouw, would allow pharmaceutical companies to obtain patents on
new drugs in either developed or developing countries, but not both (while prohibiting
imports of generic drugs from abroad during the life of a patent). Lanjouw’s proposal
has the advantage of ensuring that drugs are available at marginal cost in developing
countries if they are patented in developed countries (the likely choice for new AIDS
drugs, for example), while leaving open the option for pharmaceutical companies to
obtain patents in the developing world for new drugs addressing tropical diseases. For a
flavor of the debate and the literature, see Scherer and Watal (2002) and Sykes (2002).

6. International investment law

Just as national policies toward trade in goods and services cause externalities, so too
can national policies toward factor flows. As in the trade area, the policy choices of
a “small’ country will not affect factor suppliers or purchasers abroad, where “small-
ness” simply means that the nation has no power to affect factor prices or returns on
world markets. But in many practical settings, national policies to restrict factor flows
can and do affect prices. If a “large” country imposes a tax on foreign direct invest-
ment within its territory, for example, it can extract some of the rents on inframarginal
investments.

Interestingly, multilateral agreements regarding factor flows are of minimal signif-
icance. Immigration policy has long been viewed as the province of national gov-
ernments, and has been little affected by multilateral agreements (save for limited
commitments within GATS to permit the temporary movement of persons to establish
service providers). The WTO has the Agreement on Trade-Related Investment Measures
(TRIMs), but that agreement is no more than a restatement of GATT rules regarding
trade in goods implied by GATT Article III (national treatment) and GATT Article XI
(elimination of quantitative restrictions).8 The OECD put forth a proposal in the 1990’s
for a multilateral agreement on investment, but it failed in the face of anti-globalization
activism.

8 For example, TRIMs prohibits restrictions on foreign investors that require their operations to buy domestic
rather than imported input products. Such restrictions represent a condition affecting internal sale that favors
domestic over imported goods, and violates GATT Article III(4).
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Investment issues have been the subject of numerous bilateral agreements, however,
dating back to early Friendship, Commerce and Navigation Treaties. Recent years have
seen a rapid proliferation of so-called Bilateral Investment Treaties (BITs), and there are
now well over a thousand of them. BITs are generally negotiated between a developed
country and a developing country, and their primary purpose is the protection of foreign
investors against expropriation by the government. They provide investors with a right
to prompt compensation in the event of expropriation, and also typically provide that
disputes may be referred to neutral arbitration. BITs are something of an anomaly in
international law in that they give private actors the right to bring an action against
a government alleged to have violated the treaty (i.e., private “standing”), and further
require a government adjudged to have breached its obligations to pay money damages
to the aggrieved investor. Investor rights provisions along these lines are also to be
found in NAFTA. Many BITs also require national treatment toward investors of the
other party, thus precluding various types of discriminatory measures that do not violate
WTO rules.

Guzman (1998a) reviews the history of BITs, and focuses on a historical puzzle
regarding their rising popularity. He notes that the protection of investor rights in de-
veloping nations has waxed and waned over the past century. After the emergence of
customary international law requiring prompt and adequate compensation for any ex-
propriation of the property of an alien, a movement within the United Nations led to
the passage of a General Assembly resolution that weakened the right to compensa-
tion and restored national “sovereignty” over domestic resources. Developing nations
overwhelmingly supported this resolution. Not long afterward, however, BITs became
popular and many developing countries flocked to them, agreeing under BITs to waive
their “sovereignty.”

Guzman argues that the apparent contradiction in the behavior of developing coun-
tries may be explained by the fact that they were acting collectively in the United
Nations, but were forced into unilateral action by the push for BITs. He suggests that
the opportunity to selectively expropriate investors amounts to a tax on investment that
benefits developing countries because of their collective market power over investment
opportunities. Accordingly, they sought to strengthen that power when given the oppor-
tunity to do so collectively within the United Nations. But whey they were approached
on a bilateral basis and asked to sign a BIT, they faced a Prisoner’s Dilemma. Each
nation could attract more investment by committing not to expropriate investors, but
the private gain from such a commitment was largely a transfer from other developing
nations. The growth of BITs thus represents a cascade of defection from the collec-
tive interest of developing nations. Guzman thus concludes that although BITs may be
globally welfare enhancing because they represent a retreat from the exercise of market
power by developing nations, they may well have lowered the welfare of the developing
world. An alternative hypothesis, of course, is that developing countries came to realize
that their strategy in the United nations was a mistake, and that retaining an opportu-
nity to expropriate raised their cost of capital by more than the gains from any expected
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expropriation (perhaps because of the risk aversion of investors). Although Guzman’s
thesis is surely an intriguing one, it likely does not represent the final word on the matter.

Elkins, Guzman, and Simmons (2004) examine the diffusion of BITs empirically.
They employ three measures to capture the degree to which developing countries com-
pete with each other for capital—the overlap in the countries’ export markets, the
overlap in their export sectors, and the similarity of their labor force and infrastruc-
ture. With all three measures, they find that the likelihood of a nation entering a BIT
is greater if a “competitive” nation has already entered one. They take their results as
support for the proposition that BITs arise as a commitment or signaling device by de-
veloping nations seeking to lower the cost of foreign capital.

Sykes (2005b) examines the related question of why, in dramatic contrast to trade
agreements, international investment agreements routinely afford investors a private
right of action for money damages in the event of a breach of the agreement. He sug-
gests that investment agreements are motivated by a desire for commitments (or signals)
from developing country governments to foreign firms, ensuring protection for the sunk
investments of those firms. To reduce the risk premium on imported capital as much
as possible, developing country governments must credibly promise monetary compen-
sation for expropriation to the investors themselves. Investors cannot count on their
home governments to protect them as well in the absence of a private right of action
because, among other things, some investors may be politically ineffective. Host coun-
tries are thus better off by making a credible promise of compensation to all investors,
whether or not they are well-organized politically in their home countries. In the case of
trade agreements, by contrast, officials in importing nations do not perceive any direct
benefit from reducing the risks to foreign exporters. Increased imports are viewed as
an “evil,” and are tolerated only because they are accompanied by market access con-
cessions abroad that well-organized export groups demand. Parties to trade agreements
thus have little interest in improving export opportunities for exporters that are not well-
organized. For this reason, private enforcement actions may reduce the political utility
of trade agreements because the beneficiary of the enforcement action may be a poorly-
organized export group, and the action may burden a well-organized import-competing
industry. Governments can avoid the loss of political welfare that can arise in such cases
by reserving to themselves the right to decide whether a case should be brought.

Been and Beauvais (2003) address another important issue that has arisen with
respect to investor rights treaties—the definition of “expropriation.” Recent arbitral
decisions pursuant to the NAFTA investor rights provisions have suggested that “ex-
propriation” under NAFTA rules may include what U.S. legal scholars sometimes refer
to as regulatory takings. In one case, for example, an American waste disposal company
won a multimillion dollar award against Mexico after operating permits for a disposal
facility that it was constructing in Mexico were denied on environmental grounds. The
arbitrators concluded that the Mexican government had misled the investor and that it
had reasonably relied on assurances that the facility would be allowed to operate.

Been and Beauvais criticize this and other decisions in so far as they represent a trend
toward incorporating regulatory takings into the protection against expropriation. They
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review the literature on takings generally, which contains two economic arguments for
compensating those injured by a regulatory taking. One strand, often associated with
Epstein (1985), argues that compensation is necessary so that governments will internal-
ize the costs of their regulatory decisions and make them efficiently. Been and Beauvais
echo some familiar criticisms of this argument, making the central point that the argu-
ment for cost internalization by government agencies is weakened by the fact that those
agencies do not reap the benefits of their regulatory actions. To require them to bear the
costs may then distort rather than correct incentives. Another strand of literature, often
associated with Blume and Rubinfeld (1984), argues for compensation as an insurance
mechanism. Been and Beauvais suggest that public compensation for regulatory tak-
ings is difficult to justify on this basis given the moral hazard problem that it creates.
Economically justifiable insurance, they suggest, will generally be supplied by the mar-
ket and should be procured there (they note the existence of market-based political risk
insurance as an example). Finally, they question any suggestion that regulatory takings
compensation will benefit nations by lowering their cost of capital enough to exceed the
costs of compensation—were that so, nations would regularly offer clear assurances of
compensation for regulatory takings and we simply do not observe them. Accordingly,
they conclude that the broadening of the concept of “expropriation” to encompass reg-
ulatory takings is unwise within NAFTA and in other international settings (such as
BITs).

7. International antitrust

The last decade has witnessed an explosion of commentary on international antitrust
issues, spurred by an initiative on the part of some WTO member states to bring com-
petition policy under the WTO umbrella. Much ink has been spilled over the wisdom of
a global competition policy agreement, and over the question whether the WTO is an
appropriate place to locate it. To date, however, only limited international cooperation
on antitrust issues has emerged, mainly through bilateral agreements on the exchange
of information.

Proponents of an international competition policy agreement often make their case
by pointing to policy externalities, the existence of which has long been recognized.
See Ordover and Sykes (1988). For example, a single price monopolist is a source of
deadweight loss in a closed economy. But if the monopolist is an exporter, at least some
of its monopoly profit represents a transfer from foreign consumers. From the national
welfare perspective of the exporting country, therefore, the existence of the monopolist
may be welfare enhancing even though it assuredly reduces global welfare in the aggre-
gate. If the antitrust enforcement authorities in the exporting country give more weight
to domestic welfare than to global welfare, a seemingly plausible scenario, they may
then decline to act against the monopolist even if they might do so in a closed economy
situation. The same may be said about the decision to act against a domestic cartel, or
against domestic members of an international cartel. Anecdotal evidence suggests that
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governments indeed seem to favor national welfare over global welfare at times—the
Webb-Pomerene Act in the United States, for instance, exempts export cartels from an-
titrust prosecution. If the nations that are injured by resulting anticompetitive practices
are for some reason unable to do anything about it, perhaps because of difficulties in
securing jurisdiction or in mounting a credible threat to sanction the firms in question,
behavior that reduces global welfare may persist.

The reverse problem can also arise. Imagine a merger between two firms in a concen-
trated industry, and assume that the merger increases global welfare because it produces
efficiencies that exceed any additional deadweight costs due to the higher oligopoly
margins that may result from increased industry concentration. From the perspective of
a nation that imports the goods produced by that industry, however, the merger may ap-
pear undesirable because the importing nation sees only the possibility of higher prices,
while the efficiency gains may be captured primarily by the foreign shareholders of the
merging firms. If the importing nation has the ability to block the merger, therefore,
it may choose to do so even though the merger enhances global welfare. The general
lesson is that the effects of imperfect competition on the welfare of individual nations
turns critically on the national identity of the consumers and shareholders in an industry
and on the division of surplus among them. It follows immediately that antitrust pol-
icy, which can alter conditions of competition in imperfectly competitive industries, has
potentially important external effects in industries with significant international trade.

Commentators such as Fox (1999) and Guzman (1998b) proceed from such obser-
vations to argue that some degree of international cooperation on antitrust is desirable.
Even accepting this premise, however, a possible difficulty emphasized by Guzman is
the problem of an empty core. He doubts that all nations would gain from a competition
policy agreement that imposed sound principles of antitrust policy. He thus argues for
issue linkage as a possible solution, and thus for embedding competition policy within
the broader WTO umbrella. Opponents of extensive WTO involvement, including Fox,
express concern about the ability of its dispute resolution mechanism to address antitrust
issues adequately, and fear that the WTO tradition of accommodating protectionist pres-
sures may undermine the pursuit of efficient antitrust policy. Still other commentators,
such as Wood (1999), oppose any form of multilateral antitrust agreement. They rea-
son that no consensus exists on the proper principles of antitrust law. If Chicago school
thinking has come to pervade American policy, it has by no means swept the debate
in venues such as Europe and Canada. The compromises necessary to reach an inter-
national agreement on key principles, therefore, might undermine the core values of
national antitrust enforcers.

The evident lack of consensus on many antitrust principles has led some observers to
propose more modest agreements, perhaps imposing a basic national treatment obliga-
tion (an obligation to treat foreign firms no less favorably than domestic firms), and an
agreement to prohibit certain hard core cartel practices. But even these seemingly nar-
row commitments are not without their problems. Antitrust enforcement often involves
difficult and rather subjective judgments—will a merger lead to substantial efficiencies,
and will the increase in concentration cause prices to rise importantly? If national au-
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thorities were accused of shading these judgments to favor their domestic firms over
foreign interests in violation of a national treatment obligation, it is not at all clear
how a dispute process could confidently determine the truth of the allegation. Likewise,
although a consensus may exist that hard core cartel practices such as price fixing are un-
desirable, disagreement may well arise over the question of when price fixing is present.
The long-standing controversy in the United States over the line between price fixing
and mere “conscious parallelism,” and the “plus factors” that are required to prove the
former, illustrates the problem. At least in part because of such difficulties, the prospects
for substantially greater international cooperation on antitrust issues appear rather bleak
at this writing.

8. Human rights law

Despite its importance within the legal academy, virtually nothing has been written
from a theoretical perspective by economically oriented scholars on international human
rights law. Only Goldsmith and Posner (2005) address it briefly.

The subject matter of human rights law is primarily the treatment of domestic na-
tionals by their own governments. Both treaties and customary rules create a number of
“rights” in this regard, ranging from prohibitions on genocide and torture to rules pro-
hibiting discrimination on the basis of race or gender. It is not immediately obvious why
such matters, which are seemingly internal to each state, should become a subject of in-
ternational law at all. The best theory of an “externality” is perhaps altruism—citizens
of foreign states care about the welfare of oppressed people abroad to a degree, and are
willing to expend resources to help them. Certainly the recent history of humanitarian
interventions in various settings offers some support for the existence of this external-
ity. Yet, unlike the externalities discussed in earlier sections of this chapter, there is little
reason to think of this externality as reciprocal: citizens of the United States may care
about the fate of repressed minorities in Serbia, Iraq or Afghanistan, but there is little
reason to think that citizens of those countries simultaneously worry about human rights
violations in the United States. Thus, human rights agreements do not fit well within the
standard model of international agreements under which each signatory gains from the
elimination of a reciprocal externality, and it is something of a puzzle as to why nations
with weak human rights regimes would sign them (absent side payments, which we
do not seem to observe). Likewise, international human rights treaties generally lack a
formal enforcement mechanism, and it is difficult to see how such agreements can be
self-enforcing. Threats of mutual defection are useless if a violator state does not care
about defection by another.

Hence, a positive theory of human rights agreements must look to other considera-
tions. Some of the explanations that Goldsmith and Posner offer for customary inter-
national law may have purchase. Human rights agreements may simply memorialize
a coincidence of interest among most signatories, stating principles to which their do-
mestic legal systems already conform. Repressive states may sign such treaties as well
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thinking that violation is essentially costless, and that a public commitment to human
rights may have some modest political benefit. Coercion is another possible explanation.
Liberal states may create human rights treaties for the purpose of altering the global po-
litical dynamic when they contemplate the use of force or economic sanctions. Support
for coercive actions against repressive states may be enhanced if the repressive states
can be said to be in violation of international law. Related, human rights violations may
become the predicate for war crimes trials after a successful military intervention, and
may then have some value for the deterrence of rogue leaders. Finally, political scien-
tists have noted that where human rights treaties are binding under domestic law, such
as certain intra-European agreements, they may be used by the leaders of newly de-
mocratic states to tie the hands of future leaders and thereby to discourage a return to
authoritarianism.

In light of these considerations, it is perhaps unsurprising that violations of human
rights agreements are rampant, as Goldsmith and Posner document. The finding in the
empirical political science literature that ratification of human rights agreements seems
to have little effect on the behavior of ratifying states is also unsurprising. See Hathaway
(2002). Human rights treaties in the main commit liberal states to behave as they would
anyway. Whenever a treaty would require a liberal state to change its policies, they
typically sign only with a reservation (such as certain reservations taken by the United
States to preserve its right to use capital punishment). Rogue states and other repressive
regimes may or may not sign human agreements, but when they do so they generally
have no intention of altering their behavior to comply.

9. Conflicts of law

Conflicts of law, a traditional focus of academic work on “private international law,”
arise when aspects of a legal dispute may be governed by two or more different legal
rules. The issue usually arises when a dispute involves parties who are citizens of dif-
ferent states. Although the subject is often discussed with reference to conflicts of law
among domestic jurisdictions, it has an obvious international counterpart. Consider, for
example, the events some years ago in Bhopal, India involving an explosion at a chemi-
cal plant owned by an American company (Union Carbide). Suppose that injured parties
wish to file a lawsuit seeking compensation—should the suit be governed by Indian law
(the law of the jurisdiction where the accident occurred), U.S. law (the law of the juris-
diction in which the defendant is incorporated), or the law of some other jurisdiction?
The question is an important one because the choice of governing law may significantly
affect the plaintiff’s chances for victory, or the damages that the plaintiff can collect. It
may also have other allocative consequences as discussed below.

To the extent that local laws are tailored to reflect local conditions (such as the resi-
dents’ willingness to pay for safety), a simple argument may be made for applying the
law of the jurisdiction where the harm arose. But such a rule may lead to strategic incen-
tives that create important inter-jurisdictional externalities. The work that has been done
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on the subject in the domestic context focuses on the question whether states will ma-
nipulate their choice of law rules to extract surplus from other states, and whether that
in turn will adversely affect other rules of substantive law. The two leading papers ex-
plore these questions with particular reference to state products liability law. McConnell
(1988) considers the consequences of the traditional U.S. rule for choosing the law to
govern an accident—the rule that the court should apply the law of the jurisdiction in
which the accident occurred (the “territorial rule”). He suggests that under the territo-
rial rule, states will have an incentive to adopt substantive rules of accident law that
inefficiently extract surplus from other states: Injured parties will tend to sue in their
home state, McConnell suggests, so that most suits will involve in-state plaintiffs, yet
many defendants will be out of state companies. On average, therefore, an inefficiently
pro-plaintiff law can transfer wealth into the state as long as sellers cannot adjust their
prices to reflect liability costs in each state. Out of state product manufacturers cannot
do so, argues McConnell, because arbitrage across jurisdictions prevents price discrim-
ination. Thus, the equilibrium is one in which all states tend to employ suboptimally
pro-plaintiff laws. They would benefit from cooperation to avoid the problem, but co-
operation is difficult when the number of states is large.

Hay (1992) challenges this analysis, noting that it rests crucially on the assumption
that states must employ the law of the jurisdiction where the accident occurs. An alter-
native choice of law rule has emerged in the United States under the rubric of “interest
analysis,” which Hay suggests is sufficiently malleable to allow states to choose between
the law of the state in which the accident happened and the law of the state of the de-
fendant. He argues that states will jettison the traditional rule, and use interest analysis
to choose whichever law is more favorable to their in-state plaintiff. Their incentive to
adopt pro-plaintiff rules of substantive law then diminishes because such rules become
a double-edged sword. They benefit in-state plaintiffs in suits against out-of-state firms
as before, but they can also be invoked by out-of-state plaintiffs in their home states to
disadvantage in-state firms who do business there and become defendants. He further
notes that once all states switch to interest analysis, states with relatively pro-plaintiff
laws will cause their firms to relocate to jurisdictions with more pro-defendant rules.
Hay does not fully model the resulting equilibrium, but suggests that this process will
exert powerful discipline on the tendency of states to adopt unduly pro-plaintiff laws.

This work on domestic issues suggests some principles that bear on the international
context as well. States can exploit out-of-state sellers of goods and services (or in-
vestors) through pro-plaintiff rules of substantive law, or pro-plaintiff conflicts of law
rules, only if the out-of-state entities are unable to adjust their prices to recover differ-
ences in costs across jurisdictions or if they have made sunk investments in the state
and the legal rule comes as a surprise. As to the first problem, arbitrage may be less
of a constraint on international price discrimination given transportation costs and trade
barriers, but the problem may still arise. As to the second, unanticipated changes in li-
ability rules are certainly possible, although prices may adjust going forward to restore
a competitive return. Investors fearful of unanticipated liability may also charge a risk
premium in capital markets, creating an incentive for host states to signal their intention
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to maintain existing rules if they can do so credibly. It is questionable whether BITs
have any force in this regard, as it is doubtful that a change in a liability rule would be
deemed “expropriation.”

Even if investors anticipate all liability rules, however, inappropriate choice of law
rules can distort investment (as well as trade patterns). To return to the Bhopal exam-
ple, suppose that U.S. law is more generous toward plaintiffs than Indian law. Suppose
further that Indian law allows Indian plaintiffs to choose between Indian law and the
law of the jurisdiction in which the defendant is incorporated in all suits against foreign
companies doing business in India. U.S. firms will then be at a competitive disadvan-
tage relative to Indian firms and perhaps third country firms as well. The result will be
to encourage investment, production and/or imports from firms that may be less effi-
cient than U.S. firms. Put differently, if the choice of law rules result in non-uniformity
in the rules applied to companies from different countries, the problem of trade diver-
sion arises along with the distortion of investment patterns. The same problem arises if
Indian plaintiffs are allowed to come to U.S. courts and invoke U.S. law against U.S.
companies when they cannot invoke the same rules against competitors of U.S. compa-
nies. These points may be found in Sykes (2006b), which demonstrates formally that
discrimination in the substantive tort rules applicable to exporters or investors of differ-
ent nationalities can lower global welfare, even if the alternative to discrimination is the
uniform application of tort law that is inadequate to induce proper levels of precautions.
The open question is whether the sorts of rules that can produce these distortions will
emerge and persist in equilibrium, thus justifying some sort of international cooperation
to address the problem.

The scope of the issues raised by choice of law problems is, of course, far broader.
In many substantive areas of law, the decision by one jurisdiction to apply its law
to transactions or events outside its jurisdiction will create important externalities.
Economically-oriented scholars have begun to wrestle with some of these issues in a
few areas, such as securities regulation. See Romano (1998). But much remains to be
done. Guzman (2002b) provides an overview of the issues and some general principles
for consideration, with particular attention to issues arising in antitrust, securities and
bankruptcy.

10. The international commons: the example of fisheries

I conclude with a short note on an important source of international externalities not
yet noted in this chapter: the problem of incomplete property rights. Many valuable
resources are unowned, leaving no actor with an incentive to protect them from uneco-
nomic deterioration or more generally to maximize their value. The problem arises with
the atmosphere, the oceans, space, Antarctica, the common pasture, oil pools, and in-
numerable other resources. I will use fisheries to illustrate the problem because of the
rather interesting (and also discouraging) body of international law on the matter.
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To crystallize the nature of the externality problem, consider a two-period model of
a fishery adapted from classic analyses by Gordon (1954) and Cooper (1975). For a
single species fishery, let Ht denote the total number of hours of fishing labor required
to catch Yt fish in fishing season t , and let st denote the stock of fish at the beginning of
season t . The relation between H , Y , and s is given by Ht = f (st )(Yt )

2, where f ′ < 0
and f ′′ > 0. Thus, the amount of time per fish invested in fishing increases as the catch
increases (reflecting the increasing scarcity of fish), and decreases as the initial stock of
fish increases. The beginning of season stock is determined by the size of the stock at
the end of the last season plus new “births” given by a transition function that relates
the number of new fish added to the fishery between seasons to the end of period stock:
st = st−1 − Yt−1 + B(st−1 − Yt−1). We assume that B ′ > 0 at least up to the point of
some ecological limit on the fishery, and B ′′ < 0. The price of fishing labor is unity,
and the price of a fish, assumed constant over time for simplicity, is p. The social rate
of discount is r , and let δ = 1/(1 + r).

Efficient use of this price-taking fishery requires that the discounted value of profits
from the fishery be at a maximum. Using the relation between fishing hours and the
catch, the profit function may be written as:

π = pY1 − f (s1)(Y1)
2 + δ[pY2 − f (s2)(Y2)

2].
The optimization problem is then to select the size of the catch in each fishing season
to maximize this function, subject to an initial condition on the stock of fish and to
the transition function. The solution to this dynamic programming problem is found
by backwards induction. The maximization of season two profits given the initial stock
in season two simply requires that price be set equal to marginal cost in season two:
p = 2f (s2)Y2, which allows season two profit (π2) to be expressed as a function of s2.
Substituting into the profit function above and using the transition function and the
initial condition on the stock, the first order condition for the optimal catch in season
one (assuming a positive amount of fishing is optimal) may be written as:

p = 2f (s1)Y1 − δ(∂π2/∂Y1).

This condition also states that price must equal marginal cost, but has two components—
the season one marginal cost given the initial stock, plus the effect of marginal fishing
in season one on discounted profit in season two (via its effect on the season two stock).
Assuming that the fishery is below its ecological limit, the second term on the right hand
side is positive. Denoting the first term on the right hand side as “short-term” marginal
cost, it is clear that properly computed marginal cost exceeds short-term marginal cost,
and that the optimal amount of fishing is lower than would be implied by an equality
between price and short term marginal cost.

The relationship between this condition for efficient use of the fishery, and the market
equilibrium that actually emerges, will depend on the market structure of the industry
that uses the fishery. Imagine, for example, that the rights to use the fishery are owned by
a single profit-maximizing company. Such a company would confront the profit maxi-
mization problem stated above, and would exploit the fishery efficiently (the company’s
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“monopoly” over the fishery causes no inefficiency because it is a price taker in the
market for fish).

As the number of companies using the fishery increases, however, externalities
emerge within each season and over time. To isolate the first, assume that each company
in each season chooses its fishing effort in Cournot–Nash fashion, taking the fishing ef-
fort of other companies as given. Each company will equate price to its private marginal
cost, which will incorporate the marginal effect of its own fishing on the hours required
to catch fish. But it will neglect the fact that its own fishing also increases the costs to
other companies of catching fish. The size of this external effect will tend to be greater
as the number of companies using the fishery increases. In the limit, very small compa-
nies may behave as if the effect of their own fishing on the hours required to catch fish
is zero. The equilibrium for this limiting case may be derived readily (I suppress time
subscripts for simplicity). Let y and h denote the catch and hours investment of a small
company. Each small company confronts the profit function per season of π = py − h,
where y is given by the average productivity of fishing (Y/H) times its hours of fish-
ing, and average productivity is taken to be fixed by each company. Equilibrium requires
zero profits, which in turn implies that p = Y/H . The last equation states that in equilib-
rium, price will equal the average cost of fish, in contrast to the condition for efficiency,
which requires price equal to marginal cost. Because average cost lies below marginal
cost, the equilibrium involves excessive fishing. More generally, it is not difficult to
show that with symmetric Cournot–Nash firms, the efficiency of the market equilibrium
in each season (taking the initial stock as given) declines steadily as the number of firms
increases—the greater the number of firms, the larger the wedge between private short
term marginal cost and social short term marginal cost.

The intertemporal externality arises for essentially the same reason. With more than
one firm in the fishery, each firm will take account of its own effects on the future
stock of fish and its future costs of fishing, but will neglect the fact that greater fishing
effort in the current season also raises costs for other firms in future seasons. Thus,
focusing on the second term on the right hand side of the efficiency condition for season
one, the private cost of fishing in period one via its effect on future profit is again less
than the social cost. This further exacerbates the over fishing problem, and will tend to
become more acute as the number of firms rises. In the limiting case, small firms may
completely ignore the effect of their fishing effort on the future stock, and the market
equilibrium in each season will involve price equal to short term average cost. Any
number of trajectories are possible depending on the biology of the fishery, of course,
but in the worst case scenario, the stock of fish may shrink steadily until the use of the
fishery is no longer economical at all.

Possible corrective measures include all of the usual suspects. Restricting access to
the fishery can improve the efficiency with which it is managed. Command and control
regulation over the size of the catch can also help, as can taxes on fishing. The choice
among these mechanisms turns on familiar considerations that I will not detail here.

To return to the subject of international law, however, the challenges of fisheries
management can become all the more acute when no one regulatory authority has



Ch. 11: International Law 821

jurisdiction, so that a need arises to coordinate across jurisdictions. The history of inter-
national cooperation on fisheries management, however, is by and large unimpressive.
The Law of the Sea grants each state dominion over a 12-mile area of territorial waters
along its coastline, from which it has the right to exclude others. But very little has been
done to coordinate fishing in the open oceans. The only substantial cooperation seems
to arise when fishing directly or indirectly affects endangered species such as sea turtles
or certain whales.

A number of factors may explain the lack of progress in this area. First, considerations
of political economy suggest that support for fisheries management policies may be
limited. Even if fishery restrictions would raise the discounted value of profits, existing
fishing companies may not favor them. Their time horizons may be limited by the life
of their sunk capital, and they may see the benefits of fisheries management inuring
to their successors. Other beneficiaries include the future consumers of fish, who seem
unlikely to exert much political pull toward cooperation. Companies such as canneries
and other fish packing operations may weigh in favor of fisheries management, but the
balance of political forces is unclear both within and across jurisdictions.

Second, the fisheries management problem can be highly complex. Interested parties
may disagree on the optimal policy. Further, the policy in place in one fishery may have
spillover effects on another—a reduction in over fishing in one area may raise prices or
divert sunk capital resources to cause greater over fishing in another.

Finally, the enforcement of cooperation is likely difficult, particularly on the open
oceans. Defections may be difficult to detect, and enforcement may be plagued by a free
rider problem. The suspicion that another party is cheating may lead any agreement to
unravel.

In light of these considerations, it is perhaps no surprise that the limited successes in
the area have involved measures to protect endangered species. Such measures attract
the support of the environmental lobby, which is the most striking example of diffuse
interests coming together to organize politically. They may also attract private third-
party enforcers such as Greenpeace, which has played a prominent role in publicizing
violations of the Whaling Convention.

11. Conclusion

Economic analysis of international law is still in its infancy. With the exception of
international trade, where economists with an interest in legal institutions have made
considerable progress in understanding some of those institutions, formal analytic work
is scarce and careful empirical work is rare. Few fields offer more opportunities for
fruitful research.

Indeed, international law encompasses many subjects that I do not mention at all in
this chapter, primarily because the economically-oriented work done on them to date is
too sparse or non-existent. Consider such topics as the law of the sea, the law of avia-
tion and outer space, and the law of arms control—each raises its own set of externality
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issues with an array of legal responses. Little or nothing has been written about them
by economists. Over-arching arrangements such as the Vienna Convention on the Law
of Treaties,9 and the draft articles on the Responsibility of States for Internationally
Wrongful Acts10 have also attracted little attention, as have many aspects of domestic
law that bear on international relations such as foreign sovereign immunity principles.
Of course, many of the subjects that I do discuss above have vast numbers of open
questions. Even in the trade area, which has received more scholarly attention than
other subjects by orders of magnitude, many important legal subjects remain largely
unaddressed (such as the reasons for the persistence of antidumping law, noted earlier,
or the elaborate WTO rules for services and agriculture trade). The general theoreti-
cal approach considered in this chapter—identify the pertinent externalities or market
failures and then consider the problem of how to design an optimal contract to address
them—can bear fruit in most all of these subject areas.
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