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2 S. Majumdar, I. Vogelsang and M. Cave

1. Introduction

The Objective of the Second Volume of the Handbook of Telecommunications
Economics is to highlight the economic aspects of the evolution of communica-
tions technologies beyond the basic fixed-line telephony infrastructure that was
covered in Volume 1. In that book, structural, regulatory, and competition policy
issues with respect to a well-known technology were covered. The state of tech-
nology evolution is still in a flux. Yet, convergence is real. Technological options
have increased in a quantum manner, fueled by the creativity of entrepreneurs and
policy makers world wide, and it is safe to infer that a process of creative
destruction is underway. The current volume, therefore, covers the major techno-
logical developments and tracks the changes in these developments, linking them
to the ways that both communications can take place and that institutions and
policies can evolve.

A ‘command and control’ institutional structure that has evolved over a
century, with the traditional PT&T model, has now to face a battle of ideology
with the concept of self-regulation that has driven the growth of the Internet. Yet,
there is an extremely vital symbiotic relationship between the two ideologies as the
Internet ultimately depends on the last mile connection in the old-established
telephone system for it to make its presence felt in the consumer’s home.

Following these overarching themes, the initial chapters try to answer the
following issues. What are the key communications and network technologies?
What are the key economic characteristics of these key technologies? For example,
how do bandwagon effects arise in these sectors and how do different communica-
tions technologies compete with each other as they are evolving? This part includes
the specific evolutionary patterns of some key communications technologies and
infrastructures, some of which are broadband applications in the existing back-
bone, the cable sector, the mobile sector, the satellite sector, and the related
behavioral and institutional patterns that are affecting these evolutionary patterns.

After that follows a number of chapters on the Internet, which is not a technol-
ogy per se but a phenomenon—perhaps akin to a Tsunami. These chapters deal
with patterns of diffusion of the Internet, issues of connectivity between Internet
service providers, dealt with as the peering phenomenon, issues of quality of
service and network pricing in an Internet-driven context, and the issue of Internet
domain names.

In the following institutional section, the first two chapters deal with some
germane institutional issues in the context of technological convergence—namely
mergers between parties, such as AOL-Time Warner, and antitrust issues, such as
Microsoft. At the same time, the chapters focuses on regulation vs. competition
policies in addressing bottleneck and bandwagon effects and the U.S. and
European telecommunications frameworks.

Finally, the closing chapters sum up what is known about the relationship
between the evolution of new technologies, particularly communications
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technologies, and economic performance parameters, such as growth and devel-
opment, and what policy mechanisms will be required at a country level to enhance
the speed of diffusion of new technologies across various country contexts.

2. Evolution of major alternatives to traditional telephone networks

2.1. Emerging network technologies

In the traditional Industrial Organization framework the opening chapter,
Chapter 2, “Emerging Network Technologies,” by Dale Hatfield, Bridger M.
Mitchell, and Padmanabhan Srinagesh characterizes the basic conditions of sup-
ply, as it is now evolving, in the telecommunications sector. At the same time, it
clearly shows how these basic conditions shape and are themselves shaped by the
structure, conduct, and policies in the sector. The authors take the traditional
switched telephone network as their starting point to show how emerging tech-
nologies will affect message communication.

Following a detailed description of characteristics of traditional voice data and
cable television networks the authors discuss the architecture of public switched
telephone networks (PSTN), and its limitations in responding to changing
demands placed upon it by alternative media and new technologies. In contrast,
the architecture and institutional approach of the Internet has led to the emer-
gence of a vision of an evolving network that conveys all applications, whether
they be voice, data, images, video, or multimedia. Similar pressures are shown to
have resulted on cable TV, commercial wireless, and satellite networks with cor-
responding responses. Finally, the authors address the effects of positive and
negative message externalities that have gained prominence in light of emerging
message technologies.

The traditional PSTN is ideally matched to voice traffic. It is based on circuit
switching and time division multiplexing to prevent latency of traffic. In contrast,
data traffic is based on packet switching and statistical multiplexing, which
involves the sharing of transmission capacity. Thus, a data network can deal with
bursting data traffic and is error free, but it results in some latency. Because the
traditional PSTN cannot handle data and multimedia traffic well, it cannot make
use of scale and scope economies from combining these types of traffic. On the
traditional PSTN bandwidth is only available in fixed increments. Its dedicated
capacity cannot handle bursting traffic. There exist high costs of setting up calls.
The access network is largely analog and there is vulnerability to single-point
failures. New technologies and more demand for network reliability therefore
suggest changes in the PSTN architecture.

New but already established developments in traditional wire line architecture in-
clude SONET/SDH, interoffice signaling and intelligent network (IN) features. The
signaling network SS7 is packet-switched. Additional service logic and associated
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databases connected to signaling packet switches form the IN. Thus, the intelligence
is contained in the network, while user equipment is dumb. The integrated services
digital network (ISDN) access network has not been successful in the U.S. but is now
widespread in Europe. The worldwide spread of digital subscriber line (DSL) sup-
ports two parallel and quite different networks that have the access lines in common.

In contrast to the PSTN the Internet uses routers with dumb functions. The
intelligence is on the edges and in the terminals. In contrast to traditional data
networks the Internet is not responsible for correcting errors. Rather, error
correction is done by hosts. Voice over Internet Protocol (VoIP) potentially has
large capacity requirements. Again, the intelligence is in the terminals. The
authors expect that traditional telephone companies will disappear, as the Internet
architecture takes over.

The trends in the traditional PSTN are shaped by advances in cable TV and
wireless, but these influences are entirely mutual so that new cable TV networks
(triple play) look more like the new PSTN and, similarly, cellular networks are
evolving into an equivalent structure. The greater similarity of network structures
and, therefore, network abilities in performing services along with their parallel
existence will increase competitive pressure among the different types of compa-
nies, even if competition within the fixed network types is limited by near mono-
polies in the access networks, while wireless networks support oligopolistic access.
The authors predict increased competition at the ‘wholesale’ level between net-
work components of all networks. In our view, the intensity of such competition
increases with the level of player in the network hierarchy. Wholesale competi-
tion is strongly affected by unbundling policy. Intermodal competition will be
limited by differentiating demand and supply characteristics that can be
maintained for some time. Relevant demand characteristics include quality of
voice communication, reliability of service, and prompt and fault-free delivery
of messages.

The main differentiating factors on the demand side are speed, voice quality,
and mobility and on the supply side the relative access costs and usage costs
(Vogelsang, 2003). For example, wireless networks have low access and high usage
costs, combined with low speed and voice quality, and high mobility. In contrast,
fixed networks have high access and low usage costs, which they combine with
high speed and voice quality and no mobility. The combination of these factors
gives fixed networks a limited niche for high demand customers outside their
mobility needs but lets them exit the low demand voice market, while wireless
networks will dominate low demand voice markets and compete with fixed net-
works for non-mobile voice and low-speed data services. Wireless will continue its
niche for mobile services.

Positive message externalities, as opposed to pure network externalities, lose
importance through reduction in calling prices, and the move to flat rates, and
moves toward ‘single-party’ forms of communication, such as web browsing, file
transfers, etc. At the same time, negative message externalities from unwanted
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calls and messages increase due to low cost of sending multiple messages to many
receivers. The authors show in a formal model that, as a result, welfare-optimal
calling charges should slightly exceed marginal costs.

2.2. Bandwagon effects

The importance of network effects in telecommunications networks has been
appreciated for decades, but recognition of the role such or similar considerations
have across the much broader and longer value chain of information and com-
munications industries is more recent. While Jeffrey Rohlfs, in his chapter, focuses
on telecommunications, Jeffrey Church and Neil Gandal consider a broader range
of illustrations of network effects in their chapter.

Earlier work on bandwagon effects has emphasized herd-like behavior of con-
sumers, but Jeffrey Rohlfs, in Chapter 3, “Bandwagon Effects in Telecommunica-
tions,” grounds his analysis on special features of network industries. He
distinguishes “network externalities”—direct network effects, from ‘complemen-
tary bandwagon effects,” where consumers benefit from the greater availability of
competitively supplied complementary product. He notes that owners of CD
players, digital television sets and PCs benefit from the latter, as do users of the
Internet—in each case, the greater the spread of ‘hardware’ ownership or use, the
more the ‘software’ that is available.

Bandwagon effects have implications for the demand curve, creating the possi-
bility that it is upward sloping over a range, expressing the fact that, as more units
are sold and bandwagon effects come into play, marginal consumers’ willingness
to pay increases. Provided a critical mass of consumers is achieved, which depends
on the size of the relevant community of interest, sales will grow.

This has a powerful impact on pricing incentives and optimal pricing, and the
author exemplifies this by the telephone sector. Whereas call externalities can be
internalized (e.g., by alternation of the roles of caller and called party), the same
does not apply to subscriptions, and this creates a possible basis for providing
subsidies to get people on to the network, thereby benefiting existing subscribers.
Devising optimal telephone prices involves the estimation of these externalities
and also of the complex demand relationship linking subscriptions and calls.
Jeffrey Rohlfs relates these considerations to the historical pattern of telephone
prices in the United States, pointing out inefficiency of (but popularity of) low
subscription rates and unmeasured local service. He also notes that since the
externalities associated with calls to Internet service providers (ISPs), unlike those
associated with voice calls, cannot easily be internalized there is a case for
providing those at below cost.

The final section of Jeffrey Rohlfs’ chapter is devoted to the impact of band-
wagon effects on the termination of fixed to mobile calls, an area which, as the
chapter “Wireless Communications” by Joshua Gans, Stephen King, and Julian
Wright demonstrates, has recently become subject to regulation. Under the calling
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party pays (CPP) system in Europe (and unlike the receiving party pays (RPP)
system in North America), the called party’s operator provides exclusive access to
that party, for which it can change a monopoly price. If that price is to be
regulated at an efficient level, it is appropriate to take account of the network
externality associated with subscription. Citing work that he undertook in the
U.K., the author shows how this can be done.

2.3. Platform competition in telecommunications

Jeffrey Church and Neil Gandal, in Chapter 4, “Platform Competition in Telecom-
munications,” set out the classification of networks into those which are direct,
linking complementary inputs, such as origination and termination assets for a
telephone call and those which are indirect, where the effect on consumers is achieved
through the supply of complementary products, such as the software available for
PCs'. These networks then generate externalities, which influence both consumer
benefits and the competitive process, leading (possibly) to coordination problems,
standards wars, tipping equilibria, and consumer lock-in.

A major strand of the literature, reviewed in this chapter, deals with standards,
set either administratively by state organizations or in the marketplaces. Business
strategies in standards contests, involving pricing, marketing, and the creation
of open standards have been extensively analyzed. As to their efficiency, many
results have been found in particular cases—authors noting that ‘the tendency in
theoretical literature is for the equilibrium to be characterized by insufficient
standardization or too much variety’ (emphasis in original).

A second strand deals with battles for compatibility. A firm owning a platform
that is dominant can extend its market power by denying compatibility to equip-
ment produced by rivals—either directly (e.g., refusing to allow a competitor’s
equipment to be attached to its physical network), or through the exercise of
intellectual property rights. Manipulation of interfaces has become a major issue
in both communications and computer systems, attracting the attention of reg-
ulators and the antitrust authorities—see the Microsoft cases in the U.S. and
Europe. Successful use of compatibility weapons can help a firm to extend its
dominance from one generation of technology to another. For example, ensuring
that a rival’s superior software is incompatible with the installed base of hardware
assists the maintenance of that hardware dominance into the next generation, by
preventing rivals from breaking into either sector.

Much attention has been paid, both theoretically and empirically, to the stan-
dard setting process. Cooperative standards come into existence where no firm will
earn higher profits by refusing to participate in the common process. Cooperation
is thus favored in situations where a common standard will enhance consumer
adoption and where no firm has acquired a dominant position in the relevant

' Ronhlfs’ slightly different terminology is described below.
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intellectual property. The technologies for wireless local area and wider area
networks, such as Wi-Fi and Wi-Max, discussed by the authors in their chapter,
provide interesting case studies of cooperative standards setting.

In Europe at least, mobile communications have been subjected to governmen-
tal standard setting, with the adoption by the European Union of a harmonized
GSM standard for second generation wireless technology. In North America, by
contrast, operators were free to choose their own technology. This provides an
interesting case study of the costs and benefits of the alternative approaches,
although the issue remains unresolved as yet.

Among the examples of platform competition that the authors consider is that
between satellite and cable television in the U.S. In this case satellite distribution
sought to establish itself in a market dominated by cable, assisted by various
legislative and regulatory interventions designed to prevent the new platform from
being denied access to programming. The impact on cable TV is analyzed in more
detail in Hazlett’s chapter in this volume.

2.4. Broadband

Broadband is the area where the three platforms of DSL, based on the existing
telecommunications networks, cable, and wireless compete, in a marketplace to
which governments attach the greatest importance, many of them seeing broad-
band diffusion as the key to growth in the knowledge economy.

Robert Crandall, in Chapter 5, “Broadband Communications,” identifies these
and other more advanced networks, each characterized by different speeds (up-
stream and downstream) and areas of application, drawing attention to the
differences between DSL over copper and the hybrid fiber-coaxial cables on which
cable relies.

A review of national experience of broadband penetration in the OECD area
has showed, in June 2003, Korea to be an outlier at the top, with the United States
and Japan at the head of the second quartile. The presence of a cable network
accounts for a high, but normally declining, proportion of subscribers, in most of
the countries at the top of the diffusion league, thus demonstrating the advan-
tages which are derived from interplatform competition.

Robert Crandall describes the regulatory framework for the development of
broadband in the United States and the European Union”. He cites studies by
Hausman and others that argue that regulatory requirements on incumbent
telephone companies to unbundle network elements are inappropriate because
incumbents lack market power. Their effect has been to chill investment by
telephone companies, which would otherwise have challenged the cable compa-
nies’ stronger market position in broadband. At the same time Hazlett, in his
chapter in this volume, suggests that cable companies have themselves restricted

2 See also the chapter by Geradin and Sidak in this volume.
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the capacity they devote to broadband, because of the threat of regulation. The
Federal Communications Commission (FCC), is however seeking to restrict, if not
eliminate, mandatory access by competitors to incumbent’s future deployments.

In Europe, some progress has been made in regulating the supply by dominant
telecommunications companies of a service known as wholesale broadband ac-
cess, or ‘bitstream,” which comprises of access to carriage on copper loops, digital
subscriber line multiplexers (DSLAMs) and backhaul on, for example, an ATM
network. The pricing of this service has proved problematic, not least because its
costs are uncertain. For this reason, several European regulators have favored an
approach known as ‘retail minus,” where prices are set, in the style of the efficient
component pricing rule (ECPR), on the basis of the access provider’s retail price
for a broadband service minus its costs of providing those services, which the
access sector provides itself. The ERG has mooted in the same document an
approach to broadband regulation in which competitors are encouraged progres-
sively to replicate the incumbents assets, starting with backhaul and DSLAMs and
possibly culminating in replication of the local loop itself.

The diffusion of broadband is also leading to concerns about the ‘digital divide’
and to discussion of the extension of universal service obligations to cover broad-
band. With household take-up rates of the order of 10-25 percent in the more
advanced OECD countries, and with access to broadband being increasingly
expanded as a result of enabling more and more exchanges to provide asym-
metrical digital subscriber line (ADSL), there is little appetite on the part of
governments and regulators at this stage to provide subsidized access to all.

The current focus on developing broadband competition is both widespread
and understandable. Competitive broadband suppliers based on cable or DSL
technologies have the potential, via new voice technologies, to break incumbents’
dominance in fixed voice. They might also provide a basis for more competition in
the roll-out of fiber to what is sometimes referred to as next generation broad-
band. As the diffusion of broadband accelerates, the success or failure of attempts
to promote competition will become more visible.

Yet, the danger is all too real that the quantity and intensity of regulatory
debates in the older economies, in telecommunications terms, such as that of the
United States and Europe, will lead them to decline as the newer economies, such
as China, India, Japan, and South Korea, bypass the regulatory regimes consid-
ered irrelevant and promote broadband diffusion actively so that the largest
numbers of persons in the world have eventual Internet connectivity.

2.5. Cable television

Thomas Hazlett begins his Chapter, “Cable Television,” by noting Negroponte’s
prediction that while we were born into a world of making voice calls over wires and
watching over-the-air television, this would soon be reversed. While the use of cable
to deliver television programs has become the dominant mode of transmission in
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highly cabled countries in North America and parts of Europe, even in the U.S.A.
satellite television represents a competing platform, and elsewhere new higher
capacity digital terrestrial transmission technologies are being developed.

Nonetheless the market power exercised by U.S. cable companies, and legisla-
tive and regulatory attempts to curb it, is a major theme of this chapter. After
initially restricting cable growth in favor of traditional broadcasters—as the FCC
put it in 1966, restricting the role of cable to complement, rather than substitute
for over-the-air and services—from 1976 cable was subject to deregulation. First,
the FCC dropped its rules preventing cable systems from carrying any but the
closest broadcast TV stations; then the courts struck down regulations on premi-
um movie channels; then, in 1984, Congress passed the Cable Communications
Act, which simultaneously outlawed rate-fixing by local authorities and restricted
competition in video from telephone companies. This caused prices, quality of
service and subscriber numbers to grow.

The rise in prices itself contributed to a re-regulation via the Cable Act of 1992,
which led to rate regulation where effective competition was found to be lacking.
The author reports a complex series of reactions by cable companies, of which the
most prominent were reduced investments, efforts to switch subscribers to less
regulated higher tiers of service and overload of regulatory officials by requests for
rate increases. Following passage of the 1996 Telecommunication Act, cable rate
controls were again abandoned from 1999.

The rapid alteration of policy over rate regulation was accompanied by exten-
sive debate over the degree to which cable operators, particularly multiple system
operators (MSOs), were able to exercise market power in other ways, as monop-
sonists in relation to program suppliers, through vertical integration with the
latter and by predation of rival operators or ‘overbuilders.” Thomas Hazlett notes
the difficulty of establishing whether a large buyer is underpaying for program-
ming in a heterogeneous product market characterized by keen bargaining, and
that there appears to be no rule that ownership ties between program makers and
cable operators are essential for the success of either.

As noted by Robert Crandall, in his chapter “Broadband Communications,”
cable operators now have a major alternative revenue stream through the supply
of broadband and, in some countries, cable telephony. At the same time DSL and
satellite offer increasing competition in the delivery of cable’s traditional enter-
tainment services. The widening of the marketplace through convergence will
attack market power in previously separated services and should transfer the
pressures on cable operators throughout the world.

2.6. Wireless communications

Gans, King, and Wright, in Chapter 7 survey developments in “Wireless Com-
munications.” As they note, the growth in mobile telephones used for voice over
the last 10 years has been spectacular, reaching by 2004 more than 80 percent
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inhabitants in many countries in Europe and elsewhere, although lower in North
America. But wireless technologies now extend much more widely; 3G, available
in an increasing number of countries, provides high bandwidth mobile services.
Short range nomadic services, known as Wi-Fi, provide broadband access in tens
of thousands of airport lounges, coffee shops and other locations throughout the
world; and new fixed broadband technologies provide high speed services over
longer ranges, and appear to offer good prospect for providing broadband in less
densely populated areas, as well as providing competitive services elsewhere.

By definition, wireless communications services for households and firms
depend on spectrum, for which they compete not only with broadcasting services,
but also with the whole range of spectrum-using activities, such as closed-group
private mobile radio, aeronautical radar and communications, defense, science,
such as astronomy, and others.

Balancing these needs is accomplished using one of three methods—the tradi-
tional ‘command and control’ process of allocating bands to particular uses by
international agreement and then assigning spectrum to individual firms or orga-
nizations by an administrative process; use of market instruments, such as auc-
tions and secondary trading; and creation of unlicensed spectrum to which users
satisfying certain conditions or the power of their apparatus can have access.

Governments and regulatory bodies are moving gradually away from the first
method in favor of markets and—to some degree—unlicensed spectrum. The
spectrum or license auctions described in this chapter are a step in this direction,
but by themselves do little to eliminate imbalances in spectrum allocation as the
auctioned spectrum is tied to particular uses. To eliminate such imbalances,
liberalization of use is required, which itself requires a re-specification of license
conditions in the direction of restrictions on the ability of any licensee to impinge
upon spectrum utilized by a licensee in an adjoining frequency or geography. Such
liberalization has occurred in several countries.

Unlicensed spectrum has come into prominence through its widespread use of
Wi-Fi. Because of its short range and low power, users in adjoining sites need not
interfere with one another, giving the employed spectrum a zero opportunity cost.
In fact, about 9 percent of prime spectrum in the U.K. is set aside for unlicensed
uses. A number of new technologies exist, which permit more services to be
provided in unlicensed spectrums and several proponents of universal unlicensed
spectrum have looked forward to spectrum becoming a plentiful and free resource.
Regulators have now to address themselves to the questions of the balance
between licensed, and increasingly marketable, spectrum and unlicensed spectrum.
It is, however, hard to see how technologies using the latter can compete in, for
example, wide-area point to multipoint communications, such as satellite or
terrestrial broadcasting, for which an interference-free channel is required to
benefit from the low-cost distribution method.

A second key issue discussed by the authors is the scope for competition in voice
between fixed and mobile networks. In some low- and middle-income countries
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without fixed networks, mobile telephony has, temporarily or for longer, filled the
gap. The pertinent question for fixed and mobile operators in other countries is
whether mobile is increasingly attracting subscriptions and calls from fixed net-
works. The authors cite chiefly European studies. The U.S. mobile market, where
mobile operators provide large, inexpensive call ‘buckets,” may be more advanced.
Imminent technological change will affect both. 3G mobile networks have the
capacity to provide calls on a packet-switched basis, rather than the traditional
circuit-switched method. Equally, fixed networks are increasingly moving toward
VoIP or Voice over DSL (VoDSL) technologies—the latter using broadband
connections.

The rates at which these new technologies are rolled out, themselves governed
by competition between fixed and mobile operators and within each group, will
determine future trends. Already, mobile revenues have overtaken fixed line
revenues in many countries, such as the U.K., even though the volume of fixed
voice calls is far greater than that of mobile.

It is sometimes asserted that wireless communications are a regulation-free
zone. But, despite the lack of retail price regulation, this is hardly the case, as
the authors show. First, regulation through licensing determines the structure of
the industry, in a way not encountered in fixed networks. Second, regulators often
determine choice of technology, either directly or indirectly by imposing condi-
tions, which only one standard can satisfy. Third, regulations often require
number portability, the unlocking, and transferability, of SIM cards and national
roaming, with the latter requiring access provision, normally temporary, by a new
entrant to an existing network. Finally, regulators increasingly examine and
intervene in two wholesale services provided by mobile operators—the termina-
tion of calls on the network and the provision of international roaming, which
enables a customer of a network in one country to make calls in another country—
the subscriber’s operator compensating the visited country’s operator for the
services supplied, and recovering it as retail charges from its own customer.

International wholesale roaming charges in Europe are under scrutiny both by
the group of industry-specific regulators known as the European Regulators
Group and, in the case of two U.K. operators, by the Competition Directorate
of the European Union. Analysis of the market is complicated both by technolog-
ical changes, which now allow an operator to program its customers’ SIM cards so
that they will seek a particular network when the customer seeks access in a
country, and by the growth of operators active in many countries, or forming
cross-country alliances.

Intervention in mobile termination charges is more widespread and has a longer
history. In the European Union where the CPP principle, under which the calling
pay for termination, all national regulators are investigating the termination, with
a requirement to impose remedies where they find dominance—a likely outcome if
they declare each operator’s mobile termination to be a separate market. As the
authors point out, however, if all excess profits on termination are ploughed back



12 S. Majumdar, I. Vogelsang and M. Cave

into attracting customers buying subscriptions and making outgoing calls, it is the
structure of termination charges and outgoing prices rather than the level of
profits, which is affected. But this requires very high levels of competition among
mobile operators which, given the small number involved, may not exist. Even if it
does, it will be inefficient.

Linking Gans, King, and Wright with Thomas Hazlett convinces us that the
‘Negroponte switch’ whereby the public would consume television programs
via land connections and telephone connections via space has probably already
taken place.

3. The Internet

Along with mobile telephony, the Internet has emerged as the single most simul-
taneously creative and destructive influence unleashing the creation of new infra-
structures, businesses, business models, and economic concepts in the last decade.
In the 10 years that the electronic portals and gateways were made open to the
world at large, not only has a wave of Schumpeterian creative destruction changed
businesses, but it also has changed the sociology of how communications services
are consumed. As the proportion of people using the Internet increases, the
proportion of people watching television drop, as documented in a recent study
by the Center for the Digital Future. What was once the passive activity of
television watching now becomes interactive, conducted via the Internet, and
brings about not just economic but social change as well.

In 1994, about two million computers were connected to the Internet, as it was
then used mainly by academics, scientists, and corporate researchers. By 2000,
about 70 million computers were connected to the Internet. As we write this
chapter, the Internet is a ubiquitous presence in the lives of over three-fourths of
the population living in the United States. In 2004, over 200 million computers
were connected to the Internet. An aspect of writing about the Internet for a
handbook that is essentially global in character, and for a phenomenon that
permits global connectivity on an unprecedented scale, is that the chapter on the
Internet is intrinsically U.S.-centric. The history of how the Internet has evolved
has surely affected its geography. Thus, the lessons of the U.S. experience apply
generally to other communications infrastructures that are being created around
the world.

3.1. The economic geography of the Internet infrastructure

The first among the various chapters dealing with the Internet, Chapter 8 by
Shane Greenstein, is titled “The Economic Geography of the Internet Infrastruc-
ture.” It is a self-explanatory title, and the chapter is an extremely comprehensive
review of the origins and diffusion of the Internet. The origin of the Internet is
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dealt with in a number of other comprehensive histories, with a variety of details
about the individuals who were key players also provided, but the diffusion issue
has hardly merited attention. The author deals with six broad questions. The first
is, why did near geographic ubiquity arise in the United States after commerciali-
zation? The second is, why did market forces encourage extensive growth? The
third is, has the Internet diffused disproportionately to urban areas? Fourth, is the
Internet a substitute or a complement for urban agglomeration and an influence
on business location decisions? The fifth question is, which policies mattered and
were the effects intended or unintended? Finally, are there lessons for other
countries?

In dealing with the first question, given that Internet technologies had been
available for around 20 years, by the early 1990s, the role of standardization was
critical. By the early 1990s, items of infrastructure, such as hubs and routers,
Ethernet cards, and T-1 line were available and hooked together, but the accep-
tance of the TCP/IP protocol voluntarily by the various players made comprehen-
sive interconnectivity possible. An aspect of the Internet is its overlay structure,
with many components being retrofitted to the existing network. The computing,
telecommunications, and the network equipment industries were mature and had
existed for some time. Since such assets were already available, the standardiza-
tion of components throughout the system quickly led to the realization of scale
economies. The characteristics of the core physical elements of the Internet were
malleability, deployment ability, and retrofit ability. These led to high-speed
infrastructure creation.

The second issue is the role of market forces and entrepreneurial organizations.
The Internet has spawned hundreds of ISPs, at the consumer or the retail end, who
quickly provided cheap access to millions of U.S. households. In fact, the growth
of such organizations, and the density of competing suppliers, is enormous. The
ISP sector has shown the classic patterns inherently noticed in the evolution of any
industry. At the initial phase, there are a small number of firms, which establish
very strong positions to be followed by, often, thousands of new entrants and then
there is a shakeout, as the industry matures, leaving the field to a smaller set of
competent players.

The author goes into the demography of the ISPs and the strategy of the ISP
firms. Such demography dynamics have important implications for other
countries. A key issue is, however, why did the dynamics evolve the way they
did? In our assessment, one reason why these firms were able to quickly go into
business is because of the pricing model they were able to adopt. Based on the
contents of the Computer Inquiry 2 (CI2) report of 1980, Internet services were
classified as an enhanced service, avoiding the telephony access charges, even
though the authors of CI2 had not at all then foreseen the arrival of the Internet
in its present form, and its objective was not to propel the growth of the Internet.
Internet Service Providers were, thus, able to provide Internet services to subscri-
bers at the price of a local phone call, which was essentially free since a fixed sum
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per month permitted customers unlimited local calling. Thus, a pricing model
permitting low-cost service supply led to the set up of many ISP businesses that
then provided connectivity to the Internet. The grassroots origin of the Internet, as
opposed to a top down imposition of the phenomenon, has had major conse-
quences in the diffusion of the Internet within the United States. It has also had
major consequences for the growth of Internet-based entrepreneurship, which has
been propelled by the architecture of openness that characterizes the Internet
phenomenon.

At the grassroots level of the consumer, the role of ISPs is paramount. Equally
important, however, is the role of the backbone network, which is the wholesale
part of the network as it were, since information originates from a variety of
sources and is accessed by the ultimate customer. This information is aggregated
at the backbones so that it may be exchanged among the servers and the ISPs. A
variety of backbone networks carry traffic, in substantial quantities, and there is
interchange of such traffic. The interexchange of traffic between backbone net-
works leads to the same sorts of interconnection issues that arise in voice net-
works. These were initially governed by self-regulated cooperative peering
arrangements, eliminating the need to monitor traffic.

The sociology of the Internet community created a system that included open-
ness, fairness, and a competitive ISP sector as core values. However, as some
backbone networks have gotten larger than others, the question of market power
has arisen as bigger networks can discriminate against smaller ones, highlighting
the need for possible regulation of the Internet. The author concludes that inter-
connection issues have not shaped the evolution of the Internet phenomenon, as it
has in voice telephony, and even the collapse of WorldCom, one of the world’s
largest backbones, with over 40 percent market share, did not affect the spatial
shape of the sector.

The next major issue has to do with broadband. Internet relies heavily on
broadband, and thus this part of the chapter should be read in conjunction with
the chapter on broadband by Crandall. From a geographic perspective, the key
conclusion that the author reaches is that dial-up is still more widely spread than
broadband and broadband is available primarily in dense urban areas. However,
as he states, the regulatory environment is in a major flux, and the jury is out on
what will happen to universal broadband diffusion, across rural as well as urban
areas of the United States.

The comments that we make with respect to policies for broadband diffusion
apply to the Internet phenomenon as well, since the Internet is an add-on
infrastructure on top of the existing network. The basic telephony infrastructure
is still relevant for the Internet. The issue of the last mile still holds, we feel,
since there is a very clear symbiotic relationship between the evolution of the
Internet, in diffusion as well as quality terms, and the evolution of the fixed-line
telephony network as a whole. The Internet does use preexisting infrastructure
and is embedded in the communications system of a country as a whole. The
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embeddedness of the Internet in the national communications infrastructure is a
key contingency that policy makers must keep in mind. A holistic policy assess-
ment must link Internet diffusion with the basic telephony regulatory issues.

Because now one can work from practically anywhere, and deliver products or
services to any location, the issue of whether the Internet has replaced urban
clustering or not becomes highly relevant. It is this area of concern that the author
addresses next. In an era of progressive urban congestion, in parts of the world
that are salubrious, the location of businesses based on the usage of the Internet
infrastructure becomes important. Since the Internet provides a substitute for
face-to-face communications, the necessity of locating one’s offices at the same
place where one delivers products or services no longer holds. Therefore, a new
approach to the whole question of spatial considerations in the engendering of
economic activity is required. This is an open research area.

In our view, the area of analysis should be further boosted by bringing in the
issues of outsourcing and business-to-business (B2B) commerce as the topics
of salience in the twenty-first century. Business-to-business commerce growth,
responsible as it was for the boom, and subsequent bust, was propelled by the
very presence of the Internet, which provided for the possibility of conducting
commerce in manners that would have enhanced efficiencies. Outsourcing too, as
it is developing, would not have been possible had it not been for the feasibility of
information technology enabled services (ITES) to be provided over substantial
distance, in many cases these distances being several thousand miles. Both B2B
and several variants along the alpha-numeric theme, such as government-to-
citizen (G2C) activities that are engendered by the development of e-governance,
and outsourcing are two extremely important topics that now become significant
and worthy of study given the spatial impact of the Internet.

3.2. Economics of the Internet backbone

The following Chapter 9, by Nicholas Economides “Economics of the Internet
Backbone” comprehensively describes the organization of the Internet backbone
and reviews issues related to the backbone from a traditional industrial organiza-
tion perspective. The Internet is akin to a standard telephone system in that there
is a local layer of players, the ISPs, and a layer of players similar to the long-
distance operators, which are the Internet backbone providers (IBPs). The IBPs
operate the high speed hubs permitting data transfer from far-flung servers to the
local ISPs who then transmit it to their local customers. It is not surprising that in
1997 the major IBPs were MCI WorldCom, GTE, AT&T, and Sprint. These were
the companies then dominating the U.S. long-distance telephony sector as well. In
common with the rest of the sector, the fortunes of these firms have reversed in the
years since 1997.

In a sense, the economic, strategic, and regulatory issues relating to IBPs
and their relationship with the ISPs are similar to those obtaining between a
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wholesaler and a retailer, or an upstream producer supplying units to a firm that is
downstream in the industry value chain. With the Internet, the added complica-
tions arise from the fact that a variety of ISPs are connected to each other, so that
the network is much richer in terms of connectivity than a standard telephone
network. Thus, this complication, in fact, is an advantage since there are many
routing choices available for the traffic to pass, and the presence of many parties
who provide the data carriage helps bring competitive discipline to pricing. This
feature of the Internet, the ability of the ISP to connect with several IBPs, called
multihoming, ensures that no ISP is captive to any IBP. Multihoming is also dealt
with in some detail in the next chapter, by Alok Gupta, Dale Stahl, and Andrew
Whinston.

With respect to the issues of market power that can emerge within the Internet
backbone segment, the author asks an important question, and one that has
surfaced in various regulatory proceedings given the various telecommunications
mergers that have taken place: Can the IBPs exercise market power so that ISPs
have to pay more for carriage and eventually pass on these costs to the ultimate
consumer? The answer is a resounding ‘no’ for several reasons. First, there is
overcapacity in the sector, similar to the overcapacity in the trunking segment of
the long-distance sector, and there is ease of entry and expansion. Following the
majors, firms, such as Quest, Level 3, and Williams were also able to create
Internet backbones. Second, the Internet operates on public standards and pro-
tocols, and these enhance interoperability so that the possible absence of technical
connectivity is hardly a moot point. Connectivity is universal. There is also the
possible commoditization of the backbone as a whole.

The second major issue that this chapter deals with is whether IBPs can behave
strategically by raising prices, as in vertically organized market segments, or
degrade quality. Nicholas Economides describes some key features of the Internet
as opposing the successful implementation of such strategies. If the price of transit
that is the carriage of traffic between an IBP and an ISP for a consideration,
increases there simply will be bypass. Other IBPs will be used, or if that is not a
feasible strategy, then ISPs will simply provide transit for each other, either
commercially for a price or via a peering arrangement whereby no charges are
made for inter-ISP traffic transfer, a strategy similar to a knock-for-knock agree-
ment among automobile insurance companies. For similar reasons, an IBP cannot
price discriminate either. In a manner similar to the above, service quality degra-
dation is also not a viable strategy for the IBP since the implications are far-
reaching and touch every part of the Internet. Capacity is now fungible, and an
ISP can easily switch between IBPs who provide the least cost data trunk routing
capacity.

The Internet portion of the overall communications infrastructure is extremely
competitive, both at the level of the ISPs and the IBPs, in the United States. While
there has been concern that IBPs, by virtue of their larger size, and smaller
numbers, could exercise market power, this is unlikely. Our view, based on the
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industrial organization of the Internet, and the descriptions provided in the
chapters so far, is that it is a sector that is organized in a horizontal manner, as
opposed to the traditional PSTN sector that still displays a vertical structure. This
feature of the Internet makes it a sector in which competition is enjoying its full
potential, since the opportunities for interconnection available to the various ISPs
are considerably greater than those which would be available to local telephone
company. The issue that arises is how is the network, which is inherently more
complex, managed since so many routing options are available. This is a capacity
management issue, which is dealt with in the next chapter by Alok Gupta, Dale
Stahl, and Andrew Whinston.

3.3. Pricing traffic on interconnected networks: issues, approaches, and solutions

In Chapter 10 titled “Pricing Traffic on Interconnected Networks: Issues,
Approaches, and Solutions,” Alok Gupta, Dale Stahl, and Andrew Whinston
deal with the question of how to price network resources in the face of congestion.
The approaches of the Internet chapters so far have been grounded in economic
geography and industrial organization economics. The overarching theme of the
chapter is operations management. We have so far discussed the fact that there is
substantial capacity available in the Internet backbone. There may be commoditi-
zation of the backbone. Nevertheless, traffic growth is equally substantial such
that congestion is likely. The chapter highlights that next generation Internet
developments, such as Digital Video over IP (DVIP), will create greater traffic
bursts that then create congestion problems. Equally, there can be congestion
problems in different parts of the network. The growth of ITES and outsourcing
will create peak periods for traffic transfer and that too on the particular routes
along which the bulk of the outsourcing businesses travel. Since the Internet is
going to be the primary network for not just communications needs, but also for
conducting business worldwide, the need for pricing schemes is paramount. Man-
agement of the Internet capacity via an appropriate pricing scheme, so that
resources are optimally allocated, then is an important consideration.

The authors initially describe the optimal network resource allocation methods
that are based on advances in the computer science fields. The main congestion
problem in computing systems revolves around load balancing, and three main
techniques are used. These are: global knowledge, randomization, and feedback.
The problem that the authors note with these approaches is that they ignore
the economic consequences of load balancing. It is assumed that the value of
each specific task is the same. It is, however, eminently feasible that the value
of each particular job will vary according to the priorities of the particular
user: authors use the case of a teenager downloading large music files versus
that of a researcher conducting major computations while connected via the
Internet for a remote site. Clearly, the economic and social cost-benefit trade-offs
are different.
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Given the complexity of the Internet, optimality is difficult to attain; but the
reduction of negative externalities, via reduction of congestion, and the attainment
of allocative efficiency, so that those users whose valuations are the highest receive
the largest allocations of bandwidth, should be goals of a pricing scheme. A
dynamic pricing scheme is described by the authors. This is principally a usage-
based pricing method wherein two important components of the scheme are an
‘opportunity price,” which is charging a user what the other users on the network
would have paid for that capacity, and a ‘priority price,” which is the price including
an additional element paid for faster access or a higher priority. This chapter also
demonstrates the superiority of the pricing scheme, relative to other models of
Internet usage, based on the results of simulations that they have carried out.

The authors also suggest that in the overall Internet structure, another layer has
now emerged. This the overlay network that lies between the ISP and the IBP, and
is best understood in the context of transactions that happen in peer-to-peer (P2P)
networks. Overlay networks consist of network nodes that perform data aggrega-
tion tasks as the various customers, connected to the Internet via their ISPs,
conduct their transactions using the P2P framework. The data, for example, could
relate to all the users that have contacted a particular file-sharing scheme and who
therefore comprise a particular service network. Overlay networks are logical
service networks generated on top of the actual physical service network by users’
transactions.

The presence of these overlay networks, therefore, changes our assessment of
the industrial structure of the Internet. The industrial organization of the Internet
has obtained a new component. We now have to account for another link in the
chain, as it were, and review the competitiveness issues, if any, for this element of
the network. General knowledge would suggest that the existence of overlay
networks has given rise to intellectual property rights issues but at this point are
unlikely to give rise to market power issues. The authors suggest three, of several
possible, applications of overlay networks: these are collaborative work,
distributed resource management, and access and task automation using software
agents. All of these applications are also clearly ones that are carried out across
extreme geographical distances, thanks to the economics of the outsourcing
phenomenon. Clearly, dynamic resource allocation in networks of ever
increasing complexity, but surprising openness, generates complexities in routing
tables’ construction as well. Market power considerations are now not so impor-
tant, but what is important is traffic and operations management. In both cases,
appropriate mechanism design remains important.

3.4. Toward an economics of the domain name system

The final chapter on the Internet, Chapter 11 by Milton Mueller is titled “Toward
an Economics of the Domain Name System.” In a sense, this chapter now takes us
down to the grassroots level; starting with the overall landscape of the Internet
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(Chapter 8), we have dealt with the forests (Chapter 9) and the trees (Chapter 10).
Thus, we have evaluated the Internet phenomenon across the various critical levels
of analysis. The chapter by Milton Mueller, that comprehensively deals with an
underresearched yet important area, is also historical in analysis and describes the
emergence of one among several phenomena, now at best a dozen years old,
associated with the Internet. That phenomenon is that of domain names. It has
spawned its own market and its own crime—that of ‘cybersquatting.” The domain
name phenomenon is sufficiently critical that a specialized United Nations agency,
the World Intellectual Property Organization (WIPO) is regularly involved in
proceedings and is a topic that now engages the minds of the United Nations as
a whole.

One of the issues is identity. In particular, unique cyber identity is predicated on
the possession of a unique domain name, such as www.elsevier.com, and the trade
in domain names is a market worth $2.5 billion annually. Because domain names
are marketable items, other attributes associated with items that are traded, such
as the basic demand and supply conditions, need to be understood. The author
remarks, and in our opinion quite validly, that a great deal of policy has been
made with respect to domain names without the basics of the domain name as a
resource being understood.

This chapter contains, first, a technical description of the domain name system
(DNS), which is then followed by sections highlighting the key demand side
characteristics and the key supply side characteristics. This characterization is
important as it helps define the contours of an industry segment that is actually
turning out, as we describe later, to be most critical component of the Internet
space in an institutional sense.

On the demand side, the author defines two dimensions associated with the
demand for domain names. These are the purely technical demand, for the basic
identification routines, and the semantic demand. Semantic demand is the human
side of demand, associated with making a domain name appealing or memorable
or unique. In a sense, the area of domain name demand analysis merits greater
attention using the frameworks that exist in the consumer demand and marketing
literatures on product variety. The semantic dimension also has a public policy
component to it, since the authentication function associated with the semantic
dimension is a signal either of quality or of particular status. Thus, how semantic
names are given to individuals, entities, and organizations is not a function of
explicit demand itself but also involves a process of implicit certification. In other
words, there is a control aspect to the awarding of domain names, and this
attribute goes against the free-spirit nature that has characterized the Internet
phenomenon as a whole.

In a sense, the implicit certification of domain names helps breed trust among
the Internet using community, which is now almost the whole world, and the issue
of trust in online activities is a very large area of research. The issue of implicit
certification, however, does raise another important issue, who chooses the
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certifiers? This is akin to the question of who regulates the regulators. As we
further describe below, it is precisely this issue, over the formation and jurisdiction
of the Internet Corporation for Assignment Numbers (ICANN), which has
created a substantial turmoil in the Internet community throughout the world.

On the supply side, the author goes into detail about the structure of the domain
name supply industry, which has three components: the root servers, the registries,
and the registrars. Root servers maintain root zone files, and every top level
domain name, such as www.elsevier.com, cannot be accessed until it has been
verified by the root server and advertised to the public at large via the Web.
Having a domain name on the root zone file is the ultimate expression of market
entry into the Internet space. The political dimension now becomes important
because other than three root servers of which one is in Japan, one in Sweden, and
one in the United Kingdom, all of the others are based in the United States, and in
the Internet space today capacity is not a constraint but an identity is. Thus, even
if there is a great deal of bandwidth and connectivity, and the ability to actually
enjoy the benefits of the Internet, there are significant controls over identity. As
the author describes it in his chapter, the fundamental problems are now institu-
tional and not technical. It is not a production problem but one of distribution.

The institutional issues that arise also relate to the registries and registrars. This
is a vertical market, with registry services coming upstream and registrar services
coming downstream. The original domain name registry was Network Solutions,
Inc., which was acquired by VeriSign, now the largest registrar. The author high-
lights the lack of competition in the registry market, and the dominance of the
main operator, which was allowed to charge for its services by the National
Science Foundation even though at the time there were no alternatives.

This chapter also highlights the relationships between registry and registrar
services as a sensitive one for competition policy because now there is substantial
growth in the secondary market for names and the role of registrar services
become important. If, however, there are limited facilities at the registry level
and almost total dominance at the root server level, then there is a bottleneck in
the Internet as well, just as there is in the local loop for fixed-line telephony. Only,
now the bottleneck is in the market for identity. This chapter discusses a very large
number of issues that are worth pursuing, and his chapter ought to open a stream
of research and policy debates that will keep the Internet phenomenon in the
public eye for the next generation, but from different perspectives relative to that
for voice telephony.

4. Institutional considerations
The four chapters in this section concentrate on the benefits and costs of different

policies for the telecommunications sector, where the policies include competition
policy and regulation, public ownership, privatization, and liberalization.
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4.1. Bottlenecks and bandwagons: access policy in the new telecommunications

In his chapter on “Bottlenecks and Bandwagons: Access Policy in the New
Telecommunications,” Gerald Faulhaber differentiates between two interrelated
access concepts, bottleneck access and bandwagon access. These two effects
provide for two different potential justifications and policy directions for access
policies. The telecommunications sector is an example of an industry with both
effects. These concepts are closely related to the differentiation between one-way
access, or vertical access and two-way access, also known as horizontal access or
interconnection, made in the access-pricing literature. Bandwagons are similar to
network effects. In spite of these similarities, the author uses bottlenecks and
bandwagons to provide a refreshingly new synthesis of policy insights.

These insights are aptly illustrated by the AOL-Time Warner merger decisions
by U.S. Federal Trade Commission (FTC) and the Federal Communications
Commission (FCC). This merger addressed both problems with the FTC focusing
on the access to cable modems as bottlenecks and the FCC on access to advanced
IM services as bandwagons. The author makes clear that bottlenecks and band-
wagons present very different types of market failure and require different
regulatory and antitrust remedies.

The author’s discussion brings out that the difference between a bottleneck or
essential facility, and a simple monopoly is by no means trivial. Four properties in
combination are conventionally viewed as causing a bottleneck problem. They
are: (1) sole ownership of a resource by the bottleneck owner; (2) inability of
others to duplicate it; (3) unwillingness of the bottleneck owner to provide the
facility on reasonable terms to competitors; and (4) harm from this unwillingness
to the competitive process. Property (2) requires natural monopoly or some other
barrier to entry (patent, copyright etc.). Property (3) hints at boycott, but would
the problem go away if the bottleneck owner charged the monopoly price for use
of the bottleneck input? Property (4) hints at a fixed proportions of input that
downstream competitors cannot substitute.

Since in the fixed proportions case the monopolist of an input can exercise
all market power (both upstream and downstream) in the price of the input,
there should be no incentive for boycott. Thus, the bottleneck problem seems
to be how to take the market power out of the input monopoly. Hence, the
author questions if bottlenecks are really a problem if the input monopoly is
earned by innovation or superior efficiency rather than inherited from a monopoly
franchise. He further asks if there exists a feasible mechanism to correct the
problem, using price and terms of agreement. If not, then competition for
the bottleneck may be preferable to bottleneck regulation. This implies the
questions, can the essential facility be circumvented by final consumers (instead
of competitors!), and are new technologies in sight to replace the essential
facility? Furthermore, in the absence of regulation, does bottleneck access develop
by itself?
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In contrast to bottlenecks the monopoly property is not a necessary character-
istic of bandwagons but only a possible outcome. A bandwagon example of a
sustainable oligopoly is the growth of the Internet backbone through peering. The
main property of bandwagons is the mutual interdependence that is absent from
bottlenecks. However, the mutual interdependence of bandwagons is commonly
not symmetric but rather depends on market shares. As a result, market share
conveys to a supplier an independent advantage like demand side economies of
scale.

The bandwagon property has been at the core of strategic use of network effects
in creating compatibility issues by dominant firms, such as Microsoft. Can there-
fore a market leader kill competition through her refusal to interconnect? Such
effect, known as market tipping, depends on the shape of network effects curve
and the market share of the dominant firm. For example, Economides, in his
chapter on IBPs, argues that for ISPs tipping may not occur before a market share
is close to 100 percent.

The new telecommunications are characterized by a high rate of technical
change, a property for which the serial monopoly hypothesis was developed. This
hypothesis conjectures that innovators, who monopolize a market, are themselves
threatened by the following generation(s) of innovations. Thus, static inefficiency
is deemed necessary to generate the next round of innovations. The author argues
that, even if one accepts the serial monopoly hypothesis in general, it is difficult to
replace a current monopolist if network effects lead to stickiness, say, because of
difficult customer switching or barriers to entry. Network effects combined with
merger assets would make entry of the next serial monopolist nearly impossible.
Also, there is little empirical evidence on the serial monopoly hypothesis in
general. To the extent that the serial monopoly hypothesis holds water, the
problem of weak intellectual property rights may call for anticompetitive prac-
tices as substitutes for such rights. However, the author argues that improved
intellectual property rights would be much better than lax antitrust enforcement.

In future, essential facilities in telecommunications networks may become rare
because of technical progress and intermodal competition, but bandwagon effects
may flourish because of the convergence of the media.

4.2. Antitrust remedies and the institutional design of regulation

The chapter by Damien Geradin and Gregory Sidak, “Antitrust Remedies and
Institutional Design of Regulation,” contrasts the American and European policy
approaches toward the ongoing structural changes in the telecommunications
sector. Although the U.S. was for a long time the undisputed leader in the
liberalization of the telecommunications sector, it has by now fallen behind other
countries in several areas, such as mobile communications. This chapter provides
an insightful analysis of the main differences and commonalities in policy that
may be responsible for this shift. They observe that the U.S. and Europe differ
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both in their approach toward the shift from regulation to competition policy
tools and in their competition policies. According to the authors, since the break-
up of AT&T in 1984, the U.S. has reduced the influence of antitrust policy on the
telecommunications sector, while the EU has increased that influence, particularly
in its new framework.

While the European approach toward the relationship between competition
policy and regulation is based on a systematic design, the U.S. approach is driven
by a diversity of interests that work their way through the legislature, regulatory
agencies, and courts. It is not that these interest groups are absent in the EU.
However, their influence is more contained at the design stage of the general EU
policies. As a result, the EU approach, driven by the vision of convergence, has
become uniform with respect to the different parts of the telecommunications
sector and is geared toward competition on equal terms applied to relevant
markets, while the U.S. approach has enormous difficulties reconciling historic
differences in the regulation of telephony, cable TV, and wireless services. For
example, the different regulatory treatment of broadband access via DSL and
cable modem is explained by their original assignment to the telephone and cable
sectors.

In spite of these differences, both EU and U.S. policies are shaped by the same
vision, which is that competition shall ultimately rule in the entire telecommunica-
tions sector. Pockets of natural monopolies and network effects are viewed as
ultimately vanishing. In the meantime regulation is there to bring competition to
all end-user areas of telecommunications. Thus, regulation has shifted from the
protection of end users to the protection of competition, and, as the authors argue,
of competitors. This protection can be associated with heavy-handed regulation.
Such regulation creates direct administrative and network-related costs. The latter
include unbundling and interconnection costs, the establishment of number por-
tability, and the like. In addition, indirect costs arise in the form of distorted or
reduced incentives for innovation, investment, and cost reduction. Neither the
U.S. nor the EU approach provides for an explicit analysis of such costs. Howev-
er, considering, for example, the extent of network unbundling required in the
U.S. relative to the EU reveals that the implicit judgment of the EU authorities
has been that U.S. unbundling has been going too far. As of this writing, though
the U.S. seems to be on course in reversing its policy on unbundling, as shown by
the FCC’s Triennial Order of 2003 and the Revised Unbundling Order of 2005.

Both antitrust remedies that can be ex ante and ex post, and ex ante regulation
deal with market failures. Generally, the ex ante remedies are more drastic and
would therefore have to concern more drastic market failures. The most promi-
nent area of ex ante antitrust policies concerns mergers. Mergers have a lot in
common with the issues raised by regulation in the presence of competition. In
both cases, future market developments have to be evaluated before remedies are
applied and in both cases the remedies affect the future competitiveness of the
sector. In that sense, both policies are speculative and, according to the authors,
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need to be evaluated more carefully than ex post policies, which correct observed
market failures. However, a status quo argument may be applied in favor of
ex ante policies. Thus, in the case of mergers the remedies, while potentially
drastic, are less drastic than divestiture in ex post policy would be. Similarly, an
interconnection policy imposed on a currently dominant incumbent is less drastic
than the same policy on a quickly expanding entrant, who is expected to become
dominant in the future. The EU policy takes this difference into account, for
example, by excluding emerging markets from regulation.

The EU telecommunications framework is fully in line with the authors’ char-
acterization of regulation as ex ante and competition policy as ex post remedies. In
fact, all the regulatory remedies under the framework are explicitly formulated as
ex ante policies. In contrast the new German telecommunications law (TKG 2004)
additionally introduces an intermediate version of regulation, called ex post price
regulation. Under this approach, dominant firms can set prices on their own but
have to announce these to the regulator in advance, who can either simply accept
them or postpone their enforcement and initiate a regulatory proceeding. Further-
more, the regulator can collect any abusively excessive amounts collected by the
firms in the meantime. This section has been incorporated in the TKG 2004
among others as a way to prevent full-blown regulation of the mobile sector,
which so far is not regulated under the market dominance provisions.

In fact, the fear may be justified that, while the EU framework may be able to
move end-user markets toward deregulation, the wholesale market regulation may
be sticky and may even perpetuate itself for call termination, although intermodal
competition between fixed and mobile networks will eventually gain full steam. If
one applies ex ante price regulation to workably competitive mobile sectors now
there would be no reason to abandon it ever. There is no foreseeable increase in
replicability that could lead to a gradual softening of this regulation in line with the
ladder approach by Cave et al. (2001). Then only two deregulatory options would
exist. The first and most straightforward would be to move to a general receiver-
pays principle. That would resolve the termination pricing issue and would
put the emphasis squarely on the qualitative conditions and location issues of
interconnection. The second would be to live with imperfect termination markets.

4.3. Telecommunications and economic development

While a development gap in telecommunications between the high income
countries and the developing world is substantial generally and with respect to
the digital divide, the chapter on “Telecommunications and Economic Develop-
ment” by Bjorn Wellenius and David Townsend shows that telecommunications
in developing countries can be changing as much as or more than in developed
countries. The emergence of China and India as potential world leaders in the
telecommunications sector is an example of the latter phenomenon. At the same
time, new gaps emerge within the developing world between leaders and laggards.
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The chapter demonstrates at many places the strong relationship between
institutional change and the evolution of the sector. Countries that have priva-
tized, liberalized, and created stable regulatory institutions have also made greater
progress in telephone and Internet penetration and technical developments than
the countries continuing government ownership of dominant providers without
opening telecommunications markets to competition. Competition, in particular,
is a more powerful driver of telecom expansion than privatization alone. Internet
services in developing countries expand best if left largely unregulated and with
open access to the public networks. Protecting established network providers
often conflicts with the introduction of more modern and cheaper services. This
holds particularly for VoIP that is forbidden in a substantial number of countries,
in order to protect dominant network providers from an erosion of long-distance
and international telephone call charges. However, VoIP will eventually emerge
into a formidable competitor for established networks, whether forbidden or not.

The authors point out the consequences of improved telecommunications
sectors for the economies as a whole, as improved telecommunications sectors
enable developing countries to export services thereby replacing white-collar
workers in high income countries. This suggests that countries that have not yet
reformed their telecommunications sectors should see their opportunities from
joining the reform bandwagon. At the same time, as the next chapter by Spiller
demonstrates, the reform ability itself depends on a country’s institutional endow-
ment so that reform in countries with inadequate institutional endowments may
not lead to the desired outcomes. It would therefore be important to learn about
reforms that either failed in the sense that they had to be abandoned before
completion or in the sense that, although completed, they did not yield the desired
outcomes.

Universal service policies in developing countries usually mean something quite
different from such policies in high income countries. In high income countries,
universal service concentrates on the access of individuals or household to basic or
advanced services. In contrast, in developing countries universal service policies
largely concern the connection of villages or remote areas to modern com-
munications, including Internet access. Both have in common an urban-to-rural
cross-subsidization pattern along with a similar political-economy drive.

4.4. Institutional changes in emerging markets: implications for the
telecommunications sector

Pablo Spiller’s chapter on “Institutional Changes in Emerging Markets: Implica-
tions for the Telecommunications Sector” builds on and extends a framework
he has developed earlier. This chapter starts from the observation that telecom-
munications utilities are characterized by large and sunk investments, by the
presence of economies of scale and scope and by products that are mass con-
sumed. The combination of these features has traditionally led to state ownership
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and/or government regulation of the sector and has made pricing in the sector
a politically sensitive issue. The author particularly emphasizes the short-term
political profitability of expropriating the sunk costs in favor of low prices for the
masses, requiring safeguards against government opportunism in order to achieve
investment in this sector. State ownership is then interpreted as the result of
the inability of the polity to commit not to expropriate private investments in
the sector. Viewed this way, continued state ownership would not necessarily
reduce investment if the alternative is a private sector suffering from massive
government interference.

Central to the author’s analysis is the institutional endowment of a country that
determines what governance and incentive structures for the telecommunications
sector are feasible and optimal for a country. The institutional endowment
includes different political, legal, and economic institutions and different popula-
tions, standards of living, and geography. In order to prevent regulatory oppor-
tunism, the endowment needs to restrict a regulator’s discretion. At the same time,
the telecommunications sector, in particular, requires flexibility of regulations to
adapt to a quickly changing environment. Overcoming this tension and achieving
the right balance between restrictions and flexibility is the difficult task of sector
reform. The author uses the U.S. and U.K. as two different, largely successful
models of institutional endowments, where the U.S. takes a decentralized and the
U.K. a centralized approach.

The main feature of the U.S. regulation is that telecommunications regulators
have discretion to reform within statutory and due process limits, but they are
monitored first by a court and then by legislators who step in with new legislation,
when regulators and courts, in interpreting the current law, significantly deviate
from what the legislative body wants. Through the Telecommunications Act of
1996 this only occurred very late in the U.S. telecommunications reform process,
after competition in long-distance services and telecommunications equipment
and the divestiture of AT&T took place without legislative interference. In con-
trast, in the U.K. the telecommunications reform process started with legislation,
the subsequent judicial reviews have been much less pronounced, government
rather than regulators took the principal regulatory decisions and licenses were
a major instrument of limiting regulatory discretion.

The author takes these observations as the starting point for developing theo-
retical ideas about regulatory governance. He first concentrates on federal systems
and brings out that the conditions for a strong tradition of judicial review of
regulatory decisions are that the division of powers is real and that the judiciary
cannot be manipulated by political parties. This chapter further hypothesizes that
independent agencies will be favored in countries where the legislative and execu-
tive branches are not necessarily dominated by the same party. Under those
circumstances, as the legislators cannot hope to implement the regulatory laws
themselves they have to rely on courts to interpret the laws so that regulatory
agencies cannot deviate too much from legislative intent.
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Interestingly, in Germany, a country with no tradition of regulatory discretion,
fairly independent telecommunications regulation was introduced in 1998,
along with the liberalization of the telephone sector. This led to an unprecedented
explosion of administrative lawsuits challenging regulatory decisions. In
Germany, the judicial control was part of the existing regulatory endowment,
but its major applications to the telecommunications sector had to wait until a
new regulatory institution was introduced that involved discretionary decision
making.

It is expected that the new telecommunications framework of the European
Union, discussed extensively in Chapter 13 by Geradin and Sidak, will increase the
discretionary powers of the national regulatory authorities vis-a-vis their own
governments and legislatures. This again can be interpreted under the author’s
framework from the separation of two main institutional decision makers, in this
case the European Commission on the one hand and the individual country
legislators and their governments on the other. It will be interesting to see how
this plays out. For unified government systems spiller particularly considers the
properties of contract based regulation, showing how this can lead to commit-
ment, provided there is an independent judiciary to uphold contracts. Under such
a system reform can be achieved through contract renegotiations.

While Chapter 14 on “Telecommunications and Economic Development” end-
ed on the note that it is the institutional choice that allows technical progress, this
note could mark the beginning and is at the center of the current chapter. In fact,
the statement could be reversed. Technical progress and market growth substan-
tially reduce the governmental and regulatory expropriation problems, while at
the same time reducing governmental and regulatory abilities to finance and
manage the sector. In light of this, technical progress, market developments
and the institutions that govern the telecommunications sector mutually influence
each other.

5. Conclusions

The chapters describe the continuing evolution of a sector from both technological
and institutional perspectives. Central to the evolution of the sector is the Internet,
which, while available in component form much earlier, has emerged as a systemic
phenomenon in the last decade. With its coming, a number of allied phenomena
have emerged. The first is that old countries and economies, in communications
sector terms, such as the United States and Europe, are still struggling with old
questions, such as interconnection and the existence of market power. On the
other hand, new countries and economies, particularly those in Asia, have leap-
frogged ahead both technologically and in terms of future economic progress
through a process of bypass of the regulatory regimes that were seen to be not
conducive to the spread of technology.
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Next, the emergence of new technologies and technological systems, often like
the Internet via a self-organizing process, has created new types of networks, such
as overlay networks, and new types of bottlenecks. The necessity for domain
names has created a new industry segment that is not at all well understood,
and yet this segment can be critical in the years to come. While the availability of
technological options means that capacity will no longer be a constraint, identity
can now be a constraining feature and the provision of identity a source of market
power with its attendant conflicts.

Understanding the industrial organization of several new sectors, the advances
in institutional and mechanism design that must, of necessity, accompany the
formation and analysis of new sectors, learning about new business models, their
applicability, newly evolving operational concerns, and the role that new geo-
graphic locations play, all are a set of agenda items that will occupy the field for
years to come. In this spirit, we present the chapters in this volume of the
Handbook as continuations of and precursors to an interesting set of debates that
will remain in progress for a considerable period of time.

References

Cave, M., S. Majumdar, H. Rood and T. Valletti, 2001, The Relationship between Access Pricing
Regulation and Infrastructure Competition, Report to OPTA and DG Telecommunications and
Post, March.

Vogelsang, 1., 2003, The German Telecommunications Reform: Where did it come from, where is it,
and where is it going? Perspektiven der Wirtschaftspolitik, 4(3), 313-340, September.



Chapter 2
EMERGING NETWORK TECHNOLOGIES

DALE N. HATFIELD

Interdisciplinary Telecommunications Program, University of Colorado at Boulder,
Boulder, USA

BRIDGER M. MITCHELL
CRA International, Palo Alto, USA

PADMANABHAN SRINAGESH
CRA International, Palo Alto, USA

Contents

1. Introduction
2. Voice, data, and entertainment video signals
2.1. Signal characteristics
2.2. Network architectures
2.2.1. Traditional telephony
2.2.2. Data networks
2.2.3. Entertainment video
3. Traditional circuit-switched wireline architecture: limitations
in the face of new demands
4. Evolution of the traditional wireline architecture
4.1. Interoffice transport facilities
4.2. Interoffice signaling and the intelligent network
4.3. The access network
4.4. Architecture of the Internet
4.5. The network of the future
5. Evolution of cable, wireless, and satellite networks
5.1. Cable television
5.2. Wireless
5.3. Satellite
6. Economic issues in the telecommunications sector raised by
converging technologies
6.1. Increased possibilities of competition
6.1.1. End-to-end competition

Handbook of Telecommunications Economics, Volume 2, Edited by S. Majumdar et al.
© 2005 Published by Elsevier B.V.
DOI: 10.1016/S1569-4054(05)02002-6

31
32
32
35
35
37
39

39
43
43
44
48
51
56
56
56
57
58

60
61
61



30 D.N. Hatfield, B.M. Mitchell and P. Srinagesh

6.1.2. Network components competition 61

6.1.3. Imperfect intermodal substitutes 62

6.1.4. Message communication issues 63

6.2. Growth and technology 68

7. Public policy puzzles 68
7.1. Regulatory organization 69
7.2. Social goals 70
7.3. Competition and innovation 70
Appendix A 72

References 76



Ch. 2:  Emerging Network Technologies 31
1. Introduction

The traditional public switched telephone network described in Volume 1 was
optimized to handle ordinary, one-to-one voice conversations in a technically
efficient manner. Its architecture reflected the requirements for human voice
communications—the amount of transmission capacity needed for an individual
call, the frequency and duration of those calls, and similar factors. The technol-
ogies used in the network have changed dramatically over time: switching, for
example, has evolved from manual switchboards, to electro-mechanical switches,
to computerized switches. Still, the basic architecture has remained remarkably
stable. More recently, however, that architecture has been under intense pressure
to evolve due to fundamental changes in the marketplace—increasing competition
on the supply side and rapidly changing technology and new services and applica-
tions on the demand side. This chapter describes how the traditional public
switched telephone network is changing and suggests several ways that emerging
technologies are likely to affect message communication.

Our discussion proceeds in several sections. Section 2 contains basic back-
ground material for the other sections. We describe the characteristics of three
major types of signals and include a brief, high-level discussion of how traditional
voice, data, and video (cable television) networks evolved in response to those
characteristics.

Section 3 reviews the architecture of the traditional public switched telephone
network (PSTN). We provide a more detailed discussion of how changes in
demand and the need to remain competitive with other alternatives are impact-
ing the PSTN and describe the substantial disadvantages or limitations of its
architecture in responding to those changing demands.

The heart of the chapter is Section 4, which explains in detail how the funda-
mental architecture of the traditional PSTN is changing to overcome these tech-
nological limitations and respond effectively to new demands and competitive
conditions. We describe the Internet Protocol (IP) and architecture of the Internet
and propose an ultimate vision of the evolved network in which all applications—
voice, data, image, video, and multimedia—are conveyed to an all-digital, packet-
switched, broadband, and low-latency network.

Although the focus of this chapter is on the traditional wireline telephone
network, other major telecommunications platforms are under similar pressures.
How these other networks evolve has competitive implications for the traditional
telephone network. Section 5 briefly describes how cable television, commercial
wireless networks, and satellite networks are responding to pressures similar to
those on the traditional wireline telephone network.

In the final section, we examine some economic issues and consider the rele-
vance of both positive and negative message externalities in light of emerging
messaging technologies.
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2. Voice, data, and entertainment video signals

2.1. Signal characteristics

The signals of voice telephony, computer-to-computer data, and entertainment
video have very different characteristics. The networks that were designed to meet
these different requirements have fundamentally different architectures. We
briefly examine these different characteristics, which are summarized in Table 1.

Basic signal type. There are two fundamental types of signals—analog and
digital. As humans, we communicate in an analog world and voice telephony
signals and entertainment video signals are basically analog signals. In contrast,
digital computers and data communications signals are basically digital'.

Bandwidth of a signal is the measure of information content per unit of time?.
Unfiltered, the human voice has a bandwidth of several thousand cycles per second
(hertz). Long experience backed by scientific measurements, however, has established
that the bandwidth of a voice signal of a only few thousand hertz is adequate to
preserve fidelity for ordinary conversations®. The bandwidth required for data com-
munications is highly variable, ranging from the few bits-per-second (bps) necessary
to carry a ‘mouse click’ from a computer client to a server, to hundreds of thousands
or even millions of bps needed to download a video clip from the server or to allow
two mainframe computers to exchange large files quickly.

Holding time refers to the duration of a call (in telephony) or of a session (in
data communications). Telephone calls have holding times of several minutes
while holding times for data-communication sessions vary widely—from a few
seconds to hours. Holding times for entertainment video are not clearly defined,
but single channels—absent ‘channel surfing’—are typically viewed for about ten
minutes at a time.

! There are also two types of networks—analog and digital. To send digital signals over an analog
network, a device called a modem (an acronym for the term modulator-demodulator) converts digital
signals to analog signals for conveyance over the network; a second modem reverses the conversion at
the other end. To send analog signals over a digital network, a codec (an acronym for the term coder-
decoder) converts analog signals to digital signals and then back again at the other end.

2 The concept of bandwidth is used in two, interrelated, ways: (1) the range of signal frequencies that a
communications circuit or channel will pass; and (2) the range of signal frequencies that are occupied or
utilized by a particular type of signal, say an ordinary analog voice or entertainment video signal. The
amount of information that a circuit or channel can carry per unit of time depends upon the bandwidth
available. Although bandwidth is an analog concept, it has been adopted for use in the digital world
where bandwidth is measured in bps.

3 How much bandwidth to provision for a particular service is a fundamental tradeoff in telecommu-
nications network design. If the bandwidth of the information source is greater than the bandwidth of
the circuit or channel, then some information (e.g., quality) will be lost in transmission. However, while
providing greater bandwidth improves the quality (‘fidelity’) of the transmission, it usually comes at an
added cost.
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Table 1
Characteristics of different types of signals
Voice telephony Data (computer) Entertainment video
Basic signal type Analog Digital Analog
Bandwidth Few thousand hertz Highly variable Few megahertz
Holding times Several minutes Varies widely Tens of minutes
Activity ‘Continuous’(see Note 4) Bursty Continuous
Delay tolerance Very little Some (few seconds) Good (one-way)
Error tolerance Good Variable Fair
Symmetry Symmetrical Often asymmetrical Asymmetrical (one-way)

Activity refers to actual end user consumption of the available bandwidth
during the call or session. Ordinary voice conversations are essentially
continuous—one party to the conversation or the other is always talking and
consuming the available bandwidth on the connection®. Entertainment video
signals also have continuous activity during the session. Data communications
signals, in contrast, are often quite bursty—once a session is established, the
activity is not continuous: a person checking e-mail may pause for long periods
to read individual messages before generating a response, or an ATM machine
with a dedicated connection to a distant computer may only be used sporadically”.

Delay or latency refers to the time taken for information (e.g., an analog voice
syllable or a packet of data) to travel from one point in the network to another.
Contributors to latency include the irreducible propagation delay due to the speed
of light, various processing delays such as the time it takes to convert an analog
signal to a digital signal and compress it for transmission over a digital network,
and congestion delays produced by queuing at routers in a packet-switched net-
work. Two-way voice conversations are particularly intolerant of delay and one-
way delays of more than about 150 milliseconds or round-trip delays of more than
about 300 milliseconds significantly reduce the perceived quality of the
voice signal®. Bandwidth and latency are two fundamental measures of network
performance.

Many data communications applications are more tolerant of delay. For ex-
ample, a delay of 1 second before a web page starts to download may be perfectly

4 In an ordinary telephone call about 20 percent of the time represents normal gaps and pauses in the
conversation. Sophisticated statistical multiplexing systems take advantage of these gaps to pack
additional conversations into each direction of transmission.

5 Various compression techniques can be used to reduce the bandwidth required for digital signals.
Some compression techniques reduce the transmission (bit) rate when little change is occurring in the
original (i.e., uncompressed) signal and increase it when large changes are occurring. This can produce
‘bursty’ signals as well.

® Variations in delay (4itter’) can also be troublesome in certain applications.
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acceptable. Likewise, a delay of a few seconds may be tolerated when making a
debit or credit card transaction at an ATM machine or retail store. However, long
delays can be problematical in certain types of data communications applications.
For example, some data communications protocols send a block of information
and then wait for the distant computer to acknowledge error-free reception before
sending the next block. If the roundtrip delays are large relative to the time it
takes to send the block, then the transmitting node will spend much of its time
waiting for the acknowledgement to be returned. Long delays may also be unac-
ceptable in certain highly interactive games, such as those played over the Internet.
In contrast, for traditional entertainment video, because of the one-way nature
of delivery reasonable delays are not a problem—it doesn’t make a practical
difference if a video frame from a hockey game arrives at a television receiver a
second or more after it is created at an arena.

Error tolerance—the frequency with which an incorrect bit of data is received
reflects the susceptibility of the different types of signals to digital bit error
rates. The corresponding analog term would be susceptibility to noise or distor-
tion. Because of the redundancy in human voice communications, users are able to
understand a voice message even in the presence of some noise and distortion
or, equivalently, in the presence of errors in the digital signal conveying the
voice communications. Data communications applications, on the other hand,
are often completely intolerant of errors. For example, a single bit in error in a
large computer program being downloaded can render the program inoperative.
Similarly, errors in an e-commerce message transferring millions of dollars elec-
tronically could be disastrous to the institutions involved. Entertainment video
signals are somewhat more tolerant of noise or bit errors. While ‘snow’ or other
defects in the received signals are annoying, they are not as devastating as
uncorrected errors in a computer communications applications. However, as
television picture quality has improved (e.g., with the movement toward high
definition television), transmission imperfections become more noticeable and,
hence, less tolerable.

Connectivity refers to the linkages between the source of information and its
destination. In traditional voice telephony, the connection is typically one-to-
one—one user communicating with the other user. Likewise, in some traditional
data communications networks, one computer or other digital device communi-
cates with one other computer or digital device at a time. In contrast, in the
delivery of entertainment video one source device simultaneously communicates
with multiple receiving devices. Over-the-air telecast or cable delivery of a popular
sporting event is an example of such a connection.

Symmetry refers to the evenness—or lack of it—in the information flows
between the two end points of a connection. Traditional two-way voice commu-
nications are symmetrical and require the same bandwidth in each direction.
Traditional data communications, on the other hand, are often asymmetrical.
For example, a small home office user may communicate a relatively small amount
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of information upstream toward the Internet (e.g., ‘mouse clicks’) and receive vast
amount of information downstream. At the other extreme, a large computer
server ‘farm’ may receive downstream from the Internet only a few ‘mouse clicks’
and yet deliver vast amount of information upstream to the Internet. Since
traditional entertainment video delivery is a one-way service, it is totally asym-
metric.

2.2. Network architectures

A network is a set of interconnected nodes for transmission of voice, data, or
entertainment video signals. Because of the differences in these types of signals,
the networks designed to carry those signals differed in their fundamental archi-
tectures. Each network was optimized to handle a particular type of traffic and
captured economies of specialization.

2.2.1. Traditional telephony

The traditional voice telephone network used a star topology that combined
circuit switching with transmission that initially used frequency division multi-
plexing and later, with the conversion to digital transmission, time division multi-
plexing. The advantages of a star topology, circuit switching, and time division
multiplexing for handling ordinary voice traffic are apparent when the character-
istics of the signals are taken into account. Consider a small community with 100
households, each with a telephone and desiring to be able to communicate with
the other household. One configuration would be to permanently wire each
telephone to every other telephone in a full mesh topology. The number of wire
pairs necessary to construct a full mesh network is given by:

:Nx(N—l)

M
2

where M is the number of transmission paths required and N is the number of
nodes (in this case, the number of telephones) to be interconnected. The number of
paths required goes up exponentially with the number of telephones; to intercon-
nect just 100 telephones would require nearly 5000 transmission paths. Clearly, a
full mesh topology would be very costly and very quickly become impractical.
Moreover, because of the statistical nature of telephone calling, most of the links
between individual telephones would be lightly, or perhaps never, used if the two
households were not acquainted.

The local telephone network therefore evolved using a star topology in which
each home was connected to a central switchboard or central office, thereby
reducing the number of transmission paths to N. When two people at different
locations wished to communicate with each other, the calling party requested that
the central office connect the pair of wires serving him to the pair of wires serving
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the called party. The star topology and circuit switching dramatically reduce the
number of transmission paths required and increase the utilization of those
paths—but at the added cost of a switch. This trade-off between switching and
transmission costs is one of the most fundamentals in telecommunications.

Local telephone networks could achieve a similar economy by using a star
topology to connect central offices in large communities to each other so that a
person served by one central office could complete a call to a person served by a
distant central office. To reduce costs, a second level of switching was added to the
local network. In this arrangement, each local switch or ‘end office’ is connected to
the tandem switch rather than directly to each of the other end offices in the
community. Reflecting the same switching-versus-transmission trade-off, this to-
pology reduces the number of transmission paths or trunks required between end
offices and increases their average utilization’. Thus, the traditional U.S. local
telephone network represents a two-level hierarchy: customers are connected in a
star topology to end offices and the end offices are connected in a star topology to
one or more tandem offices®.

One additional topic—multiplexing technology—will complete our discussion
of the architecture of the traditional telephone network. One way of meeting the
requirements for trunks between central offices would be to install individual wire
pairs to create the transmission path; that is, there would be one voice conversa-
tion per pair of wires. As noted above, a voice conversation requires less than
4 kHz of bandwidth for reasonable transmission quality. Over short distances,
however, an ordinary pair of wires has a significantly greater bandwidth and
microwave radio links and fiber optic transmission links have bandwidths that
are thousands or, in the case of fiber, even millions of times greater than the
bandwidth required for a single voice call.

Multiplexing combines multiple signals onto a common transmission path and
thereby reduces the number of individual transmission facilities needed to carry a
given number of calls. There are two fundamental types of multiplexing for sig-
nals—frequency division and time division. In frequency division multiplexing, each
conversation gets a fraction of the available bandwidth all the time, whereas in time
division multiplexing each conversation gets all the available bandwidth but only
for a fraction of the time. Traditionally, analog networks have employed frequency

7 In actual practice, there may be sufficient traffic between two particular end offices to justify direct
(‘high-usage’) trunking between those two offices. If all of the high-usage trunks are busy, an individual
call can still be routed via the tandem office. This is referred to as alternative routing.

8 Instead of sizing interoffice trunks to handle the maximum number of simultaneous calls that would
occur, traffic engineering takes advantage of the statistical nature of telephone calling. Only enough
trunks are installed to reduce the probability of a call between the two end offices being blocked to a
small amount, say 1 percent. This illustrates a fundamental tradeoff between cost (in terms of added
trunks) and performance (in terms of the probability of encountering a ‘trunks busy’ indication). The
same cost-performance principle applies when considering not just direct trunking between end offices
but the more complex local tandem network as well.
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division multiplexing while digital networks have used time division multiplexing,
although this is simply a matter of convenience, not of technical necessity’.

One of the earliest forms of digital multiplexing allows the transmission of 24
two-way voice conversations over two wire pairs—one for each direction of
transmission. This allowed a telephone network, for example, that needed 24
two-way voice trunks between two central offices to reduce the number of pairs
of wires required from 48 to 4'°. This illustrates another fundamental trade-off in
telecommunications engineering—the multiplexing tradeoff. Multiplexing reduces
the cost of installing additional physical transmission facilities—whether wire,
fiber or radio—but requires additional expenditure for electronics''.

It is no accident that the architecture of the traditional public switched tele-
phone network is ideally matched with the characteristics of voice communica-
tions traffic that are summarized in Table 1. For example, it supplies just the right
amount of bandwidth (4 kHz in analog terms, or 64 Kbps in digital terms) for a
voice call. Moreover, because it utilizes circuit switching and time division multi-
plexing, once the call is established there is essentially no latency or delay between
the originating and terminating ends. Traffic engineering and multiplexing allow
efficient utilization of circuits based on the statistical characteristics of the traffic
and efficient use of transmission facilities when voice traffic is being handled.
However, as we will discuss in some detail at the beginning of Section 3, this
traditional architecture has significant limitations when presented with the need to
serve other emerging needs.

2.2.2. Data networks

The characteristics of data communications traffic, summarized in Table 1, led to
a quite different network architecture for traditional data communications net-
works, one based on packet switching and statistical multiplexing in addition to
circuit switching and time division multiplexing. Data networks incurred some
degree of latency or delay in order to achieve fewer errors and greater efficiency in
the use of individual transmission links. In packet switching, the unit of

° However, modern optical networks employ wave-division multiplexing, a form of frequency division
multiplexing, to transmit digital signals.

19 1n the interoffice portion of the network, technical considerations normally require four-wire rather
than two-wire transmission using one pair of wires in each direction of transmission. In the example,
without multiplexing, 48 pairs of wires would be required to handle 24 two-way voice conversations.
The T1digital multiplexing that is widely used in the U.S. operates at a transmission rate of 1.544 Mbps
on each pair of wires in each direction and provides sufficient capacity to transmit 24 voice conversa-
tions, each digitized (using a codec as described in Note 1) at a rate of 64 Kbps. In Europe, the
corresponding E1 digital multiplexing scheme operates at a transmission rate of 2.048 Mbps, providing
for up to 30 voice conversations.

" There is also a tradeoff between bandwidth and transmission quality (Note 3). For example, music
transmitted over an ordinary 4 kHz analog voice channel or a digitized (and uncompressed) 64 Kbps
voice channel sounds poor because very low frequencies and very high frequencies are lost. Adding
bandwidth to improve the quality comes at an added cost, especially in long-haul transmission.
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information (in the form of binary digits or bits) to be transmitted is divided up
into packets—groups or ‘chunks’ of bits—and the address of the receiving com-
puter (in binary digits or bits) is included in the header of each packet. The packet
is then sent over the network in store-and-forward fashion where each node
(packet switch) reads the address and forwards the packet to another node closer
to the recipient. If, instead of a packet-switched network, dial-up connections or
dedicated connections between the terminal and receiving computer were used, the
links would often be idle between the bursts of data communications. In packet
switching, the links between packet switches carry traffic from multiple users so
when one user is not transmitting packets others can utilize the available capacity.
This sharing of transmission capacity is referred to as statistical multiplexing.
Occasionally, however, the number of packets being sent will exceed the capacity
(bandwidth) of a link or overwhelm the ability of the packet switches to process
the packets, leading to queues and congestion delays.

In the very early days of data communications, the data terminals had almost no
processing capability and the analog circuits used for data transmission (with
relatively rudimentary modems) produced relatively high errors. Given the impor-
tance of error-free performance in data applications, the responsibility for error
detection and correction was assigned to the network where some of the processing
power in the packet switches performs the functions. Thus, a packet switch would
store a copy of each packet that it sent to another node until it received an acknowl-
edgement that the forwarded packet had been received error-free. When receiving a
packet, the switch would validate the packet, and if an error was detected, it would
request the sending switch to resend it. In an era of high-error rates, without such
link-by-link checks for errors a significant portion of the network capacity would
have been used simply to forward erroneous packets.

The extra processing at the packet switches to control errors added to the latency
in a traditional data communications network. However, since modest delays—up
to as much as several seconds in some important applications—are acceptable in
data applications, this seeming disadvantage was more than compensated by nearly
error-free performance and the efficiency gains realized from the statistical multi-
plexing of bursty data traffic. In short, traditional data communications networks
were optimized to reflect the special characteristics of data communications traffic
and the state of the network technology at the time. However, these delays meant
that a network that used traditional packet switching and statistical multiplexing

was unsuitable for the handling voice communications'>.

12 Specialized forms of statistical multiplexing were developed for carrying voice conversations,
especially on costly international circuits. These systems used digital techniques in specialized terminals
to rapidly switch to another active conversation during the normal pauses of a conversation (e.g., when
one party to a conversation is listening rather than talking). One prominent example of such a system
was known as time assignment speech interpolation (TASI), developed in the late 1950s.
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2.2.3. Entertainment video

The traditional networks used to deliver entertainment video signals to residen-
tial consumers operated on a broadcast (one-to-many) basis reflecting the
characteristics summarized in Table 1'3.

In a traditional cable television system, the television signals to be delivered
are received from ‘off-the-air’ broadcasts at the cable television ‘headend’ or are
delivered to that point by terrestrial microwave or geostationary satellite
systems. The collection of signals is then inserted into the coaxial cable, using
frequency division multiplexing to separate the individual channels. The coaxial
cable lines spread out from the headend in a ‘tree and branch’ topology. In this
architecture, all the video signals are available everywhere in the network and all
the channels are available to all of the customers. In contrast to the telephone
network, there is no dedicated (unshared) facility that runs from the headend to
each customer. Instead, when a customer is added to the cable network a small
amount of the signal on the cable is extracted from the cable and fed to the
customer’s cable-ready television set or set-top box. In this case, the switching of
signals occurs at the edge of the network, in the set-top box, and not in the
network itself.

If most customers want to view the same set of video signals, this bus topology is
extremely efficient. In a star topology used in the traditional telephone access
network, in contrast, hundreds or even thousands of copies of the same program
would be delivered over individual lines to residences in a neighborhood when a
single shared line (the coaxial cable) would suffice. As cable networks have
expanded their offerings to include individualized services—data communications
(Internet access), telephony, and the more individualized video programming (e.g.,
video on demand)—the architecture of cable television networks have evolved
further into a more star-like topology.

3. Traditional circuit-switched wireline architecture: limitations
in the face of new demands

We have described the basic architecture of the traditional voice telephone net-
work, observing that the traditional voice network’s use of a star topology with
circuit switching and time division multiplexing was ideally matched with the
characteristics of voice traffic. It provides just the right amount of dedicated
bandwidth for the duration of a call and, once the call is established, there is a
minimal amount of end-to-end latency.

13 Our focus here is on traditional cable television systems, which use coaxial cable as the medium of
transmission, rather than over-the-air broadcast systems. The bandwidth of coaxial cable is significantly
greater than ordinary twisted-pair copper cable used in traditional local telephone networks and is able to
simultaneously transport scores of analog television channels.
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However, this architecture is under increasing pressure to evolve. Changes in
the marketplace include: (1) new demands and, in particular, customers’ needs
for the more efficient handling of data, image, and video traffic—multimedia
signals—as well as voice signals; (2) the desire of the incumbent local exchange
carriers to realize economies of scale and scope associated with handling a wider
range of traffic and to respond to cable television competitors whose upgraded
networks are capable of efficiently handling multimedia traffic; (3) rapid changes
in underlying potentially enabling technologies (e.g., the increasing capacity and
falling cost of computer processing and fiber optic transmission systems) that
facilitate the evolution away from the traditional architecture; and (4) increased
concerns about network reliability as firms, government agencies, and other
institutions intensify their reliance on electronic communications.

The limitations or disadvantages of the traditional circuit switched wireline
architecture include the following:

First, bandwidth is normally available in only fixed increments. The traditional
telephone network is designed to deliver just the amount of bandwidth needed for
a normal voice conversation—a 4 kHz analog channel or a 64 Kbps digital
channel. There is no way of supplying varying amounts of bandwidth (‘bandwidth
on demand’) that changes smoothly in response to the rapidly varying demands
associated with data communications or compressed video'®. These constraints
are inherent in circuit switching and time division multiplexing—technologies that
provide a fixed amount of bandwidth that can only be varied in pre-set multiples
on a longer-term basis.

Second, dedicated capacity cannot efficiently handle bursty traffic. Once a call
is established, the bandwidth is reserved exclusively for that conversation
or session and cannot be shared with other users in moments when the channel
is idle.

Third, the traditional voice network incurs high overhead due to the time and
processing needed to set up and take down the call. Before the actual conversation
can take place, information must be exchanged between the end user and the
network and between network switches to establish the link-by-link connections'”.
This includes, for example, assigning a particular time slot in a time division
multiplexer for the duration of the call. The overhead contributed by analog dual
tone, multifrequency (DTMF or touchtone) dialing on ordinary subscriber lines is
particularly onerous, even if the required tones are computer/modem generated.
The overhead requirements make the traditional circuit switched telephone

14 With packet switching and statistical multiplexing, the bandwidth consumed can be varied by simply
transmitting more or fewer packets in a given amount of time. This provides short term ‘bandwidth on
demand.” Above a certain maximum rate of course, excessive delays (latency) and/or dropped or lost
packets will result.

15 Signaling is the exchange of information between the subscriber and the circuit switched network or
between switching machines in the network necessary to establish the end-to-end connection.
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network inefficient for handling brief (short holding time) messages. For example,
circuit switching is poorly suited for downloading a web page that contains
information from multiple servers at different sites.

Fourth, the traditional voice network also suffers from limitations on end-user
signaling, such as the ability of end users to exchange signaling messages between
themselves before the actual conversation path (connection) between the two is
established. On the traditional analog loop, subscriber signaling is done ‘in-band’
using the same audible frequency range as the voice conversation. This seriously
limits signaling that is possible during the conversation itself (i.e., receiving the
calling number of an incoming call during a conversation or instructing the net-
work to deal with the call by, e.g., routing it to a voice mail system). Another
limitation is that the traditional telephone instrument is capable of generating only
a very limited number of signaling messages. An ordinary telephone generates
only 10 digits and 2 special characters (* and #)'¢. Finally, as pointed out above,
with the current telephone network architecture, it is not possible for two custo-
mers to exchange signaling messages in advance of setting up the conversation
path'”. When telephone instruments were electro-mechanical devices with limited
functionality this was not a serious limitation because, for example, an unattended
instrument would not be able to respond to an incoming signaling message in any
event. With today’s more advanced devices (e.g., powerful personal computers),
end-to-end signaling could enable the development of more sophisticated services.
We give an example below.

Fifth, even though the interoffice portion of the network is nearly all digital (i.e.,
voice signals are carried in digital rather than analog format), much of the access
network, especially in residential areas, still employs analog transmission'®. Rely-
ing on analog technologies can degrade performance and necessitates the use of
modems to transmit digital data signals.

Sixth, the access network that is used to serve many small businesses and nearly
all residences uses twisted-pair copper wire as the transmission medium. The
bandwidth of a twisted-pair copper wire depends on distance but cannot exceed
several hundred kilohertz with typical wire (local loop) lengths. This ultimately

16 One additional piece of signaling information is available on a traditional analog loop. When the
subscriber goes ‘off-hook’ by lifting the handset, a switch in the telephone set closes. The resulting
current flow to the central office—or its absence—is used as a simple signal (e.g., to indicate to the
central office switching equipment that the subscriber desires to place a call, or is already engaged in a
call). During a conversation switch, hook ‘flashes,” which briefly interrupt the current, can be used for
signaling, but this is crude at best.

17" After the call is set up, with a DTMF telephone it is possible to send signaling messages and, indeed,
this is the capability subscribers use daily to access their voice mail systems or check their bank balances
using automated response systems.

' With a traditional analog loop, the voice signal is normally converted from the analog format to the
digital format at a port on the switch in the serving central office; the loop itself operates in the analog
mode but the balance of the network is typically digital.
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limits the maximum rate at which digital signals can be transmitted over an
ordinary loop'’.

Seventh, as the traditional telephone network developed, it evolved from ana-
log, frequency division multiplexing to digital, time division multiplexing. In
North America time division multiplexing was organized in a hierarchical fashion
with 24 64-Kbps (DS-0) voice channels multiplexed into a 1.544-Mbps bit stream
(DS-1), and then with 28 1.544-Mbps DS-1 channels multiplexed into a 44.736-
Mbps (DS-3) bit stream”. In order to maintain accurate timing across the net-
work, these multiplexed systems operated asynchronously. As a result, adding,
dropping, or cross-connecting individual DS-1 streams out of a higher rate circuit
is a relatively cumbersome and costly multistep process that constrained the
architecture of the traditional public switched telephone network and tended to
exacerbate certain reliability issues.

Eighth, the traditional network is especially vulnerable to single-point failures.
As described earlier, it is largely a two-level star topology in which customers are
connected to local central offices (end offices) and the end offices, in turn, are then
connected to the local tandem office*’. This means that if the multipair cable
connecting a set of residential customers or a large business customer to the end
office is cut, service is lost. Likewise, if the cable is cut between the end office and
the local tandem office, customers served by that end office would be cut off from
the balance of the network. Moreover, this vulnerability to single-point failures
was exacerbated by the utilization of asynchronous transmission which had the
effect of concentrating the multiplexing/demultiplexing function at a few locations
(e.g., at an existing tandem office).

The traditional telephone network was optimized to handle ordinary voice
traffic and it did so in a generally efficient and satisfactory manner. Most of the
limitations we have described become of concern only when the network is asked
to provide services it was not originally designed for.

19 Filtering associated with the analog-to-digital conversion process limits dial up modem speeds to
approximately 50 Kbps in order to conserve the use of network resources to just that is necessary to
convey voice calls with acceptable sound quality. As described later, the additional bandwidth on the
individual wire pairs—beyond that needed for voice communications—can be used for other purposes
(e.g., the provision of Internet access).

20 The DS-1 bit stream at 1.544 Mbps utilizes the T1 transmission technology (Note 10). Note that the
bit rates at DS-1 and higher are greater than the sum of the tributary rates because of additional bits are
needed for overhead functions. In Europe and elsewhere the digital multiplexing hierarchy is different
(Note 10).

2! In practice, high-usage trunks may also be employed between certain central offices in a metropo-
litan area (Note 7). Thus, the local transport portion of the network is sometimes referred to as a partial
(rather than full) mesh topology.
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4. Evolution of the traditional wireline architecture

The architecture of the traditional wireline telephone network is evolving to
overcome certain technological disadvantages and limitations associated with its
roots in supplying ordinary telephony services. In this section we take up, in turn,
developments in the technology of interoffice transport, interoffice signaling and
the Intelligent Network, and the end-user access network. We then examine the
architecture of the Internet and consider the technological trend toward a future
all-digital, packet-switched broadband network.

4.1. Interoffice transport facilities

Interoffice transport facilities are the transmission links that connect end offices to
each other and to their associated tandem offices. Because of the technical and
economic advantages of digital transmission and its synergy with digital switching,
the transformation from analog to digital technology in interoffice transport has
long been underway and has largely been accomplished in most countries®>. A
second widespread change in the interoffice transport facilities is the replacement
of twisted-pair copper wire or microwave radio by fiber optic cables. The latter
have tremendous capacity and the practical effect is that, except for certain remote
areas or under-developed countries, lack of bandwidth is generally not a technical
problem except in the access portion of the local network.

The change to digital technology and fiber optic cables has been accompanied
by the shift from asynchronous to synchronous transmission technology. The
specific development is known as the synchronous optical network (SONET) in
North America and the synchronous digital hierarchy (SDH) in Europe and
elsewhere. The synchronous transmission standards define how the billions of bits
flowing down a fiber optic cable are organized, the physical interfaces to the cables
(thus promoting interoperability among equipment provided by different ven-
dors), and certain overhead functions that facilitate rapid restoration of service
when failures occur.

A major advantage of the SONET/SDH time division multiplexing technology
is that it allows single-stage multiplexing and demultiplexing. This, in turn, allows
more flexible network topologies, including ring topologies. In the latter arrange-
ment, the end offices/tandem offices and other points of traffic concentration are
connected to a fiber optic cable that is configured in a ring. In normal operation,
the traffic flows around the ring in one direction and traffic is added or dropped by
add-drop multiplexers (ADMs) at each location according to its origin and
destination.

22 The conversion from analog to digital technology is occurring in all portions of the telecommunica-
tions and related industries. For an in-depth discussion of the advantages of digital transmission,
storage and processing of information, see, for example, Bellamy (2000).
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The advantage of the ring topology is that, in the event of a cable cut or other
failure, the traffic that would normally flow across the failure point can be
rerouted in the other direction around the ring and still reach a node beyond the
break. The redundancy inherent in the ring, and the associated network manage-
ment capabilities of the SONET/SDH technology, virtually eliminates the single-
point-of-failure problem associated with the traditional star architecture used in
the interoffice portion of the local telephone network?®’.

Used together, digital transmission, fiber optic cable, SONET/SDH technology,
and more robust topologies overcome most, if not all, of the technological issues
associated with the interoffice portion of the traditional local wireline telephone
network. These interoffice technologies are capable of handling not only tradi-
tional circuit-switched voice traffic, but also of providing a robust platform for the
handling of packet-switched data traffic as well.

4.2. Interoffice signaling and the intelligent network

As noted earlier, the traditional public switched telephone network is connection-
oriented. Before end user information can be exchanged between the calling and
called parties, signaling sets up a dedicated path or connection between the two
end points, a link-by-link connection that must be maintained for the duration of
the call. During the conversation (exchange of end-user information), it is as if a
pair of wires were dedicated to connecting the two end points (e.g., telephones).
To set up and take down a circuit-switched call, signaling information must be
exchanged between the end users and the network (subscriber loop signaling) and
also between the switches in the network (interoffice signaling). The exchange of
the signaling information is logically separate from the exchange of end-user
information that takes place after the connection is established.

There are two major categories of signaling—in-band and out-of-band. Signal-
ing information can be carried in-band as audible tones over the same path that
will eventually carry the actual conversation. For example, on an ordinary analog
telephone line, the called number is signaled by a sequence of audible DTMF
tones>*. With out-of-band signaling, the signaling information is separated and
moved outside the audible bandwidth and carried either on the same circuit or on
a separate network. The out-of-band signaling information associated with a
group of interoffice trunks between the two switches can be aggregated and carried
on a common transmission path between the switches, a technology called
common channel interoffice signaling (CCIS).

23 The ring topology can also include end-user customer locations where traffic volumes and reliability
concerns justify it.

24 At one time, similar multifrequency (MF) tones were used for signaling between switching machines
in the interoffice network.
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Establishing a connection between two switches requires an exchange of mes-
sages which are inherently digital (e.g., the telephone numbers of the calling and
called parties). Such bursty digital messages are typical of data communications
more generally. Thus, over time, a specialized, packet-switched technology was
developed to carry signaling messages between circuit switches in the traditional
voice telephone network. The modern version of this technology is known as
Signaling System No. 7 (SS7). The SS7 signaling technology provides faster call
setup time, more efficient trunk utilization, and, with the addition of computer
processing power as explained below, support for a plethora of advanced,
network based services. The packet switches, which serve a collection of switching
machines or service switching points (SSPs), are called signaling transfer
points (STPs).

Today, the traditional public switched telephone network consists of two logi-
cally distinct ‘sub-networks’—the conversation sub-network and the signaling sub-
network. In the interoffice portion of a modern telephone network, the actual
conversations are carried on a circuit switched sub-network using time-division
multiplexing, while the signaling information is carried on a specialized packet
switched sub-network using statistical multiplexing. Both sub-networks typically
share the same underlying interoffice transmission facilities that use digital, time-
division multiplexed, SONET/SDH-based technology described above?’.

At a conceptual level, a circuit switch consists of two basic parts—the switching
matrix and the service logic. The switching matrix or ‘fabric’ makes the connection
between an incoming port and an outgoing port on the switch. These ports may be
connected to subscriber lines or to interoffice trunks. The service logic or ‘intelli-
gence’ decides, based, for example, on the digits dialed by the customer and
information stored in a routing table, which incoming line or trunk to connect
to which outgoing line or trunk. In early implementation if the call is destined for
another switch, the service logic in the originating switch communicates with the
service logic in the terminating switch to establish the necessary link between
the two switches (e.g., to assign a particular trunk or time slot for the duration
of the call). In the early days of telephony, the services rendered by a switch were
relatively simple and the necessary service logic resided in the mind of a telephone
operator who manually made the connections between lines and trunks in re-
sponse to spoken information from the subscriber or another operator. Operators
and manual switchboards were eventually replaced by automated switches that
used electro-mechanical devices for both the switching fabric and the service logic,
and later electro-mechanical switches were replaced by computer-based switches
in which the service logic resided locally in software rather than in hardware.

25 Packets are typically carried on an underlying time-divison multiplexing (TDM) network by dis-
assembling each packet into sequential groups of bits and transporting the groups of bits in the time
slots associated with a particular circuit. This process is then reversed at the receiving end.
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These computer-based switches, called stored program control switches, could
provide a much richer set of services compared to their electro-mechanical pre-
decessors. For example, the more powerful logic allowed a subscriber to instruct
the switch to automatically redirect calls from one line or telephone number to
another (call forwarding) or, if the called line was busy, to forward the call to a
voice messaging machine (voice mail). In the era of manual and then electro-
mechanical switches, and even in the early days of stored program control
switches, the service logic was tightly tied to the switching matrix or fabric of
individual switches. This meant that in order to create a new service, the software
(and any associated database) had to be modified in each individual switch. The
development of the sophisticated and specialized packet-switched SS7 signaling
network, however, allowed most of the service logic to be moved out of the switch
and be accessed remotely. This separation of the service logic and the switching
matrix is referred to as the intelligent network concept.

In the intelligent network, a computer containing service logic (called a service
control point) and an associated database is connected to the signaling network’s
packet switch (STP) that serves a number of circuit switches (SSPs). When a
subscriber connected to one of the local circuit switches triggers a particular
service, the call is briefly suspended and the local switch sends a signaling message
to the service control point via the SS7 network asking, in effect, how the call
should be handled. The service control point uses its service logic to decide and
returns the answer via the SS7 network.

Perhaps the best example of an Intelligent Network-based service is toll-free
‘800-number’ or ‘free-phone’ service. When a subscriber dials an 800-number, the
particular dialed number acts as a trigger, causing the local circuit switch, in
essence, to suspend the call briefly and forward the called 800-number and the
subscriber’s calling number to the service control point over the SS7 network. The
service control point uses the 800-number to interrogate a database that associates
the 800-number with an ordinary (routable) telephone number. The 800-number is
translated into an ordinary telephone number and returned over the SS7 network
to the originating switch. The originating switch then handles the call in the
normal way?®. A simple extension of this basic 800 service would be a feature
that would allow the subscriber to the 800-number service (the called party) to
specify different routings depending on the time-of-day or the geographic location
of the calling party.

Using combinations of called number, calling number, time of day, information
requested from and entered by the calling party (e.g., ‘Please enter your account
number’), and information stored in the network (e.g., location information on

26 Although the call is routed as an ordinary call once the number translation has occurred, the billing
is handled differently to reflect that the called party (the subscriber to the 800-number service) pays for
the call.
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their stores supplied by 800-number subscriber), extremely flexible services can be
created”’. Indeed the intelligent network-type architecture provides a platform for
a host of services including personal number calling, local number portability,
virtual private networks, wireless network roaming, and prepaid calling cards.
Because the service logic and associated databases can be centrally located,
changes to that service logic and those databases only have to be made at one
location rather than at each local switch—a significant advantage with some
services.

The intelligent network architecture allows the service logic (the intelligence) to
be located at various places in the network. For example, consider an abbreviated
dialing service that enables a consumer to dial a short sequence of digits, say *13,
to indicate that he wants to call the thirteenth person on a personal list of
frequently called people. The service logic and associated memory (database)
could be located in the handset itself, if it had the requisite intelligence. That is,
when the customer dialed *13, the handset would intercept the digits, translate the
sequence into a regular number and transmit it to the local central office in the
normal way. A second alternative would be to attach the service logic and
associated database to the local central office. When the customer dialed *13,
the equipment in the central office would recognize that a special service was being
requested by this customer and do the necessary translation based on service logic
contained in the stored program control switch and information previously sup-
plied by the calling subscriber and stored locally. The third alternative would be
similar, except that the service logic and associated database would be located
remotely from the local switch and accessed via the packet based signaling SS7
network using the intelligent network-type architecture. Note that in the second
alternative, it could be the local telephone carrier offering the service and in the
third alternative it could be a long distance carrier®.

The optimal location for the intelligence or service logic associated with a given
service depends on a host of factors such as the cost of computer processing and
electronic storage, the cost and latency of moving signaling messages from
one point to another, operational costs associated with updating the logic and
data in numerous locations versus a handful of locations, customer preferences for

27 Within the constraints on end-to-end signaling (Note 17), it is also possible to supply similar services
using logic located at a subscriber’s location. For example, once the call is set up, a customer can enter a
particular digit to have his or her call routed to a particular department within a company. As discussed
later, with more ‘intelligent’ end user devices, it is even possible for the customer to speak the number
and have it recognized by the equipment at the terminating end of the call. Here, though, the focus is on
services that are offered using logic and associated databases located within the provider’s network—
not on the customer’s premises.

28 Perhaps a more familiar example is voice mail, where the service can be provided in an end user
device (i.e., in an answering machine on the customer’s premises) or in the public switched telephone
network itself.
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storing certain information at locations they control versus on computers
controlled by others, and the impact of failures.

The location and control of the intelligence or service logic has enormous
competitive consequences. In the traditional public switched telephone network,
the intelligence—the service logic—resides within the network itself and is under
the control of the operator. The network assumes that end user equipment has
limited functionality (‘dumb terminals’) and the public switched telephone net-
work operator controls access to the packet switched interoffice signaling (SS7)
network. As we will discuss later, in the much different architecture of the Internet
the network itself is ‘dumb’ and the intelligence (or service logic) resides in devices
(hosts, e.g., personal computers and servers) that are located at the edge of the
network, outside the control of the network provider. In a sense, the Internet is
like the telephone network ‘turned inside out.” Moreover, in the Internet, both the
signaling information and the end users’ information content are carried over a
common, general purpose, packet switched network.

4.3. The access network

Our discussion to this point has concentrated primarily on the steps that the
operators of the traditional public switched telephone network have taken to
reduce or eliminate the limitations associated with the interoffice network. While
large customers in most developed countries typically have access over high
capacity, digital transmission facilities, residential users are often served over
traditional analog loops that employ in-band (DTMF) signaling with its asso-
ciated limitations. This is true even though the local central office switch itself is
usually digital. That is, the voice (or voice-band data) signal is carried in the
analog format over the local loop and the necessary analog-to-digital and digital-
to-analog conversions occur at the central office.

Beginning in the 1960s, however, the telephone industry developed and later
began to deploy a new digital access technology—the integrated services digital
network (ISDN). It takes advantage of the fact that ordinary twisted-pair copper
wire has capacity (bandwidth) that exceeds that necessary to transmit a single
voice conversation. Two versions of ISDN were developed—basic rate interface
(BRI) and a higher capacity primary rate interface (PRI). With basic rate ISDN,
the net transmission rate is 144 Kbps in each direction and it uses TDM to provide
two voice (or data) channels of 64 Kbps each plus a separate (out-of-band)
signaling channel at 16 Kbps. With primary rate ISDN, the net transmission rate
is approximately 1.5 million bits per second in each direction and is channelized to
provide 23 voice (or data) channels at 64 Kbps each along with a separate 64-Kbps
signaling channel®. Because of the higher data rate associated with primary rate

2% Basic rate ISDN is a worldwide standard. The Primary rate ISDN described in the text is the North
American standard. In Europe and other parts of the world, PRI provides 30 voice (or data) channels
at 64 Kbps each, plus a signaling channel at 64 Kbps.
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ISDN, digital repeaters must be employed at regular intervals to regenerate the
digital signal. The network operator tightly controls access to the signaling chan-
nel, and the end user generally cannot use the signaling channel as a general-
purpose packet network to, for example, send his own message over that channel
to another end user.

While ISDN overcomes many of the limitations associated with the traditional
access network, providing faster and more flexible out-of-band signaling and more
robust digital transmission, it has not been particularly successful in the U.S.
marketplace®®. Reasons advanced for this lack of success include not having
uniform standards early in the rollout process, the high cost of the digital custo-
mer premises equipment compared to mass produced analog equipment, the high
cost of terminal adapters necessary to accommodate legacy analog equipment
during the transition to ISDN, and substantial improvements in analog modem
technology that reduced the advantages of the per-channel ISDN transmission
rates of 64 Kbps in data communications applications. More fundamentally, with
ISDN, user content is still circuit switched and it is voice-oriented in terms of its
channelization. Hence, for increasingly important data communications ap-
plications, ISDN does not provide the advantages of statistical multiplexing,
always-on connectivity, and ‘bandwidth-on-demand’ that can be realized with
packet switching technology.

More recently, the telephone industry has deployed a new access technology—
digital subscriber line (DSL). Like ISDN, DSL is basically a multiplexing technol-
ogy that exploits the fact that, over limited distances, an ordinary twisted-pair
copper wire has a bandwidth that significantly exceeds that occupied by a single
voice conversation®'. One popular version of the technology, asymmetrical digital
subscriber line (ADSL), allows the simultaneous transmission of analog voice and
digital data signals over a single local loop. The high speed, two-way, digital
signals do not interfere with a voice conversation being carried on the same local
loop because analog voice and digital data signals occupy different frequency
bands. With DSL technology, frequency division multiplexing is used to transmit
relatively high rate, two-way digital signals in the otherwise unutilized bandwidth
that lies above the frequencies that convey the analog voice conversation. The
combined transmission rate of the two-way digital signals is limited by the max-
imum bandwidth of the twisted-pair copper wire which, in turn, depends on its
length, the distance between the customer location and the serving central office
and other factors. This version of DSL is asymmetric because more digital

39 In the U.S., ISDN has had some commercial success in commercial rather than residential applica-
tions including access to call centers; in Europe, it has achieved considerable success even in the
residential space.

31 Tt is the filtering associated with the analog-to-digital conversion process at the central office, or as
described later, in a remote multiplexing terminal closer to the customer, that limits the information
carrying capacity of the twisted-pair copper cable in the loop plant.
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capacity is supplied in the downstream direction (toward the customer from the
central office) rather than in the upstream direction’>.

When DSL technology is deployed in the access portion of the network, a filter
at the customer’s location splits the analog voice conversation from the two-way
data signals and routes the voice signals to ordinary analog customer premises
equipment. The digital signals in turn are sent to a modem-like device that
connects to the customer’s personal computer or other equipment. In the central
office, at the other end of the DSL loop the analog voice signals are split off and
connected to the regular circuit switch and the data signals are split off, aggregated
in a device called a DSL Access Multiplexer, and connected to the data network
(i.e., the Internet). Note that, in the local loop, the capacity of the high data rate
(broadband) digital signals can, in turn, be further divided using either time
division multiplexing, statistical multiplexing, or both*. In addition to the eco-
nomic advantages of allowing the provision of broadband services on existing
loops, this access network technology has the advantage that, after arriving at the
central office, ordinary voice telephone traffic is processed in the traditional way
using circuit switching and time division multiplexing while the data traffic can be
handled using packet switching and statistical multiplexing.

Digital subscriber line technology effectively supports two parallel networks—
one optimized for voice and other optimized for data—over a common ‘last mile’
path to the home or small business. Hence, unlike ISDN, the parallel data network
has the advantages of statistical multiplexing and always-on connectivity, and of
providing bandwidth on demand.

The traditional twisted-pair copper cables used in the access network can be
supplanted by electronic technology and ultimately fiber optic cables. A single
copper feeder cable running from a central office to a particular neighborhood
may contain several hundred individual wire pairs. By using digital TDM the
number of wire pairs required to serve the neighborhood can be reduced, an
increasingly attractive alternative with the falling cost (and size) of the needed
electronic equipment. These digital loop carrier (DLC) systems then use ordinary
analog lines to complete the connection from the multiplexing equipment (called
remote terminals) in the neighborhood to the individual customer locations. Thus,
the analog-to-digital conversions take place at the remote terminal rather than in
the central office. The multiplexed connection between the remote terminal and
the central office requires fewer wire pairs (hence the term ‘pair-gain system’).

32 There are also symmetrical versions of DSL that do not include simultaneous carriage of an analog
signal, including high bit-rate digital subscriber line (HDSL).

33 For example, two home computer users can simultaneously access the Internet using simple local
area networking techniques in the residence and statistical multiplexing based on packet switching and
the IP over the broadband connection. As we discuss in more detail later, this broadband connection
can also be used to provide Voice-over-the-Internet Protocol (VoIP) services at satisfactory quality if
sufficient bandwidth is available and the latency and/or dropped packets due to congestion are properly
controlled.
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The copper cables in the feeder portion of the access network can be replaced by
fiber optic cables running from the central office to the remote terminals, offering
both the potential economic advantage associated with the using fiber-optic
technology and reducing the length of the ordinary copper wires serving the
customer. This, in turn, can alleviate the normal distance limitations associated
with the use of DSL technology and/or increase the digital transmission rates of
existing DSL customers.

However, as we now discuss, the ultimate vision is to have both voice and
data (including image and entertainment video signals) carried on a common,
broadband, digital connection to the home or small business.

4.4. Architecture of the Internet

In contrast to the circuit-switched, connection-oriented, TDM technologies of the
traditional telephone network, the Internet is based on packet switching and
statistical multiplexing technologies using protocols referred to as the IP suite.
Computers connected to the Internet are known as 4osts and each host has a unique
IP address. In the Internet, addressed packets of information (IP packets) are sent
through the network from one router (packet switch) to the next router in store-
and-forward fashion. The router performs a ‘dumb’ function—it examines the
address information and very rapidly forwards the packet to another router topo-
logically ‘closer’ to the intended recipient. Unlike earlier packet switched data
networks, Internet routers are not responsible for correcting errors in the informa-
tion contained in the packets, for lost packets, or for assuring that the packets are
delivered in the right sequence. Instead, the hosts (e.g., personal computer ‘clients’
and ‘servers’) at the edge of the network take on this responsibility.

In concept, the Internet is comprised of a series of logical layers. At the IP
packet layer, the Internet, unlike the traditional telephone network, is connec-
tionless. This means a packet of information can be sent from one end user or
third-party service provider to another without first establishing a connection
through a call setup procedure. Several sessions or ‘calls’ can exist between the
end points, but these are established in the transport layer between blocks of
complementary software that resides in the host computers that are controlled
by the end users or third-party service providers and are individually identified by
a port number.

The creation of a session or connection does not have to involve the network
itself; the Internet simply forwards IP packets based on the address information in
the packets. What is established, then, is not a ‘real’ connection that consists of
identifiable, physical capacity dedicated to the session for its duration. Rather, the
connection is a relationship between transport layer software residing in hosts that
allows packets of information to be moved or transported from one port to
another. In the case of the most common transport layer protocol, the Transmis-
sion Control Protocol (TCP), the software detects packets with errors and requests
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repeats, delivers packets to the application in the order that they were sent, and
eliminates duplicate packets®*.

At the third, application layer of the Internet, other software can, in turn, use
these virtual connections and other services at the transport layer to provide a
great variety of user-oriented applications and services—for example, to exchange
a collection of e-mail messages between an e-mail client and an e-mail server or to
stream music from a digital audio music server to a music client in an end-user
device. Given sufficient bandwidth and processing power, a single host or client
can have multiple concurrent sessions, enabling the end user to download e-mail
and listen to streaming music simultaneously over a single physical connection.

The openness of the Internet is summarized by the end-to-end principle—the
ability to send an IP packet containing signaling information or data, image,
video, and even voice media content from one host to another host, each located
somewhere at the edge of the network, without interference by the underlying
service provider. The end-to-end principle, combined with the creation of inde-
pendent protocol layers, represents the critical architectural features incorporated
in the Internet. Because the protocol layers are independent, an application is not
tightly coupled to the characteristics of the underlying network and the applica-
tion software resides in hosts (e.g., in personal computers and servers) that are at
the edge of the network outside the control of the underlying service provider. In
essence, the Internet architecture provides a powerful general-purpose packet-
switched network—a platform that is capable of handling both signaling informa-
tion and media content on an end-to-end basis. In contrast, the traditional public
switched network combines a specialized, tightly controlled packet-switched
sub-network having relatively limited bandwidth for signaling with a relatively
inflexible circuit switched sub-network for handling media content®. These fun-
damental architectural differences between the traditional public switched
telephone network and Internet have far-reaching implications in terms of
both the ability to support multimedia applications and in the control over the
development of such applications.

Several examples will illustrate. The ability to send sophisticated signaling
messages between end user devices before a connection is established allows the
creation of a number of advanced services. For instance, one end user can send
another end user a signaling message that says ‘I would like to talk to you’ and the
other end user’s device can respond automatically with a signaling message that
says ‘I am unavailable at the moment; would you like to leave a message on my
voice mail system’? The calling party can then make the decision whether or not to
place the call to an answering machine or voice mailbox. (In the traditional public

34 Because IP and TCP are often used together, the Internet suite of protocols is often referred to as
TCP/IP.

35 As explained before, traditional circuit-switched networks cannot smoothly supply varying or
‘elastic’ amounts of bandwidth—bandwidth on demand—to end users.
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switched telephone network, there is no way of exchanging information between
end user devices before the session or call is established; a caller does not know
whether she will reach an answering machine before the call itself is established®¢.)
The called end user’s Internet device can also be programmed to return a new
address (thus providing call forwarding) or to provide an e-mail address and an
invitation to the calling party to send a text message instead. Again, we emphasize
that such services can be developed in software in end user (or third party) devices
without the knowledge or cooperation of the underlying Internet service provider.

As a powerful general-purpose packet switched network or platform, the Inter-
net (as well as business intranets based on the IP suite) is capable of handling any
combination of sound, data, image or video traffic. To continue the above exam-
ple, end users can negotiate, say, the audio quality of the connection (e.g., by using
more or less compression or bandwidth) or the combination of media to be used
(e.g., voice and video or voice and still images) before a conversation is estab-
lished. Furthermore, the quality or combination of media and number of connec-
tions can be renegotiated during the conversation or session. For the most part,
these features are impossible to duplicate on a traditional circuit switched network
using time division multiplexing and legacy forms of signaling.

From an economic perspective, the general-purpose network also allows the
capture of economies of scale and scope associated with carrying all types of
traffic—and combinations of traffic—on a common platform. Thus, it not only
provides a powerful platform for the creation of interactive services that employ
animation, streaming music and video, and other special effects, but it also
provides economic efficiencies by, for example, carrying voice and data on com-
mon rather than separate networks.

Finally, as touched upon earlier, in the Internet architecture, the network itself is
dumb while the intelligence or service logic and associated databases reside in hosts
at the edge of the network. Because the Internet lowers the cost and increases the
flexibility associated with accessing intelligence and because the end-to-end princi-
ple ensures that end user devices will be able to access that intelligence wherever it
resides, the Internet fundamentally changes the trade-offs associated with both
where that intelligence is located and who has control over it. With the ability to
create applications residing in end-user and third-party devices at the edge of the
network, the Internet—in contrast to the closed, proprietary data networks that
preceded it—facilitates the development of revolutionary new services such as the
Worldwide Web, Instant Messaging, and VolIP. It empowered developers ranging

36 End user devices connected to the PSTN (e.g., answering machines) traditionally did not have the
intelligence to handle such signaling messages. However, as voice telephony switches to packet-
switched networks, telephones and computers are becoming more alike. This means that the devices
have the necessary intelligence as well as greatly expanded capabilities for entering information (e.g.,
keyboards and tablets), processing information (e.g., running games), and displaying information. This
trend is perhaps most clearly seen in wireless communications. It stands in stark contrast to the
relatively simple telephone sets of the past.
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from teenagers working in basements to computer scientists working in the best-
equipped laboratories. The intelligence and associated databases can be concen-
trated in only one or a handful of servers, or distributed in a decentralized fashion in
millions of end user devices, or any combination of the two extremes. For example,
the software associated with interactive games can be located in a handful of third-
party provided servers accessed by less sophisticated end user devices, or, alterna-
tively, in a personal computer or specialized game console that uses the Internet
mainly as a medium of communications among players.

The implications of the Internet for telephony are similarly revolutionary. The
intelligence or service logic and associated databases necessary to provide voice
telephone service over the Internet (VolIP) can be concentrated in a few servers, or
it can be distributed in a highly decentralized fashion on end user devices. The
Internet provides the basic connectivity among calling and called parties—using
the dumb network functionality—while all the intelligence necessary to provide
services associated with traditional telephone service (e.g., call forwarding,
abbreviated dialing, calling card, and 800-number services) resides in end user or
third party provided devices (or some combination of the two) at the edge of the
network®. A customer can access the intelligence, and hence the services,
wherever a connection to the Internet is available with sufficient bandwidth.

Providing telephone service over the Internet has many implications. Service
creation is no longer limited to just the underlying carrier. And the variety of
services that are now regarded as constituting voice telephony can be separated
from the network that provides the underlying basic connectivity. Also, the
individual services (beyond basic connectivity) that comprise voice telephony
service can further be unbundled so that a customer can choose among providers
of different elements or can, with the more distributed arrangements, in effect self-
provide. Finally, in the extreme, if essentially all of the intelligence or service logic
comes to reside in end user devices, telephone companies as we know them today
would disappear®®. Stated another way, voice telephony could become simply
another software application on end user devices®.

37 Of course, for many years, telephony services provided on the traditional PSTN will necessarily have
to coexist with telephony services providing via VoIP. Gateways between the two types of networks will
be needed to translate PSTN signaling protocols (e.g., SS7) and circuit switched/time division multi-
plexed voice on one side into Internet signaling (e.g., SIP) and packet-switched/statistically multiplexed
voice with different coding on the other side (and vice versa).

38 Certain functions, such as the administration of numbering resources, will continue to require
centralized management and it is likely that there will be some other services that are more efficient to
provide on a centralized basis. The extreme scenario is useful as a way of understanding the implications
of current trends.

3 Indeed, some suppliers of VoIP are arguing that they are not ‘service providers’ but merely suppliers
of equipment or software that allow end users to make the functional equivalent of telephone calls.
Suppliers of equipment or software are not usually subjected to telecommunications regulation.



Ch. 2:  Emerging Network Technologies 55

In the past, the principle challenge to providing telephony over packet-switched
networks has been to provide adequate quality for services that are sensitive to
latency or variations in delay (jitter). Indeed, such delays were accepted in order to
obtain the other advantages of packet switching, such as bandwidth on demand
and statistical multiplexing, in data communications applications that were not
particularly sensitive to small delays. Delays in two-way voice telephone service
and certain highly interactive data services are principally produced by a lack of
adequate bandwidth and/or processing delays in the packet switches themselves™.
Because of the normal statistical variations in the amount of traffic offered to the
network, the delay or latency varies over time.

Conceptually, the latency for delay-sensitive applications can be reduced in
three different ways. First is the ‘brute force’ method of adding greater bandwidth
and faster switches to the network to reduce delay even at peak traffic times. The
falling costs of bandwidth (at least in the interoffice portion of the network) and
processing power make this a viable solution. Second, priority can be given to
packets associated with delay-sensitive applications such as two-way voice at the
expense of occasionally delaying packets associated with less time-critical applica-
tions such web browsing*'. The third method involves reserving sufficient capacity
along the route to ensure that latency encountered by packets associated with a
particular session or call does not exceed some maximum amount*’. Because
network capacity must be reserved in advance, this method requires a call setup
phase and the service supplied to delay-sensitive traffic becomes connection ori-
ented. There are, of course, tradeoffs in making a connectionless packet-switched
network look more like a connection-oriented network with capacity reservations.
The tradeoffs include both the time it takes to reserve the capacity (the call setup
time in circuit switched network terms) and the loss of the statistical multiplexing
advantage when reserved capacity goes unused*’. All three methods of reducing
latency are being adopted in varying degrees in both the public Internet and in the
managed networks that utilize the IP suite.

40" Compare a toll road, where traffic can be backed up because there are not enough lanes to carry the
number of vehicles (analogous to bandwidth) and/or the toll-takers do not collect the charges fast
enough (analogous to processing delays in the packet switches).

4l In contrast to circuit switching, where the necessary capacity is reserved in advance during the call
setup phase of the connection, this method does not completely eliminate the possibility of excessive
latency for delay sensitive applications. (Excessive delay—in the form of no dial-tone—can arise in a
circuit-switched network if resources are not available.) However, with adequate bandwidth and
extremely fast packet switches, giving priority to certain packets may be adequate to reduce the latency
to acceptable levels.

42" An approach based on a combination of technical solutions including multiprotocol label switching
(MPLS) is described in Xiao, Telkamp, Fineberg, Chen and Ni (2002).

43 With very short call setup times, the capacity need not be reserved on a continuous basis for both
directions of the conversation as in conventional circuit switching. That is, the capacity can be reserved
only when bursts of speech occur.
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As described earlier, in the traditional telephone network, the principal con-
straint on bandwidth has been in the access network. This limitation is being
relieved by the deployment of DSL technology and by installing fiber optic feeder
cable from central offices toward end users. In addition, as will be described in
more detail in a following section, cable television systems are installing two-way
digital coaxial cable that provides a second source of high-bandwidth access.
Combined with the techniques for reducing latency just described, it now appears
feasible to handle all types of traffic—voice, data, image, video and combinations
thereof, on a common network—or more properly—a network of networks.

4.5. The network of the future

Based on the descriptions contained in the prior sections of this chapter, the trend
is towards an architecture where all applications—audio/voice, data, image, and
multimedia—are conveyed to an all-digital, packet-switched, broadband, low-
latency network of networks that uses common, open standards and protocols
(i.e., the IP suite). Using the modularity and layering associated with modern
communications protocols, this network, in turn, will increasingly rely on fiber
optic transmission facilities for the needed bandwidth and on wireless technologies
to extend the network to allow users to communicate anyplace, anytime, in any
mode or combination of modes. In this architecture, traditional voice conversa-
tions will become just another digitized, compressed, and packetized bit stream
along with data, image and video traffic and with the intelligence or service logic
defining the equivalent of traditional voice services being distributed throughout
the network and not necessarily controlled by traditional telephone carriers.

5. Evolution of cable, wireless, and satellite networks

The dominant trend in the traditional public switched telephone network is
towards an architecture wherein all applications—audio/voice, data, still image,
video, and multimedia—are conveyed to an all digital, packet-switched, broad-
band, low latency, network of networks that uses common, open standards and
protocols (i.e., the IP suite). This trend also affects the evolution of cable
television, wireless, and satellite networks.

5.1. Cable television

The ‘tree and branch’ architecture of cable television networks is evolving rapidly
toward a star-like configuration, one better suited for delivering more individua-
lized voice, data, and entertainment video signals. The newer hybrid fiber-coax
(HFC) architecture is a star composed of separate runs of fiber optic cable from
the cable headend to individual nodes serving clusters of homes in relatively small
geographic areas. At each node optical signals are converted into electrical signals,
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which are then distributed to individual homes in a bus topology using conven-
tional coaxial cable and two-way amplifiers. In this arrangement, the entire
bandwidth of the coaxial cable is shared among only a few hundred homes. Its
capacity is divided into non-interfering frequency bands or channels that simulta-
neously deliver traditional analog entertainment video programming, digital tele-
vision signals (including more individualized ‘pay-per-view’ programs), and
broadband, two-way data communications (high data rate access to the Internet
using cable modems). The broadband data capability, using the IP suite, is capable
of handling voice, data, image, and some video traffic on an integrated basis. In
time, it is expected that most of the remaining analog signals on the cable
(entertainment video programming) will be digitized, compressed and packetized
and carried in the same integrated manner.

Viewed from afar, the traditional cable television and traditional public
switched telephone networks look increasingly similar. Both employ fiber optic
cable in a star topology to reach nodes that serve clusters of residences (or connect
fiber directly to high volume and high value customers such as large businesses)
and from there rely, respectively, on their traditional coax or twisted-pair copper
cable facilities to connect to individual customers. Both platforms provide IP-
based, packet switched, high-data rate (broadband) and low latency access ser-
vices while maintaining support for certain legacy applications. Cable television
networks use cable modems and the HFC technology; telephone networks use
DSL technology over shorter runs of twisted-pair copper cable. And both plat-
forms can eventually migrate the legacy services to the more advanced packet-
switched, broadband technology and, eventually, to fiber-optic cable that connects
all the way to the home.

5.2. Wireless

Interestingly, wireless networks—both those serving fixed subscriber units and
mobile subscriber units—are also evolving towards a similar architecture. The
trend in wireless access systems is to deploy nodes (base stations) throughout a
large geographic area and to connect them back to a central location (a mobile
switching center in the case of cellular mobile radio systems) using fiber-optic or
other broadband (microwave) facilities in a star topology**. The balance of the
distance between the node or base station and the fixed or mobile subscriber is
spanned using wireless (radio) technology. Through the use of relatively low
power transmitters and antennas close to the ground at the nodes, the geographic
coverage and interference range associated with each base station is limited. This,

4 In actual practice, for the reasons stated earlier, a ring network may be used for the backhaul from
the base station to the central location, rather than a star. However, this does not change the more
generic notion of having high capacity facilities serving local nodes that, in turn, connect to coaxial
cable, twisted-pair cable, or radio to create the balance of the connection.
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in turn, allows the same scarce radio spectrum to be reused many times in a given
geographic area with concomitant improves in spectrum efficiency.

Just as the cable television network is evolving with separate cable runs to each
cluster of end users, this reuse of the radio spectrum has the advantage of allowing
more capacity to be delivered to each subscriber. The actual amount of bandwidth
depends on the amount of spectrum that is assigned to a particular provider. This
can range from an amount sufficient to support only narrowband applications up
an amount sufficient to support true broadband applications.

Beyond the changes in topology, the evolution of mobile telephone (cellular)
services has followed a path similar to those outlined above for traditional cable
and telephone networks. First-generation (1G) cellular systems employed analog,
narrowband, and circuit switched technology that was optimized for voice. The
second-generation (2G), digital systems were still narrowband and employed
circuit switching; although optimized for voice, they were somewhat more ‘data
friendly*.” The third generation (3G) cellular systems, designed for data services,
are digital, packet-switched, and offer variable bandwidth*®.

In summary, all three networks—telephone, cable, and cellular—are evolving to
a similar structure with fiber-optic cable (or another high capacity facility) provid-
ing transport to a node near the subscriber and with coaxial cable, twisted-pair
copper cable, and radio, respectively, going the remaining distance and supporting
IP-based, packet switched, high-data rate (broadband) and low latency access
services.

5.3. Satellite

Communications satellites, which have played a key role in the telecommunica-
tions industry but have not been discussed earlier, are also evolving in similar
ways. The commercially important satellites are those in geostationary orbits
above the equator®’. A basic satellite network consists of the satellite itself plus
associated earth stations that communicate with each other using the satellite as a
relay point.

Terrestrial microwave radio signals can only travel a few tens of miles because
the very high frequency signals are blocked by the curvature of the earth; longer
distances require microwave ‘repeaters’ placed at regular intervals to relay the

45 Second generation cellular systems are also being upgraded to so-called 2.5G technology, utilizing
packet switching techniques albeit with bandwidths less than that associated with 3G systems.

46 ‘While the focus here is on traditional cellular systems and their evolution, the connection from the
node (base station) to the subscriber can also be made using other technologies in both licensed and
unlicensed (license-free) bands. “Wi-Fi’ systems, which use unlicensed spectrum, are being rapidly rolled
out in many countries as a way of providing high speed Internet access in homes, businesses, and public
spaces.

47 Low Earth Orbiting Satellites (LEOS)—non-geostationary orbit satellites—have achieved only
limited success in commercial applications and will not be discussed here.
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signal from one terrestrial antenna tower to the next. In their most basic form,
microwave repeaters consist of: (1) a receiver (and associated antenna) which
collects incoming signals in one frequency range coming from the previous micro-
wave tower; (2) a device which processes and then translates the signals to a
different frequency range; and (3) a transmitter and associated antenna which
amplifies the translated signal and aims it toward the next tower in the chain.

A satellite system dramatically reduces the distance limitation associated with
terrestrial microwave by putting the repeater (transponder) far out in space so that
it is visible over a large fraction of the earth’s surface. A geostationary satellite is
about 35,000 kilometers (22,000 miles) above the earth.

The earth stations associated with early generations of geostationary satellite
systems were very large, costly installations that used analog techniques and
frequency division multiplexing to provide interoffice transport of large volumes
of telephone calls or to extend network television signals between major centers.
Higher power satellites, additional spectrum, and improvements in earth station
designs have allowed for smaller, more easily installed earth stations. These
advances initially allowed entertainment television signals to be distributed effi-
ciently to hundreds of individual cable television head-ends scattered across a wide
area and, eventually, to directly broadcast signals to individual receive-only earth
stations (‘dishes’) owned by consumers.

This satellite-based system architecture matches closely the characteristics of
entertainment video summarized in Table 1. A single earth station (uplink) can use
the geostationary satellite to simultaneously deliver, on a one-way basis, scores of
television signals to millions of individual households. Using the satellite receiver
(dish) the consumer can choose from scores of different channels. These direct
broadcast satellite systems use digital transmission and advanced compression
technology. They are ideal for the point-to-multipoint situation in which many
customers want simultaneous access to the same set of video signals.

As with traditional cable television network architecture, satellite networks are
constrained when it comes to two-way data communications (Internet access),
voice telephony, and the delivery of more individualized video programming
(video on demand).

The irreducible round-trip delay (latency) for a radio signal to reach the satellite
and return to the earth—about one-quarter of a second—is not a defect when
delivering entertainment video programs because it doesn’t make a practical
difference if a video frame from a hockey game arrives at a television receiver a
second or more after it is created at an arena. However, the same latency makes
satellite systems less desirable for voice (except in more isolated or difficult to serve
areas where no terrestrial facilities are available) and largely unsuitable for certain
two-way data applications (e.g., highly interactive games).

A satellite system with very wide geographic coverage is also less suited to
deliver more individualized signals. For example, there are hundreds of
terrestrial broadcast television channels in the U.S. To provide program offerings
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comparable to a cable television system, all these local channels would need to be
carried on the satellite. But doing so would exceed the capacity of the satellite
system and waste radio spectrum resource by spreading signals over large
geographic areas where there may be few viewers interested in receiving most of
the local stations. This constraint can be partially alleviated by using satellite
antennas that transmit a narrow spot beam, allowing different sets of signals or
channels to be delivered to various regions using the same radio spectrum. This
technology is similar to the reuse of spectrum accomplished in cellular mobile
radio systems and in cable systems that use the HFC architecture. However, spot
beams are less satisfactory for two-way services. For example, in order for two
consumers served by different spot beams to communicate, two satellite relays or
hops are required (exacerbating the latency problem) or switching within the
satellite is required (with associated increases in the cost and complexity of the
satellite).

These technical challenges have led satellite service providers and telephone
companies to combine capabilities and create packages of services to compete with
the bundled offerings of cable television companies. Whether the satellite opera-
tors can develop a standalone, integrated package that supports all applications—
audio/voice, data, still image, video, and multimedia on a common platform
remains to be seen. Nevertheless, satellites’ unique ability to serve isolated and
other hard to serve areas would seem to guarantee them an important segment of
the market even if certain compromises must be made.

6. Economic issues in the telecommunications sector raised by
converging technologies

We now turn to an assessment of several of the larger economic issues that
emerge from the major trends in telecommunication network technology we
have identified. In broad terms, the convergence of previously quite distinct tele-
communications networks for voice telephony, cable television, and data
services toward a common technological platform—one with broadband digital,
packet-switching, low latency, and open standards—will greatly increase the
competitive pressures throughout the telecommunications sector. At the same
time, technical characteristics will enable each modal type of network to maintain
differentiating characteristics that convey advantages in serving particular
demands. And a third set of issues will also gain increased importance—those
associated with message communication, the proliferation of unwanted
messages, and the preservation of identity and integrity in anonymous digital
networks.
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6.1. Increased possibilities of competition

6.1.1. End-to-end competition

The fundamental trend in each of the major telecommunications networks—voice
telephony, mobile telephony, cable television, and data communications—toward
a common technological platform greatly increases the possibilities that formerly
disparate networks will be in direct competition to offer consumers many of the
same services. This evolution is clearly apparent in mobile, broadband, and
messaging networks.

Mobile telephone networks have matured rapidly, to the point that mobile
service substitutes for primary fixed telephone service in meeting the demands of
a growing number of subscribers. As mobile operators fill in gaps in coverage and
as technological improvements in speech encoding and antennas continue, mobile
operators will compete more effectively for an increasing share of the fixed voice
telephone market.

The market for broadband data access to the Internet, once supplied entirely by
dedicated digital T1 telephone lines, is now vigorously contested by telephone
operators with DSL and by cable television operators with digital cable modem
service. In addition, fixed wireless access (Wi-Fi) may complement or compete
with both.

Messaging, when conveyed in digital form, is a service that is readily trans-
ported over any sort of network. Wireline telephone, mobile telephone, and data
networks can all strive to supply voice/fax/e-mail messages over an integrated
service.

6.1.2. Network components competition

Technological convergence similarly increases the substitutability of individual
components of the networks and thus heightens competition at the ‘wholesale’
level of the telecommunications sector. In a world with a mixture of analog and
digital, circuit- and packet-switching, and both narrowband and broadband net-
work technologies, any interchange of components usually required additional
interface technology—analog-to-digital modems, protocol conversion, and the
like.

At the ends of the network, end-user access can be provided by DSL, coaxial
cable, or fixed wireless loops. These access facilities can interconnect with a fixed
telephony network or a data communications network, which may be provided
by unaffiliated firms. Moving in from the ends of the network, switching need not
be provided by the incumbent local wireline telephone network operator, but can
be supplied by a long-distance, cable television, or competitive local exchange
carrier.
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Perhaps the most far-reaching substitution of network components may occur
with the maturation of VoIP, when voice telephony is packetized and transported
over data networks. As voice traffic migrates to data networks, routers and ATM
switches will substitute for traditional voice circuit switches and personal compu-
ters and corporate LAN infrastructures (with associated servers) may substitute
for traditional telephones and PBXs.

The opportunities for components competition are significantly affected by
regulatory policy. Requirements that local wireline telephone networks unbundle
their network elements and provide them to competitors at prices based on
forward-looking economic costs have further enabled the entry of competing local
service suppliers who rely on the incumbent network for key components. How-
ever, other (cable, mobile wireless, and satellite) networks have not been subjected
to similar unbundling rules.

6.1.3. Imperfect intermodal substitutes

The convergence of basic technologies is creating very substantial opportunities
for the major types of telecommunications networks to compete in supplying
end-user services. Nevertheless, important technical differences between the var-
ious modes of wireline, wireless, cable television, and data communications net-
works will likely continue to differentiate telecommunications services in some
applications and for particular consumers.

First, services supplied to end-users by different modes vary in characteristics
that are highly valued by some consumers and for some applications. The quality
of voice and video communication, the year-round reliability of service, and
the assurance of prompt delivery of messages, will continue to differentiate net-
works. Geographic coverage also distinguishes network providers—wireline tele-
phony is effectively ubiquitous, but the mobility provided by payphones is inferior
to that afforded by wireless providers. And communication capacity varies sub-
stantially, with cable and high-speed fixed wireless links providing high bandwidth
that is unavailable, or far more costly, over mobile and twisted pair telephone
links.

Second, technologically integrated networks allow some operators to ensure
quality of service and to introduce innovations that competitors, using inter-
connected, disparate equipment and technology, have difficulty supplying. For
example, unbundled elements of an incumbent’s local telephone network can
enable entrants to provide competing local services. Nevertheless, dependent on
a rival organization and numerous technical interfaces, the entrants may be unable
to provision service, repair faults, and create new service offerings that are fully
comparable in the eyes of consumers. Similarly, a video service provider who
maintains end-to-end control of its traffic is able to avoid quality degradation that
can occur if packets are routed over the public Internet.

Third, network operators can use technology strategically to differentiate their
service offerings from competitors. Proprietary protocols encourage customers
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with common interests to purchase from the same supplier and enable an operator
to capture some of the gains from network effects. Open protocols and interfacing
standards, on the other hand, weaken this grip and may foster faster growth
through easier entry of new suppliers and the shift of intelligence to devices at
the edges of networks.

6.1.4. Message communication issues

The development of multiple messaging technologies increasingly provides an
individual consumer with a plethora of communications channels. Messages can
be delivered over different devices, including the telephone, fax, and computer.
The devices and accounts have a variety of addresses—fixed line voice and fax
telephone numbers at more than one location, mobile phones, and multiple e-mail
accounts.

The multiplication of messaging channels creates a need for tools to manage
and unify messaging services. Early technologies of this sort include a single
personal telephone number (700 service), ‘intelligent’ message attendants that
can route calls to the currently-active device and multimedia agents that can
receive and retrieve voice and text messages from dissimilar devices. As these
technologies mature, it is likely that unified messaging service will emerge to
integrate functionalities most demanded by consumers.

6.1.4.1. Trends in message communication. Telecommunications messages, like
other messages, are consumed by two (or more) persons. The message—a letter,
telephone call, e-mail message, or fax—is a local public good that directly affects the
utility of both parties to the communication. Whether it is a synchronous, inter-
active telephone call or a message delivered to a voice-mail, fax, or e-mail account, a
message is jointly consumed. Thus, message communication involves externalities
that can broadly be classified in two categories. The first is network externalities, or
network effects, in which the value of subscribing to a network depends on the
ability to exchange messages with others, and hence on the number and identities of
other subscribers to the network. Network effects in telecommunications have been
considered in Volume 1 by Liebowitz and Margolis. The second category of
externalities is message (or call) externalities, in which the value of a message (or
telephone call) depends, not solely on the value to the person initiating the message,
but also on the utility it provides to the recipient.

Although most message communications have been assumed to be of positive
value to both parties, one consequence of recent trends in telecommunica-
tions technology has been explosive growth in the volume of negative ‘message
externalities.’

A second thrust of technology trends is the growth in ‘single-party’ forms of
communications. Web browsing, file transfers, streaming audio and video, and
other uses of the Internet provide utility to the initiating user. While other parties
are certainly involved in supplying the content of such communications, the utility
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obtained by those other parties resembles the consumption of other goods sup-
plied in economic markets—the suppliers of those services realize value through
direct or indirect sale of the consumed services, often promoted by advertisements
and other forms of marketing. Consequently, message externalities are generally
of less significance for this category of uses.

6.1.4.2. Message externalities. A typical telephone call begins with one person
(the calling party) placing a telephone call to another person (the called party).
The call is established when the calling party picks up the phone—in most wireline
networks, this is the moment at which usage-based charges start to accumulate.
Subscribers who also have caller ID or a privacy manager service can identify the
calling party and then decide whether to answer the call or not. Thus, the call is
established jointly by decisions made by both the calling and the called parties,
reflecting the expectations of both that the call will be valued.

Once the call is established, the call proceeds as long as both parties to the call
wish to continue the communication, and the call concludes when one party, or
both, decides to hang up. The call will be terminated when, for either person, the
additional benefit of continuing the conversation is less than the total cost of the
call to that party—the price of the call to that party plus the opportunity cost of
the party’s time. The duration of a call (and hence the calling volume) is deter-
mined by the party that disconnects, often in agreement with the other party.
Calling volume is not unilaterally determined by the caller. Rather, the monthly
calling volume between any two subscribers is determined by the demand of the
party with the smaller demand at the given prices, irrespective of who initiates
individual calls*®. Additionally, both the caller and the called party consume the
same volume of calling.

Both parties to a call obtain benefits (generally positive, but possibly negative
for the called party) from the call. With few exceptions, the literature assumes,
often implicitly, that the call externality is positive, even though most demand
analysis has also assumed that consumption decisions can be satisfactorily mod-
eled by representing the volume of calls as a function of the price to the call
initiator alone®. This assumption might initially appear to be reasonable since
calling parties will not make calls that have negative value to them, and called
parties are likely to hang up on unwanted calls. However, the popularity of

48 For these reasons it is misleading to regard the calling party as the ‘cost causer’ of all calls or as the
decision maker with regard to call volume.

4 For example, analyses of mobile call termination rates for the U.K. regulator (Oftel) have alter-
natively assumed (a) that both parties to a call obtain positive benefits, and (b) that the volume of fixed-
to-mobile calls depends only on the price of fixed-to-mobile calls, while the volume of outbound mobile
calls depends only on the per-call charge paid by mobile subscribers. Compare Rohlfs (2002a) with
Armstrong (2002, pp. 2-3).
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‘do-not-call’ lists and other efforts undertaken to avoid unwanted calls suggest
that there is a substantial disutility generated by such calls.

Negative Call Externalities. That some calls create negative utility to those that
receive them has been recognized for some time. Rohlfs, for example, noted that
‘the value of the [telecommunications] service to others would probably be les-
sened if a large number of life insurance salespersons subscribed to the service to
solicit other subscribers>’.” The implication is quite clear: receiving unwanted calls
at dinnertime from importuning salesmen has disutility for many consumers.
More than 50 million U.S. subscribers made their preferences clear by registering
their home telephone numbers on a national do-not-call list established by the
Federal Trade Commission and the Federal Communications Commission to
block unwanted telemarketing calls. Similar arrangements were instituted earlier
in Australia® and the U.K.*%. In Europe, the EC requires that all member states
implement similar mechanisms to stop unwanted calls.

Laws prohibiting some types of calls do not fully protect subscribers from
receiving any unwanted calls. Consumers continue to demand a variety of com-
plementary services, including unlisted numbers, answering machines, and even
devices specifically designed to block calls from telemarketers>®. While the high
penetration rates of telephone service in advanced countries attest to the value
subscribers place on connectivity, the high demand for, and expenditure on, a
range of legal and technical tools to block unwanted calls suggests that most
subscribers demand restricted—not unrestricted—connectivity. The implications
for network architecture are a physical network that reaches all locations, com-
bined with a virtual network that mirrors the restrictive connectivity demanded by
subscribers.

Technology trends, particularly advances in computer telephony integration
(CTTI), undoubtedly account for much of the increased volume of calls undesired
by one party. Computerized predictive dialers, cross-referenced databases of tele-
phone numbers and subscriber characteristics, and call centers™ have increased
the productivity of telemarketing employees as viewed by marketing firms, if not
by call recipients. Nevertheless, telephone marketing requires some labor input as
well as payments for telephone network usage and therefore has a minimum
expected cost per completed message, limiting the volume of undesired calls™.

50 Rohlfs (1974).

1 http://www.aca.gov.au/consumer/fsheets/consumer/fsc16.pdf.

52 See http://www.tpsonline.org.uk/tpsr/html/default.asp.

33 Telezapper (http://www.telezapper.com) and PrivateTime PT1000 wireless phones (see http://
www.3g.co.uk/PR/June2002/3595.htm) are two such devices.

54 See Yarberry (2002).

55 With the increasing migration of call centers to low labor cost countries such as India, the economic
costs of these calls has been falling.
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Internet e-mail, in contrast, has much lower incremental costs per completed
message and multicasting technology has made marketing via unsolicited e-mail
(spam) an increasingly costly annoyance to consumers and businesses.

Unwanted messages therefore impose a cost not only on the calling party, but
also on the party called. But the corresponding incremental private cost of sending
unwanted e-mail has become vanishingly small. Computer programs generate the
mailing lists used by spammers, and computers transmit the e-mail messages with
little human intervention. Since most spammers have access to flat-rate Internet
accounts, the additional transport costs to the sender of sending spam are zero,
and the additional cost of adding another e-mail address to a list is also negligible.
Consequently, unlike telemarketing, the supply of spam is not effectively
constrained by private marginal costs.

Until recently, regulations on traditional telemarketing calls did not apply to
spam e-mail. In these conditions, the volume of spam (more generally, unwanted
communications including spam, pop-up advertisements, viruses, and other in-
trusive communications) is likely to rise significantly, spurring the demand for
services that filter out these communications. This has created a demand for new
technologies (sometimes called middleware) at the application layer. In 2003, the
U.S. passed limited legislation>® requiring that unsolicited commercial e-mail be
labeled as such and must include opt-out instructions, and prohibiting deceptive
subject lines and false headers. The FTC has been authorized to establish a ‘do not
mail’ registry. Eight bills addressing spam (one to wireless phones) are pending®’.

Positive call externalities. Despite the exploding volume of unwanted telephone
and e-mail messages, the great majority of (at least telephone) message commu-
nication provides positive benefits to both parties. Yet it is not apparent that the
volume of messaging arising from conventional price structures is efficient. For
most messages only one party to a call faces a positive price (although both incur
the opportunity costs of time engaged in conversation). Some analysts of tradi-
tional telephone services have suggested that when both parties are members of a
community of interest and benefit from communicating with each other, it
should be relatively easy for the parties to internalize the call externality, for
example, by agreeing to alternate calls or for a parent to reimburse costs to a
child®®. When this is the case the effective prices paid after internalization are
relevant for determining demand.

When informal arrangements are impractical, technological mechanisms pro-
vide some alternatives. For business subscribers seeking to attract calls from
customers, toll-free 800-number services had grown to account for more than
40% of the traffic on AT&T’s long-distance network by 1992°°. The total number

v

® CAN-SPAM Act (S 877).

7 http://www.spamlaws.com/federal/summ108.html#s877.
8 See Rohlfs (2002a), p. 2.

° http://www.800voicemailstore.com/toll-free-history.htm.
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of toll-free numbers assigned increased from about 4 million in 1993 to about 23
million in 2003%. Still, the available internalization mechanisms are limited by
transactions costs—personal 800 numbers, collect calls, and charge-backs based
on detailed call accounting record are all more costly than a directly dialed call.
Moreover, 900 numbers, which allow one party to a call to be reimbursed for the
opportunity cost of its time in addition the cost of the call, are quite expensive and
have been abused, raising the cost of use to both parties.

For e-mail messages, file exchanges and streaming media, where computers
mediate both sides of a transaction, it may be easier to support price structures
that enable call internalization mechanisms. Technology for direct debits from one
party to another (PayPal) can be more easily used to internalize the call externality,
allowing individuals to reallocate the cost of the communications (inclu-
ding the opportunity cost of time and the costs of any goods traded as a result of
the communications) in real time, on a transaction-by-transaction basis. These
opportunities for electronic commerce will require the development of concomitant
technologies (authentication, privacy, security, legal protections for fraud, etc.).

6.1.4.3. Formal results. Both prices and technology can help to filter out unwanted
messages while ensuring that the efficient volume of desirable messages can be
made. In Appendix A, we present a formal analysis of a communications network
in which some messages create positive value for both parties while others create
negative values for one party to the message. We show, under fairly general condi-
tions that optimal prices will generally exceed marginal costs and that the optimal
mark-up over marginal cost will be smaller when technologies for blocking un-
wanted messages are more widely adopted. Finally, we draw out the implications of
successful filtering strategies for the deployment of new technologies, and hence
convergence.

The key insight from the model is to categorize pairs of subscribers into two
classes. The first consists of pairs of subscribers that together obtain a positive
value from their communications when the usage charges equal marginal usage
cost. The second class consists of all other subscriber pairs. Pairs of subscribers in
the first category have the incentive (and several available techniques) to inter-
nalize the call externality and achieve the optimal calling volume. For this cate-
gory of subscribers, provided that internalization is possible, any usage charges
(levied on one or both parties) that exactly recovers the usage cost will be socially
optimal. For other subscriber pairs, a usage volume of zero will be socially
optimal. In general, this will require a usage charge on the calling party that
exceeds marginal cost.

When a single usage charge is applied to the calls of both categories of sub-
scribers, there is a trade-off between setting the price equal to marginal cost
(to facilitate optimal calling volume among members of the first category) and

% FCC, Trends in Telephone Service, 2003. Table 18.3.
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setting prices above marginal cost (to reduce unwanted calls). In general, the
trade-off will be resolved by setting usage charges above the marginal costs of
usage, but applying a smaller mark-up when the volume (or nuisance value) of
unwanted calls is smaller.

6.2. Growth and technology

The explosive growth of data communications is one of the primary drivers of
convergence. With rapid growth, operators are more easily able to transition from
embedded products and a legacy architecture serving specific applications to the
state-of-the-art products and converged architectures. A common approach
adopted by carriers is to ‘cap and grow’—to limit expenditure on embedded
products, start installing new products, and replace embedded units with the
new products over a chosen transition period. Equipment vendors adopt a com-
plementary strategy of reducing support (e.g., stocking spare parts), and even-
tually discontinuing all support, for products that are no longer demanded by
major carriers. If new regulations or spam-fighting technologies effectively re-
duced the volume of unwanted e-mail that is transmitted, the growth in data
traffic would be reduced and the process of convergence may be considerably
slowed. According to one report, the volume of spam doubled over a 6-month
period, and 40% of all e-mail traffic at that time was spam®. The removal of
nuisance traffic (including other annoyances such as pop-up banners) could have a
substantial effect on the need for carriers to expand their networks, and legacy
architectures might enjoy a longer life than would otherwise be the case.

7. Public policy puzzles

The converged networks of the future will, we postulate, be digital, packet
switched, statistically multiplexed, low latency, and broadband. A ‘dumb’ net-
work focused on transporting signals reliably and efficiently will form the core,
with the intelligence (service creating capabilities) residing mostly in client and
server hosts at the edge of the network. Control of services will increasingly pass
from the traditional service provider (who heretofore owned the links and nodes
comprising the physical network and largely defined and created services) to a
highly diverse group of service and equipment suppliers. These networks will be,
and in many cases already are, capable of providing many combinations of voice,
data, still image, and video services—so-called ‘rich media.’

This evolution will pose fundamental and far-reaching challenges to public
policy. Pressures on traditional regulatory classifications and jurisdictions are
already being felt in the evolving organization of public regulation, in the pursuit

61 CNSNews.com (2003).
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of traditional social goals (such as universal service) in the telecommunications
sector, and in competition and innovation. The challenge to policymakers and
regulators is to reorganize their institutions to reflect the process of convergence
that is now well underway. We conclude this chapter with a number of puzzling
questions thrown up by this challenge.

7.1. Regulatory organization

Telecommunications law, public policy and regulatory bodies have traditionally
been organized along two major dimensions: technology and geography. These
distinctions are rapidly losing meaning and creating inconsistent and unintended
outcomes.

Over-the-air broadcasting, cable television, wireline telephony, and wireless
telephony have previously been distinguished by key differences in technology
and have been regulated by different legislation and operational departments and
bureaus. As telecommunications technologies converge, these traditionally non-
competing segments provide alternative means of delivering services that were
earlier separated into distinct technological ‘stove-pipes.’

Federated oversight of economic and social regulation has also been divided
between predominantly local and more global authorities. In the U.S., jurisdiction
is shared between 50 state commissions and a national regulator (FCC). In Europe,
community-wide policy is set by a single commission, with implementation effected
at the nation state level by national regulators.

With technological convergence, these industry/technological/organization dis-
tinctions will become increasingly ineffective. Today’s telephone service can be
provided over the ‘dumb’ network using intelligence, service logic, and associated
databases that are distributed around the world. When this occurs the traditional
telephone carrier disappears—customers (or companies integrating such services)
can assemble their own telephone services (e.g., gateway services, directory
services, call forwarding services or whatever) on a mix and match basis.

Distance as an organizing distinction also vanishes. A ‘telephone’ with its IP
address can be anywhere in the world, connected to the Internet; the service
provider has no knowledge of the instrument’s location, as IP addresses do not
have geographic significance. In such an environment pricing based on distance,
and distinctions between local, state toll, and domestic and international long
distance traffic lose all meaning. For example, one VolP provider offers its
subscribers a ‘virtual’ telephone number associated with the city of their choice.
Calls originated to the virtual number from wireline telephones located in that city
are treated as local calls, and billed as such by the local telephone carrier serving
the calling party, even though the called party might be located in a different
country.

In the U.S., for example, what is the future role of state regulators in such an
environment when the ‘service’ may be provided via a server in Stockholm and it is
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impossible to know where a call originates and terminates? In the European
Union, what is the role of the individual member states in this distributed
environment?

7.2. Social goals

Funding social objectives from sectoral revenues becomes problematic when there
is no telephone service provider in the traditional sense. When VoIP software
applications are widely distributed over hosts at constantly changing locations
around the world, the concept of a ‘provider’ is tenuous and likely beyond the
legal jurisdiction of a regulatory agency. On the other hand, the underlying
physical assets (such as cables, switches, and spectrum) that undergird the service
applications are geographically fixed and easy to identify. Taxation to fund social
goals could then shift to the assets of these providers. Is this a desirable public
policy?

Who would be eligible to receive subsidies from universal service funds collected
on this basis—only providers of physical infrastructure who contribute to the
fund, or also service providers? If the latter, for what collection of services should
they be paid? Similarly, if particular social goals are to be pursued—such as
providing access to persons with disabilities—on whom does the regulator impose
those obligations? For example, today, ordinary physical telephones are supposed
to be accessible—will a softphone displayed on a computer monitor also have to
be accessible? If so, who will be required to provide this capability:—the software
vendor? the computer vendor?

How will a VoIP provider provide enhanced emergency (E911) services when
there is no fixed physical connection associated with the subscriber? Since 1P
addresses carries no location information, how will emergency technicians be
dispatched in response to an emergency call from a caller who cannot speak? Should
the partial solutions that are currently available be evaluated by any regulatory
bodies, and will regulations be required? Should VoIP providers be required to offer
at least the degree of security that mobile providers are now required to provide?
How will these regulations affect intermodal competition?

Convergence poses new tensions between private information and public
security. How can lawful wiretapping for law enforcement and national
security purposes be supported in a distributed environment? On whom does the
obligation fall?

7.3. Competition and innovation

Technological convergence of formerly dissimilar networks aggravates the famil-
iar but difficult issues of inter-carrier compensation. So long as traffic could be
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identified by location, compensation for transport and termination could discri-
minate according to state, national, and international boundaries in the interest of
serving social goals other than economic efficiency. But with increasing volumes of
telephone traffic carried via VoIP, the ability of national regulators to maintain
high settlement rates for international calls is rapidly being eroded.

The providers of ‘last mile’ broadband facilities—local telephone carriers and
cable systems—control the access to end-users. These vertically integrated provi-
ders of both basic transport and service applications may be able to discriminate
against services provided over the Internet, when those services (such as streaming
video) compete (in the case of cable) with their core service applications. What if
the telephone service offering of the cable company has access to the quality-of-
service functions associated with the cable modem protocol, but other VolP
providers do not? Should such discrimination be of concern to regulators? Or
will the consumers’ choice of alternative physical networks in a converged
environment provide sufficient competitive discipline?

Vertically integrated incumbents may take other steps to discourage intelligence
from migrating to the edge of the network. A local telephone carrier can, for
example, deliver IP traffic to the end user, but terminate the local loop with a box
on the side of the house that replaces the analog network interface device (NID).
The subscriber still has a simple analog telephone set with limited functionality—
DTMEF signaling, etc., while the intelligence in the box converts the signaling to IP
and digitizes, compresses, and packetizes the analog signal. In this way, the net-
work operator thwarts the ‘end-to-end’ transparency of the Internet and controls
the service definition/creation. Similarly, subscribers to mobile (cellular) services
may not be able to get their own IP address and access to the Internet in such a
way that they—or third parties—can develop their own services or applications.

Would such discrimination harm consumers? Or are these forms of competition
desirable if they promote innovation and if consumers have a choice of multiple
physical networks that provide somewhat different, but competing bundles of
multimedia services?

Convergence may heighten the tension between open standards and proprietary
services. The Internet’s explosive growth and rapid innovation is frequently at-
tributed (in part) to the open IP standard. However, most of the computers that
are attached to the Internet, whose evolution is necessary for convergence, are
based on proprietary standards, such as the Windows operating system and the
applications that are increasingly bundled with it. How should the balance
between open standards and proprietary systems be struck to best benefit
consumers?

More generally, while there is widespread agreement that intelligence is migrat-
ing to the edge of the network, where is the edge anyway? Does the customer
control the edge device and the intelligence residing in it, or does the carrier?
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Might this device be controlled by computer companies who seek to extend their
business into multimedia communications? Should consumers have the option of
self-provision of telephone service? And, who will decide?

Appendix A

Al. Personalized prices

Preferences for each pair of subscribers (i, j) are described by inverse demand
functions V;(Q) and V;(Q), where Q is the number of minutes per month of ij
communications, regardless of which subscriber initiates any specific call. This
representation of preferences incorporates the assumption that utility is derived
from the content of the communications and not by the identity of the subscriber
who initiates the call. V;;(Q) defines the marginal value placed by subscriber i on Q
minutes of calls with subscriber j during a period (e.g., a month) and captures the
value to subscriber i of calls with j, net of i’'s opportunity cost of time. Conse-
quently, V;(Q) can be positive or negative. We assume that dV;;(Q)/dQ < 0.

The corresponding ordinary demand function of subscriber i for communica-
tions with j is denoted Q;( p), the volume of calling that i will demand if he has to
pay a price p for all of the calls between i and j°. If j pays for some of those calls, i
may well demand a greater calling volume. In general, Q;(p) may not be equal
to Q;;(p). Q;;(p) and Q;;(p) denote the desired demands of each subscriber in the
pair if each paid for all of the calls, while Q represents the realized volume of
calling, which is always the same for both parties. In some cases considered below,
these three quantity variables take on identical values, and in other cases they
do not.

Consider, first, a subscriber pair for whom V;(0) > m, V;;(0) > m, and thus
Vi;(0) 4+ V;:(0) > m, where m is the marginal cost of a call. For this case, economic
efficiency requires a positive call volume between these two subscribers. If the
pair does not coordinate its calls, additional assumptions would be required to
establish the pair’s calling patterns. Subscriber i would demand no more than
0;;(0) (if j paid for all calls) and no less than Q;(p) (if i paid for all calls), and
subscriber j would demand no more than Q;;(0) and no less than Q;;(p). The actual
calling volume will be the smaller of the demands of i and j. Without additional
assumptions, there is little more to be said about the pair’s calling patterns.

2 Traditionally, for direct-dial calls, p is the price paid by the caller. The called party pays nothing. In
the current formulation, we assume that the price for all ij calls is paid by i, regardless of which party
originated individual calls.
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Now, assume that pairs of subscribers are related in some way (e.g., through
family ties, friendship or a business relationship) and that each such subscriber in
a pair can adjust his calling behavior to internalize the call externality. Such
arrangements encompass agreements by parents to pay for their children’s tele-
phone bills, including providing children with mobile phones; implicit agreements
regarding the relative frequency with which each subscriber originates calls, and
the use of 800 and 900 numbers as well as collect calls. In the first case, privately
constructed prices (with the children paying a zero price) replace market prices that
did not meet the needs of the subscriber pair. In the remaining cases, subscribers
may select 800 and 900 number services to obtain market prices that are closer to
the optimal prices described below, facilitating the choice of optimal calling
volumes. Rohlfs®® and Brown and Sibley®* conclude that the message externality
can readily be internalized by the callers agreeing to share the cost of calling.

When internalization is feasible, both subscribers in any subscriber pair will
demand the same volume of calls (i.e., Q; = Q; = Q). If this condition did not
hold, the utility of the pair could be increased by an alternative arrangement in
which the subscriber demanding the greater volume of calling offered an incre-
mental subsidy to the other subscriber. When the caller pays a price p, the optimal
volume of calls consumed by a subscriber pair # is the solution to:

Qij Q(/
max J Vi(0)dO + J Vi(Q)dQ — pQy
ij 0 0

The first-order condition is:
Vi(Q;) + Vi(Qy) —p =0.

As with other shared or public goods, the optimal Q} is the quantity at which
the sum of both parties’ marginal values is equal to the market price p, which is the
total marginal cost to both parties. Using the implicit function theorem:

00; 1
o VitV

Incentive-compatible or ‘personalized’ prices are required to ensure that both
individuals will demand the same, optimal quantity:

pi = Vi(Q5); pii = Vi(Q}); pi +pji = -

3 Rohlfs (2002b), Annex A, p. 2.
% Brown and Sibley (1986), p. 197.



74 D.N. Hatfield, B.M. Mitchell and P. Srinagesh

At these personalized prices, Q;(p;) = O (p;) = OF The prices are incentive
compatible since each subscriber’s demand, given the internalized price, is equal to
the realized volume of calling. It can be easily shown that if all subscriber pairs
satisfied the assumptions made above, marginal cost pricing (i.e., p = m) would be
efficient.

At the efficient volume of calling the personalized price for one member of the
pair can be negative. In practice, such negative prices are quite common. Busi-
nesses that bill customers directly for time spent on the telephone (e.g., lawyers
speaking with clients or technical support staff assisting customers) are essentially
paying a negative price for time spent on the telephone. Also, 900 numbers, where
the telephone company performs the billing and collection for calls accepted by a
subscriber, are another example of a market price that internalizes the message
externality by offering negative prices to one of the subscribers in the pair.

For subscriber pairs for whom V;;(0) + V;(0) < m, the analysis is significantly
different. For these subscriber pairs, the optimal number of calls is 0. If each
subscriber in each such pair was aware of the preferences of the other, or if
internalization mechanisms were in place, optimally no calls would occur at the
marginal-cost price. But with imperfect information, unwanted (nuisance) calls can
occur. For example, if i’s expected value of calling j,V;(0) > p, and if subscriber i
does not know whether j will value a call or not, i might decide to place a call to j.
This kind of unwanted call can occur, for example when a telemarketer places a call
to a subscriber, not knowing whether that subscriber will value the call and
purchase the marketed product (internalizing the positive message externality in
the manner described above) or will hang up in disgust. No doubt a large propor-
tion of marketing calls (and similar e-mail messages) are unwanted in this sense. As
long as laws cannot successfully block all unwanted calls®®, prices can be useful in
reducing the number of such calls that get made. The market price charged to the
caller can be used to offset inefficiencies that result from the inability of the parties
to arrive at the efficient calling arrangement.

Consider subscriber pairs for which V;;(0) + V;;(0) < m, V;(0) > 0, and V;(0)
< 0. We assume for simplicity that subscriber 7 attempts to call subscriber j, who
hangs up. The volume of calling is assumed to be KQ;;(p), where K < 1 is taken to
be an exogenous parameter in this model. That is, at price p, telemarketer i would
like to spend Q;; (p) minutes with potential customer j, but j hangs up as soon as he

5 In the U.S., charitable and political organizations are exempt from requirements placed on tele-
marketers even though many subscribers view calls from such organizations as unwanted. In addition,
the transactions costs of getting on a ‘do-not-call’ list, and the costs of reporting telemarketers who
violate the law can be significant. Since a fundamental purpose of many unwanted calls is to identify
individuals with specific characteristics, it may be impossible to devise perfect blocking schemes without
an overly intrusive discovery process.
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realizes that he is receiving an unwanted call. The duration of the average call is
assumed to be only K times the duration desired by the telemarketer.

An optimal price for these subscriber pairs is any price greater than V;(0) (and
hence m), since such a price will result in a demand of zero for calls of this type.
While marginal cost pricing was shown to be optimal when callers are related and
all calls satisfied the condition V;;(0) 4+ V;(0) > m, it is not necesarily optimal
when this condition is not met. Having considered the two cases in isolation, we
turn to a consideration of optimal pricing when only some subscriber pairs are
related satisfy the condition V;;(0)+ V;;(0) > m.

A2. Optimal uniform pricing of outgoing calls

In this section, we characterize the (uniform) optimal price per outgoing call.
That is, we focus on the traditional pricing arrangement in which the caller is
charged for the call, while the called party is not charged. Subscriber pairs are
assigned to one of two groups: group A, for which V;(0) 4+ V;;(0) > m; and
group B for which V;;(0) > m but V;(0) + V;;(0) < m. We can neglect other
subscriber pairs because they will not make calls to each other at prices at, or
above, marginal cost.
Summing over all pairs in group A and in group B, total welfare is:

05 (p)
w=3 | i+ vilde
A 0
KQ,(p)
2 J Vilde - m[Z 0j + K3 Q,,]
B

The first-order condition is:

ow
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Since pairs in group A can internalize the call externality, for group A, these
pairs W make QO cells that Vj; + Vj; = p, and
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so that we obtain:
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—KY Vi + Vi — mloQy/dp

B
2_00;/%
A

The right-hand side of the equation is positive since V;; + Vj; — m is assumed to
be negative for each subscriber pair in group B. Therefore, the solution of the
first-order condition requires p > m.

There is considerable evidence that many customers prefer restricted connectiv-
ity to related subscribers over broad connectivity to all subscribers, including
those from whom they are likely to receive unwanted calls. If subscribers are able
to internalize call externalities with other callers within their desired calling com-
munity, yet unable to internalize call externalities with subscribers outside that
community, optimal usage prices for originating calls should exceed marginal cost.
By the same token, as more effective internalization mechanisms (such as do-not-
call lists and anti-spam technology) are developed, the need for prices to exceed
marginal cost diminishes. As is clear from the equation for optimal prices, as K —
0,p — m.
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.1
1. Introduction

Bandwagon effects are defined as increases in a consumer’s utility as others con-
sume the same product or service that she does. Bandwagon effects are pervasive
in the high-technology sector of the economy and in telecommunications, in
particular.

Bandwagon markets have dynamics that differ from those of conventional
products and services. They are quite difficult to get started, because bandwagon
benefits are initially limited to those generated by a small user set. Many would-be
bandwagons never get underway”. Once enough consumers have gotten on a
bandwagon, however, the bandwagon benefits may be huge. Highly successful
bandwagon products and services include the telephone, facsimile machines,
compact disc players, videocassette recorders, personal computers, television,
and the Internet’.

Bandwagon effects continue to operate even after the start-up problem has been
solved and the market has reached maturity. In particular, the social value of a
bandwagon product or service includes bandwagon benefits, as well as what the
marginal consumer is willing to pay. Consequently, at cost-based prices demand
may equilibrate at a level below the optimum. For that reason, pricing bandwagon
products and services below marginal cost in order to stimulate demand may be
economically efficient.

This issue has special relevance for public policy where prices of bandwagon
services are regulated, in particular, telephone services and mobile termination
charges. In such markets, bandwagon effects must be considered, together with
marginal costs and demand elasticities, in order to determine the economically
efficient price structure.

Several chapters in this handbook discuss the start-up problem with respect to
bandwagon effects in particular network industries®. In this chapter, we focus
on economically efficient pricing in mature bandwagon markets. Historically,

! Parts of the first three sections of this chapter are taken from Rohlfs (2001).

2 The Picturephone comes to mind. Digital audiotapes and digital compact cassettes are other
examples. The color television bandwagon took over a decade to get underway in the U.S. More
recently, digital HDTYV is another (would-be) bandwagon that is struggling to get underway.

3 See Rohlfs (2001) for discussion of bandwagon effects relating to all these products and services.

4 Some other studies of start-up problems in bandwagon markets are as follows: Farrell and Shapiro
(1993) examine the dynamics of bandwagons using a series of models to study adoption time and
bandwagon competition, growth and abandonment. Hong and Konrad (1998) offer an explanation of
bandwagon effects in voting behavior by hypothesizing uncertainty aversion, and demonstrate the
effect polling and bandwagons have on outcomes. Abrahamson and Rosenkopf (1997) investigate the
function that social network structures have in bandwagon adoption and posit that slight idiosyncratic
network characteristics of a network can result in large bandwagon effects. Strategic Policy Research
(2002) examined the start-up problem for broadband distribution (e.g., DSL and cable modem) in
the U.K.
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the most important application of such pricing has been to promote universal
telephone service. That issue was discussed in Volume I of this handbook”. In this
chapter, we consider historical pricing of telephone services and the following
two recent issues involving pricing of mature bandwagon services:

e Local-usage charges for calls to Internet service providers; and
e Regulated prices for fixed-to-mobile calls, in countries where the calling-party
pays for such calls.

These topics are addressed after discussion of the relevant theory of bandwagon
demand and economically efficient pricing.

2. Theory of bandwagon demand

The importance of bandwagon effects has increased dramatically in recent years as
a result of a number of high-technology innovations, including those discussed in
this Handbook. Not surprisingly, therefore, most of the economic work on
bandwagon effects has been done relatively recently.

Nevertheless, bandwagon effects were first analyzed half a century ago—by
Harvey Leibenstein in 1950. In Leibenstein’s analysis, bandwagon effects are
purely psychological—a quirk in the utility function. That is, a consumer may
feel better doing the same as others do. Leibenstein compared bandwagon effects
to ‘snob’ effects, whereby a consumer feels better doing as other do not.

In contrast, bandwagon effects in high-technology industries often have a basis
that goes beyond what is in the consumer’s head. In particular,

¢ Consumers of a product or service that uses a telecommunications network may
benefit from being able to communicate with more persons as the set of users
expands. These effects are known as ‘network externalities.’

e Consumers of a product (e.g., hardware) may benefit from greater availability
of competitively supplied complementary products (e.g., software) as the set of
users of the product expands. We denote these effects as ‘complementary
bandwagon effects™®.

Examples of services that are subject to network externalities are the telephone,
fax, and the Internet. Users of these services benefit from being able to communi-
cate with more persons as the user set expands. For these, consumers benefit from
increases in output. These benefits can be characterized as external demand-side
economies of scale. They are external because they relate to the size of the entire
user set—not to the size of a single user organization.

Although network externalities and internal supply-side scale economies both
benefit consumers as output expands, the two effects are easily distinguished. The

5 For example, see Riordan (2002) and Armstrong (2002). Downes and Greenstein (1998) consider
Internet-related services in relation to this issue.
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consumers’ benefits from network externalities derive from observable effects on
the demand side of the market; e.g., the sending of more faxes by each user. The
consumers’ benefits from internal supply-side scale economies derive from observ-
able effects on the supply side of the market (e.g., cost savings through automation
and centralization). Bandwagon theory, as described in this chapter, is useful
for modeling network externalities. Internal supply-side scale economies can,
however, be modeled without recourse to bandwagon theory.

Complementary bandwagon effects involve complex interactions between sup-
ply and demand. The nature of those effects depends on the extent of vertical
integration within the supplying industry.

One possibility is that a fully integrated supplier provides the hardware and all
the complementary software, which the user organization needs and does not
write itself. This industry structure is common for special-purpose equipment
(e.g., some telecommunications switches).

Under this industry structure, complementary bandwagon effects are simply
internal supply-side scale economies. As output expands, the supplier can spread
the cost of writing software over more units of production. Consequently, writing
more and better software is likely to be profitable. Users then benefit from greater
availability of software. Since users benefit (indirectly) from the expansion of the
user set, one can view this phenomenon as a bandwagon effect. Actually, it is no
different from other kinds of internal supply-side scale economies that benefit
users as output expands. Consequently, where supply is fully integrated, one
does not need bandwagon theory to model complementary bandwagon effects
(notwithstanding their name).

Bandwagon theory is, however, useful for modeling these effects where supply
of hardware and software is not integrated. In that case, the bandwagon effects are
external economies of scale. The economic consequences of such economies differ
considerably from those of internal supply-side scale economies, which apply to
output of a single firm.

© These benefits are greatly increased if the products of all suppliers are compatible and therefore
‘interlinked’ (using the term from Rohlfs (2001)). There is an extensive literature on the issues of
compatibility and adoption. The March 1992 issue of the Journal of Industrial Economics (Vol. 40,
No. 1) presents a symposium on compatibility (all of the 1992 cites listed below). Matutes and Regibeau
(1992) show model compatibility and bundling where a user combines components to form an
agreeable product. Farrell and Saloner (1985) demonstrate that whether or not excess inertia traps
an industry in an obsolete technology depends on the existence of complete information. Katz and
Shapiro (1992), in contrast to excess inertia, present conditions where a new technology exhibits
insufficient friction, stranding users of existing technology. Arthur (1989) examines the competition
between technologies for adopters, where increasing returns magnify random events and lead to ‘lock-
ins” and multiple equilibria. Farrell and Saloner (1992) find that converters can actually make outcomes
even more inefficient than the market one because they decrease the chance of standardization
occurring. Other relevant work includes Church and Gandal (1992) and Economides and Salop (1992).
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Examples of complementary bandwagon effects where supply is nor fully
integrated are the following:

e Owners of CD players and VCRs benefit as other consumers buy products using
the same technical standard, because a wider range of programming will become
available;

¢ Owners of PCs benefit as others buy compatible systems, because a wider range
of applications programs will become available;

e Owners of digital television sets benefit as others buy such sets because a wider
range of digital programming will become available; and

¢ Internet users benefit as a wider range of information becomes available online.

The properties of bandwagon demand are largely the same for all three types of
bandwagon effects discussed above: Leibenstein’s concept, network externalities,
and complementary bandwagon effects. The same demand model can be used for
all three. One simply posits that the utility that each individual derives from a
service depends (for whatever reason) on others’ consumption of that service. In
particular, we assume in the pure bandwagon model that as the set of users
expands, the service becomes more valuable to some persons and does not become
less valuable to anyone.

Telemarketers have come to represent an important exception to the pure
bandwagon model’. Since modern technology has lowered telecommunications
costs, telemarketers can often operate profitably, even if they make only one sale
in 100 attempts. They can and do disregard the bother and inconvenience that
they cause the other 99 persons, since they are not required to pay that cost. The
other 99 persons may well feel that they would be better off if telemarketers
unsubscribed to telephone service.

Much the same phenomenon occurs with respect to other bandwagon services.
Junk faxes appear on the office fax machine every morning. E-mail provides the
means for low-cost, pervasive proliferation of junk mail, which is usually bother-
some and sometimes offensive. E-mail has also recently provided the means for
spreading computer viruses®.

For these reasons, real-world services and products generally do not conform
precisely to the pure bandwagon assumptions, described above. Nevertheless, the
pure bandwagon model is often a reasonable approximation. It provides useful
insights with regard to services and products, which embody substantial (although
not pure) bandwagon effects.

In our formal bandwagon demand model, we assume that each consumer makes
a simple yes—no decision about whether to subscribe to a particular service that
embodies bandwagon effects. This assumption is not really restrictive, because the

7 For discussion of this issue, see Noam (1995).
8 See Krebs (2003) for further discussion of this problem.
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same individual could make yes—no decisions about whether to purchase
successive units of the service.

2.1. Equilibrium user sets

For some services, a reasonable bandwagon model could define each user’s
demand as a function of the number of other users. In general, however, demand
in a bandwagon model also depends on who those users are; in particular, how
strong is the community of interest between existing subscribers and the marginal
subscriber.

Because communities of interest are often important, the basic theoretical
concept in the bandwagon model is not the number of users, but the user set
(i.e., those consumers who have for some reason—perhaps animal spirits—chosen
to consume the bandwagon service). A user set is in equilibrium if and only if:

e No consumer who has chosen to consume the service would be better off not
consuming it—given the other users of the service; and

e No consumer who has chosen not to consume the service would be better off
consuming it—given the users of the service’.

2.2. Multiple equlibria

A key result of bandwagon demand theory is that there are generally multiple
equilbria, which may differ substantially. If perfect cooperation were possible
among all members of society, the best (maximum) equilibrium user set could
always be attained. In general, if all members of that user set could agree to
consume the bandwagon service, they would thereby all benefit.

In reality, of course, perfect cooperation is not possible; nor is anything re-
motely resembling perfect cooperation. Indeed, one can reasonably assume that
cooperation is limited to the following:

e An organization may be able to make decisions, taking into account band-
wagon benefits within the organization; and

¢ Small groups (in most cases, probably 2 persons or 2 organizations) can jointly
make decisions to consume a bandwagon service'’.

Suppose that the initial user set consists of all individual entities and small
groups (mainly pairs) of entities that can justify purchasing the service, even if
others don’t purchase it. This set may possibly be the null set. For example, the

° This analytical approach follows Rohlfs (1974).

19 1n technical economic terms, bandwagon effects are external technological economies in consump-
tion. The two types of cooperation described above are ways to internalize the externality. Larger
groups are unable to internalize the externality, because (in Coase’s terminology) the transactions costs
are too large.
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bandwagon service may have little utility within an organization, and the band-
wagon benefits for small user sets do not justify the (high) price. In that case,
the initial user set is an equilibrium user set, and there is no tendency for demand
to grow.

For many services, however, the initial user set is not the null set. In that case, it
is probably not an equilibrium user set and demand will expand until an equilibri-
um user set is reached. We refer to the resulting equilibrium as the ‘demand-based’
equilibrium user set. This equilibrium derives solely from demand adjustments—
assuming that suppliers simply offer the service at some price'’.

The demand-based equilibrium user set may, unfortunately, be far from opti-
mal. There may exist a much larger equilibrium user set wherein all consumers are
better off. The original subscribers would all be better off with a larger equilibrium
user set because of bandwagon benefits. Also, if new subscribers make voluntary
decisions to subscribe, they are presumably better off as well. The ideal in this
regard is the ‘maximum equilibrium user set’'%.

To the extent that the maximum equilibrium user set is larger than the demand-
based equilibrium user set, ordinary demand adjustments do not provide a path to
the optimum. This situation is the start-up problem for bandwagon products and
services.

2.3. Demand as a function of price

All our previous discussion of equilibrium user sets is based on the assumption
that the bandwagon service is offered at some fixed price. Let us now consider how
demand varies as price varies.

In bandwagon models, there is a general tendency for demand to be negatively
related to price. In particular, starting from any given equilibrium user set,
equilibrium demand declines as price rises; it rises as price declines. Nevertheless,
the level of demand depends on the starting point as well as price. A larger
equilibrium user set may quite possibly be reached with a higher price and a larger
initial user set than with a lower price and a smaller initial user set.

Even though it is generally unrealistic to assume that demand depends only on
the number of subscribers, we now analyze precisely that model. Albeit unrealisti-
cally simple, the model does provide useful insights about pricing of bandwagon
products.

Suppose that the maximum price, which an individual would be willing to pay
for the service (her ‘reservation price’), depends only on the number of subscribers.

"' For further discussion of the equilibrium adjustment process, see the Mathematical Appendix of
Rohlfs (2001).

12 The Mathematical Appendix of Rohlfs (2001) describes the properties of the maximum equilibrium
user set. It also provides a mathematical comparison of the various user sets we have been discussing.
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Price (p)

Quantity (g)
Fig. 1. Equilibrium Demand Versus Price: Simplest Shape.

The simplest shape for the inverse demand function (price as a function of
quantity) is depicted in Figure 1'*. The quantity variable in the figure (¢) indicates
the number of subscribers who have joined the user set. We assume that the first
subscribers to join are those who value the service the most, for any given g. Then
additional subscribers who value the service progressively less (for any given g)
join. The variable for price (p) indicates the price at which the user set with
g subscribers is an equilibrium user set. For any given ¢, p in Figure 1 (as in any
inverse demand function) is the reservation price of the marginal subscriber.

Because additional subscribers value the service progressively less, ordinary
(nonbandwagon) demand curves are necessarily downward sloping. The reserva-
tion price of the marginal subscriber declines as ¢ increases.

For bandwagon services, however, there is an additional consideration. As
more subscribers join, bandwagon benefits increase the value of the service to
each subscriber. For services in the start-up phase, this bandwagon effect usually
dominates the normal tendency toward downward-sloping demand. That is, the
reservation price of the marginal subscriber increases as additional subscribers
join. Thus, we have the anomalous result that the demand curve in the left part of
Figure 1 is upward sloping!

The downward sloping part of Figure 1 has properties similar to those of
ordinary (nonbandwagon) demand curves. For any given price, demand tends to
gravitate toward the demand curve, which indicates the equilibrium at that price.

The upward-sloping part of Figure 1, however, consists of unstable equilibria.
Demand has no tendency to gravitate toward that part of the demand curve. On
the contrary, if demand is to the left of the upward-sloping curve, it tends to

13 See the Mathematical Appendix of Rohlfs (2001) for a mathematical description of demand in
Figure 1.
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contract toward zero. If demand gets past the upward sloping part of the curve,
it tends to expand until it reaches the downward-sloping part'*. Thus, for any
price, the upward-sloping part of the demand curve can be considered the ‘critical
mass’ at that price. In this example, the service cannot be successful unless
critical mass is somehow achieved. If critical mass is achieved, the service can
take off, and a positive level of demand can be sustained.

Once critical mass is achieved, demand becomes subject to positive feedback.
The feedback starts when enough users join the bandwagon to exceed critical
mass. The initial user set then provides sufficient bandwagon benefits to induce
additional users to join. When the additional users join, more bandwagon benefits
are generated, inducing still more users to join. In the model illustrated in Figure 1,
this positive feedback continues until the maximum equilibrium user set is
achieved.

Figure 1 is the simplest possible bandwagon demand function. The economics
become more complicated when we take into account communities of interest
among individuals. In that case, a tight community of interest might have its own
critical mass. Its achieving critical mass may or may not suffice to allow other
groups that have some community of interest with the original group, to achieve
critical mass.

In the simplest model (Figure 1), the service is either a market success or failure,
depending on whether critical mass is achieved. In more complex models, there are
gradations of market success, depending on the number and sizes of community-
of-interest groups that achieve critical mass'”.

2.4. Metcalfe’s law

A principle often ascribed to network services is Metcalfe’s Law; viz., the value of
a network goes up as the square of the number of users. The law is named for Bob
Metcalfe, the inventor of Ethernet and the founder of 3Com'®.

The assumption underlying Metcalfe’s Law is that the value that any user A
derives from a communications link with any other user B is the same for all users
A and B. For a user set of n users, each user enjoys the value of n links'’. The sum
of the values derived by all n users is therefore the value of n” links.

' Further discussion of the stability properties of the demand curve is given in the Mathematical
Appendix of Rohlfs (2001).

'3 For further discussion of more complex bandwagon demand curves, see the Mathematical Appendix
of Rohlfs (2001).

16 Shapiro and Varian (1999) quote Metcalfe as saying that the law was ascribed to him by George
Gilder, but he is willing to take credit for it.

'7 One needs to include the link between the user and herself in order for the law to work out exactly. In
reality, the self-link may have little or no value, but the treatment of the self-link makes relatively little
difference for large n.
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In reality, the values that pairs of users derive from the links connecting them
are likely to differ considerably. Some pairs of users will derive much more value
from links than do other pairs.

In general, one would expect that the first users would be those who, together
with the persons with whom they communicate, derive the most value from links.
Then, users for whom this value is progressively less would follow. Under these
circumstances, the value of a network increases much less than proportionately to
the square of the number of users. Indeed, the total value of a bandwagon service
may go up less than proportionately to the number of users—Iet alone the square
of the number of users. Such an outcome could occur, for example, if a service in
equilibrium has a low price, but some inframarginal users value it very highly.
Because the price is low, we know that the value of the service to marginal users
must also be low. That value, in turn, may be low because marginal users do not or
would not use the service very much. Under these circumstances, it is likely that
existing users would derive only small bandwagon benefits as marginal subscribers
join. The sum of these two low values (benefits to marginal subscribers and
bandwagon benefits to existing subscribers) may be far less than the average value
of the service to inframarginal users (for communicating with one another). This
point is developed more rigorously and in more detail in the Mathematical
Appendix of Rohlfs (2001) and in Swann (2002). A large user set would be even
less valuable if it attracted negative-value users, such as telemarketers.

The fundamental insight underlying Metcalfe’s Law—that bandwagon effects
raise the value of a service to each user—is certainly correct—indeed, the main
point of this chapter. Nevertheless, the precise statement of the law is unlikely to
hold, even approximately, in practice.

An important possible exception is internal networks (e.g., a local area network,
LAN) within an organization. It is, for example, quite plausible that a LAN is four
times as valuable for an organization that has twice as many connected computers.
This is, perhaps, the application that Metcalfe had in mind.

Internal networks are bandwagon products in a sense. Nevertheless, the man-
agers of the organization can internalize the network externality by simply taking
bandwagon effects into account in making their decision whether to set up the
network. The theory developed in this book applies to external bandwagon effects
that cannot be internalized so easily. It is neither necessary nor appropriate to use
that theory to analyze decisions involving (purely) internal networks.

3. Pricing of mature bandwagon services

Pricing initially below cost may be a necessary component of the start-up strategy
for a new bandwagon product or service. Additionally, even in a mature band-
wagon market, below-cost pricing may be economically efficient. In particular,
there may be individuals such that:
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e The benefit to the individual of consuming the bandwagon service does not
justify incurring the marginal cost, but

e The benefit 7o society, including bandwagon benefits that would be enjoyed by
other users, does justify incurring the marginal cost.

Under these circumstances, economic efficiency would be improved if the
individual consumed the service; but she will choose not to do so.

In formal economic terms, consumption of a bandwagon service involves
external technological economies. The benefits are external (to the subscription
decision), because an individual will presumably base her subscription decision on
the expected benefits to herself. She cannot be expected to decide on the basis of
total social benefits—including benefits to existing subscribers. For this reason,
the number of individuals who choose to subscribe may be fewer than optimal.
Corrective pricing can, if properly implemented, compensate for this market
failure and improve economic efficiency and aggregate economic welfare. In this
context, seminal work by Artle and Averous (1973), Squire (1973), and Littlechild
(1975) analyzes the nature of, and necessary adjustments owing to, consumption
externalities.

Externalities also exist with respect to calling. In particular, both the caller and
the called party often benefit from a call,'® but only the caller pays. It is possible
that callers may decline to make certain calls where the benefits to the caller do not
justify the cost but the total benefits (including the external benefits to the called
party) do, indeed, justify the cost.

3.1. Internalization of externalities

Market participants can often internalize externalities themselves (especially call-
ing externalities), even if corrective pricing is not implemented'®. Examples of how
market participants in network industries can themselves internalize externalities
are as follows:

1. Persons may contribute toward the cost of telephone service (both subscription
and calls) for others with whom they have a substantial community of interest.
For example, parents may pay for telephone service for their children who no
longer live in the parents’ home, or sons and daughters may pay for mobile
service for their aging parents.

2. Two persons may each agree to call the other half the time;

3. Persons or businesses may accept collect calls under certain circumstances;

% An exception that has become increasingly important in recent years is telemarketing calls. Such
calls presumably benefit the telemarketer but are often a nuisance (a source of disutility) to the called
party.

19 Liebowitz and Margolis (1994) emphasize the effectiveness of the market in internalizing network
externalities.



Ch. 3:  Bandwagon Effects in Telecommunications 91

4. A person may be subject to social pressure to subscribe so that others can
call her;

5. Persons or businesses may obtain toll-free numbers;

6. A business may bill its customers explicitly for calls made on their behalf;
and/or

7. Businesses presumably price their services so as to recover their total telecom-
munications costs (subscription and usage), as well as other costs, from their
customers. Consequently, in aggregate, the beneficiaries bear the costs; so they
are not external.

Where externalities are internalized in such fashion, corrective pricing is unnec-
essary. Indeed, it is counterproductive, because the same externality thereby gets
internalized twice. As a result, economic efficiency is likely to be diminished.

In general, it is reasonable to assume that users can internalize a large portion of
calling externalities, even if corrective pricing is not implemented. Calling inher-
ently involves only two persons, and those two persons have many ways to
internalize the externality, as described above. Nevertheless, uninternalized calling
externalities may still be significant—especially with regard to calls from persons
outside the called party’s usual community of interest.

The externality with respect to subscription is often not easy to internalize. If
the external benefits to a single existing subscriber are sufficiently large, he may
contribute to the cost of the marginal subscriber’s service, as in (1), above. Often,
however, the benefits to any single subscriber are not very large, but the benefits to
all existing subscribers are quite large. In such cases, there may be no practical way
for existing users to induce nonsubscribers to join. In Coase’s terminology, the
transactions costs are too high®’.

3.2. Budget constraint

Prices in some bandwagon markets (e.g., telephone service) are subject to regula-
tion. In the remainder of this section, we examine the principles of efficient pricing,
as they apply to such markets.

As a matter of practicality (and often also as a matter of law), regulated prices
must afford the regulated firm the opportunity to recover its costs, including the
cost of capital. Otherwise, the regulated firm would have neither the ability nor the
incentive to attract capital. The unavailability of capital would generally lead to a
suboptimal outcome in the long run, since new investment is typically needed to
accommodate growth and to modernize the firm’s physical plant.

For this reason, the problem of efficient regulatory pricing is usually posed
subject to the budget constraint that total revenues cover total costs. The solution
to the problem, so posed, was worked out by in Ramsey (1927). In the absence of

20 See Coase (1960).
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cross elasticities of demand, the Ramsey’s rule is that percentage mark-ups over
marginal costs are inversely proportional to the (direct) demand elasticities. That is:
Xp; — mc; _ P —mg

i N

and Zp,qi =c (2)

for all i, (1)

where:

p; = price of service i;

mc; = marginal cost of service i;

7n; = the direct elasticity of demand for service i with respect to its price;
¢; = quantity of service i; and

¢ = total cost.

This rule can be adapted to apply to the case where cross elasticities of demand
are nonzero. The rule, given in Baumol and Bradford (1970) with credit to Boiteux
(1951) is as follows:

pi—mc; P — mg
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Equation (3) is then used, in conjunction with Eq. (2), to determine economically
efficient prices.

Equation (3) can be interpreted in the usual way for constrained optimization.
The numerator is the marginal contribution to the objective function, which is the
sum of consumer and producer surplus. That objective function reflects the
difference between aggregate willingness to pay and costs. The denominator of
Eq. (3) is the marginal contribution to profits (i.e., the marginal contribution to
meeting the budget constraint). The ratio of the numerator to the denominator
must be the same for all services.

Rohlfs (1979) showed that the usual Ramsey’s rule can be used in this case, if
‘superelasticities’ are used instead of direct elasticities. That is, the following is
used in conjunction with Eq. (2):

pi—me; _ pp— mg

for all i,j 4
z Z J (4)

where:

&; = the superelasticity of service i.
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Superelasticities are, in turn, defined as follows:

1
(i =—=——foralli 5
Zj riji G)

where:

r;; = ratio of revenues derived from the jth service to those derived from the ith
service; and
¢;; = flexibility of the jth price with respect to ith quantity.

‘Flexibility’ is the multivariate reciprocal of elasticity; i.e.,

qi an(CII;an]n)
c= 3 P\l dn) 6
& Pj 0qi ©

€; is the inverse of a weighted sum of the ¢;;. If there is only a single market,
the superelasticity is the same as the direct elasticity. If there are multiple markets,
&, takes account of cross elastic effects as well as direct effects.

3.3. Externalities

A useful concept for optimal pricing with network externalities is the ‘externality
factor,” developed in Rohlfs (1979). The externality factor is the ratio of total
social value (including external benefits) to the private value (excluding external
benefits). The externality factor can be an explicit parameter in determining the
optimal degree of corrective pricing in the presence of externalities.

Absent cross elasticities, the equation for economically efficient pricing with
externalities is as follows:

€ipi —me _ ¢ipj — Mg

for all 4,/ (7)
mr; — mc; mr; — nmc;

where e; = the externality factor for service i.

Equation (7) is used in conjunction with Eq. (2). Equation (7) can be interpreted
in the same way as Eq. (3). The denominators of the two equations are the same.
The numerator of Eq. (7) is the marginal contribution to the objective function—
aggregate willingness to pay less aggregate costs—taking externalities into account.

3.4. Externalities and cross elasticities

The optimization problem becomes considerably more complex where there are
externalities and cross elasticities of demand. This case is especially important
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because externalities themselves generate cross elastic effects. In particular, as the
price of subscription falls and the user set expands, existing users call the new
subscribers. These calls contribute to the cross elasticity of usage with respect to
the price of subscription. They also reflect externalities to the extent that the
benefits to the callers are not fully internalized by the marginal subscribers.

3.4.1. Gross and net externality factors

We have defined the externality factor as the ratio of social value to private value.
The social value includes the cross-elastic bandwagon benefits of usage. Indeed,
these benefits may well account for most of the externalities.

Nevertheless, there may be additional bandwagon benefits not related to usage.
In particular, the option to call a particular subscriber may have considerable
value, even if that option is rarely exercised?'.

Under these circumstances, it is useful to distinguish the ‘gross externality
factor’ (as defined above, ¢; for service i) from the ‘net externality factor’
(n; for service ). The net externality factor is the gross externality factor less the
external benefits associated with usage. The value of n; exceeds unity to the extent
that there are external benefits (e.g., option value) that are not associated with
usage.

Consumer surplus, measured as the area under demand curves, includes the
surplus associated with external bandwagon benefits of usage, because those
benefits engender willingness to pay for usage. The area under demand curves
does not, however, include the bandwagon benefits reflected in the net externality
factor, because those benefits are external to market demand functions. They
reflect utility that inframarginal subscribers derive without any incremental
consumption.

The surplus integral that includes all bandwagon benefits is as follows:

s= [ upi = mad, (®)

1

where s is evaluated along some path from the origin to the final market
equilibrium.

Note that the bandwagon benefits associated with usage would be double
counted if ¢; were substituted for #; in Eq. (8).

2! One can argue that in theory even the option value is related to usage. That is, there may be few calls,
but they have extremely high value (e.g., in emergencies). From an empirical perspective, however, it is
impractical to measure the extremely high value of such calls. Consequently, postulating an option
value may be the best way to model them in practice.
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3.4.2. Path dependence of consumer surplus

Externalities affect inframarginal consumers, as well as marginal consumers. In
particular, bandwagon effects increase the willingness to pay of inframarginal
consumers as consumption by others increases. The optimization conditions
therefore inherently depend on the global properties of the market-demand func-
tions. They do not depend solely on the local properties, which (in turn) depend
only on marginal consumers.

Samuelson (1965) observed that the marginal conditions for Pareto optimality
(absent externalities) could be derived without reference to global consumer
surplus. He argued that use of the marginal conditions is preferable to using
global consumer surplus, which may be path dependent and hence ill defined*.

In the present case, however, we have no alternative but to deal with the global
properties of market demand functions. Since we utilize a variant of consumer
plus producer surplus as our objective function, we must deal with the problem of
possible path dependence of the surplus line integral s in Eq. (8).

In modeling demand in the absence of externalities in a sector that is a small
part of the total economy, it is generally reasonable to assume that the matrix
of partial derivatives (not elasticities!) of demands with respect to prices is
symmetrical. That is, if:

qi=qi (p1,-pn) i=1,..n (9)
then
9q; _ 04, -
=—-— foralli 10
dpj  Opi / (10)

The inverse demand functions corresponding to Eq. (9) are:
pi=pi(q1,..,qn) fori=1,..n, (11)

where p; is the willingness of the marginal consumer to pay for service i.
If the matrix of partial derivatives of demand is symmetrical, so is the matrix of
partial derivatives of inverse demand.
That is,
dpi _ Op;

=—* foralli,j. 12
dq;  0gi / (12)

22 See the section on “Why Consumer’s Surplus is Superfluous™ in Foundations of Economic Analysis
(Atheneum, 1965, originally published 1947). See also Willig (1976).
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The matrices of partial derivatives of demand and inverse demand are both
symmetrical for a single consumer if Slutsky income effects are zero—generally
a reasonable assumption when one is analyzing a small part of the total econo-
my*. In that case, one can also assume, as a reasonable approximation, that the
matrices of partial derivatives of aggregate demand (and aggregate inverse
demand) are symmetrical. This assumption ensures that the consumer surplus
line-integral is path-independent and, hence, well defined.

The ‘buy-through’ model of demand for a telecommunications service leads to
symmetrical cross partials of demand in the absence of externalities. In that model,
the willingness to pay for subscription is the surplus that the consumer would
derive from all types of usage if she subscribed. A key property of the buy-through
model is that demand for subscription is equally affected by:

¢ A change in the monthly subscription price; or
¢ A change in usage prices that when multiplied by the usage of a marginal subscriber
yields the same monthly amount as the change in the subscription price.

Either of these changes has the same effect on the surplus that a marginal
subscriber would derive from subscription and usage, considered together.

Even where the matrix of cross partials of demand is symmetrical in the absence
of externalities (as in the buy-through model), externalities cause that matrix to be
asymmetrical. This effect can be clearly seen in the buy-through model:

¢ In that model without externalities, the partial derivative of demand for a
particular type of usage with respect to the subscription price reflects (only)
the usage of the marginal subscriber.

¢ Externalities increase the absolute value of that cross partial, because existing
subscribers will call marginal subscribers after the latter join the network.

e The absolute value of the partial derivatives of subscription demand with
respect to usage charges will increase equally only if the externality is fully
internalized (i.e., only if the marginal subscriber, in making her subscription
decision, takes full account of the surplus of those who call her).

Given that full internalization of the externality is unlikely—especially with
respect to subscription decisions—the matrix of partial derivatives of demand will
be asymmetrical.

3.4.3. Externalities with respect to subscription

In this subsection, we consider economically efficient pricing for the (most impor-
tant) case of externalities with respect to subscription. We initially assume no
externalities with respect to usage. We also assume the buy-through model,

2 Slutsky income effects relate to the effect of price changes on the consumer’s real income. For price
changes in a small sector of the total economy, the effect that price changes in that sector have on real
income is disproportionately small.
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conditional on any given number of subscribers. Given these assumptions, we
can prove the following theorem:

Theorem: If consumer surplus is integrated first over subscriptions (holding all
usage at zero) and then over the various types of usage in arbitrary order, the
resulting value reflects aggregate willingness to pay.

Proof: The first step of the proof is to demonstrate that willingness to pay for
usage is properly evaluated, contingent on the final number of subscriptions. This
point follows from the economic logic. At the final equilibrium, each consumer’s
willingness to pay for any quantity of usage depends on the final number of
subscribers—with all of whom she can communicate.

Secondly, we must demonstrate that one can integrate over the various types of
usage in arbitrary order. This point follows directly from our symmetry assump-
tion. For any given number of subscribers—in particular the final number—the
surplus integral is path independent and on any path reflects aggregate willingness
to pay.

Thirdly, we must demonstrate the appropriateness of integrating over subscrip-
tion, conditional on all quantities of usage being zero. This point follows from the
buy-through model. We separately integrate over all types of usage—conditional
on the final number of subscribers. Thus, we have separately taken account of all
the consumer surplus associated with all usage. That surplus should not be
counted again. The subscriber may also reap benefits that are not related to usage.
That surplus is reflected in the net externality factor, and also should not be
counted again. It follows that subscription must be integrated, assuming zero
quantities, in order to avoid double counting.

End of Proof

3.4.4. Usage externalities

The previous subsection considered the case of externalities with respect to sub-
scription but not with respect to usage. The results of that subsection do, however,
hold even if the net externality factors of usage differ from unity—so long as the
externalities do not generate cross elasticities.

3.4.5. Solution
The solution for economically efficient prices with externalities and cross
elasticities is as follows:

Os Os

99 4
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for all 7,7, (13)

where s is integrated along the path described above.
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3.5. Nonuniform pricing

The preceding discussion all assumed a single (uniform) price for each product or
service. In reality, firms with significant market power typically have the ability to
price-discriminate (i.e., charge different prices to different consumers for the same
product or service). Price discrimination, where feasible, greatly changes the
optimization problem>*.

The extreme case is the perfectly discriminating monopolist. Such a mono-
polist can achieve the Pareto optimal outcome in which all consumers
consume the optimal amounts, but the monopolist (if unregulated) extracts all
the surplus.

Of course, perfect discrimination is not feasible in practice. A common form of
price discrimination that is feasible is to offer consumers a choice of two-part
tariffs. In mobile telecommunications, for example, subscribers can choose from a
variety of pricing plans with different amounts of usage included in the monthly
charge.

Under certain conditions, Egs. (13) and (2) can be applied to find optimal
nonuniform prices with externalities, cross elasticities and a budget constraint.
We assume a given set of pricing plans, with given quantities of usage in the
various plans®. The first step is to formulate demand equations in which sub-
scription is unbundled from the usage packages (which then do not include
subscription). At the end, the optimal price of subscription is added to the optimal
price of each unbundled usage package (without subscription) to get the optimal
prices of the bundled packages. As before, we must assume that the matrix of
partial derivatives of inverse demands for (unbundled) usage is symmetrical—
conditional on the number of subscribers.

The ability to use nonuniform pricing always relaxes the budget constraint,
compared to the alternative of economically efficient pricing with uniform pricing.
If the firm has sufficient ability to price discriminate, it can set marginal prices at
economically efficient levels (assuming no budget constraint). Whatever costs are
not recovered from marginal prices would then be recovered from inframarginal
consumers and not affect consumption.

If the firm cannot price discriminate sufficiently to achieve this result, marginal
prices will differ from the economically efficient levels. Nevertheless, a higher level
of surplus will be attainable, compared to uniform pricing.

24 See Brown and Sibley (1986) for a full discussion of optimal nonuniform pricing.
25 Brown and Sibley (1986) address the more general problem in which the entire price schedule is
optimized.
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4. Historical pricing of telephone services

4.1. Promotion of universal service

Historical pricing of telephone service was similar in some respects in many
countries. Long-distance and (especially) international calls were priced far above
marginal costs. At the same time, the monthly charge for access to the network
was often below marginal cost.

Such pricing was intended to promote ‘universal service’*®. In the context of
economic analysis, the benefits of universal service are the bandwagon benefits of
increased telephone penetration.

In reality, the policy, as implemented, was almost surely massively inefficient—
notwithstanding bandwagon effects. Rohlfs (1979) showed that because demand
for long-distance and international services is much more elastic than demand for
local services,”’ the economically efficient price structure is as follows:

e Long-distance and international services should be priced slightly above their
respective marginal costs; and
e Local services should then be priced so that total revenues equal total costs.

To be sure, the marginal costs of local service and network externalities affect
the level of economically efficient prices. These effects are, however, largely
balanced by the need to meet the budget constraint. For example, suppose that
the combination of low marginal costs for local services and network externalities
would justify a low price, without a budget constraint. In that case, marginal-cost
pricing would probably lead to a large deficit, and large mark-ups would be
required to meet the budget constraint. Because demand for local services is so
inelastic, it follows from the results of the previous section that those services
would bear the largest percentage mark-ups by far. The end result is not much
different from the case in which the marginal costs of local service are much higher
and there is no network externality.

A related consideration is that lowering access prices yields little benefit in terms
of promoting universal service—again because the demand for access to the
network 1s so inelastic. Greater economic value can be created, with the same
effect on the budget constraint, by moving prices of services with more elastic
demand closer to their costs®®. For this reason also, the network externality
cannot justify the historical structure of costs.

26 See Mueller (1997) for an irreverent history of the universal-service policies in the U.S.

27 A result that Taylor (2002) confirms still obtains.

28 Wenders (1987) estimates the potential gains from a move to fully efficient telecommunications
pricing to be tens of billions of dollars annually. At the same time, because the relevant markets are so
large, very small taxes on service could, in principle, generate substantial amounts of revenue to finance
subsidies to the poor and maintain universal service. See Haring (2002).
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This historical price structure has come under great pressure in recent years as
long-distance and international markets have been opened to competition. With
competition, long-distance and international prices that are far above marginal
costs are not sustainable®. In the long run, those services cannot yield the
contributions necessary to keep the price of access to the network below the
economically efficient level.

Although the necessity to rebalance telecommunications rates may seem obvi-
ous to economists, the transition has been politically difficult. Rebalancing
probably favors most consumers, but some (in particular, those who make few
long-distance or international calls) are made worse off. Those consumers believe
they have a right to the benefits that they enjoy under the historical rate structure,
which has been in effect for decades. They exert strong pressure against any
change in that rate structure. Regulators have been reluctant to resist that pres-
sure. The result has been progress that, while constructive, has been exceedingly
slow. In the U.S., almost 20 years after the AT&T divestiture, telecommunications
prices are still not close to being fully rebalanced™".

4.2. Local usage charges

In one respect, the historical telephone rate structure evolved quite differently in
the U.S. than in Europe and many other countries. In the U.S., residents generally
pay no local-usage charges whatever. Instead, they pay a flat monthly fee that
covers the costs of all local calls. In many parts of the country, businesses also do
not pay for local usage’!.

In contrast, charges for local usage have been the norm in Europe and many
other countries. Such charges were historically assessed on the basis of pulses but
are now often assessed on a per-minute basis.

The absence of local usage charges in the U.S. certainly did not result from lack
of effort by the Bell System to impose them. On the contrary, the Bell companies
launched a long and aggressive campaign during the 1960s and 1970s to impose
local-usage charges. State regulators were not, however, persuaded that such
charges were in the public interest—apart from some optional measured service
plans.

During the 1960s and 1970s, one could make a colorable argument that because
of measurement costs, local-usage charges were not efficient’. Since then,

2 See Monson and Rohlfs (1993) for discussion of this point as it applies to local exchange carriers.
39 The imbalance is evidenced by the disparity between local interconnection prices and interexchange
access charges.

31 Local exchange tariffs of major local telecommunications holding companies in the U.S. are posted
on those companies’ Websites. Further, the FCC regularly issues surveys of local telephone rates in 95
urban areas of the U.S. Those studies can be found on the Industry Analysis Division’s Federal-State
Link Web page.

32 Mitchell’s (1978) Optimal Pricing paper made an important contribution in this area.
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however, measurement costs have declined dramatically. Today, the efficient
telecommunications rate structure would almost surely embody significant local-
usage charges.

For economic efficiency, the price of local usage should cover its marginal cost,
since usage externalities are probably largely internalized. Large mark-ups on
local-usage charges may also obviate large mark-ups for access to the network
and thereby promote universal service. In addition, if large mark-ups for access to
the network are politically impossible, local-usage charges ameliorate the ineffi-
cient overpricing of long-distance and international services to meet the budget
constraint.

5. Local-usage charges for calls to Internet service providers

For two principal reasons, the Internet has greatly changed the economics of
local-usage charges: (1) the demand for minutes of Internet calls is much more
sensitive to price than is demand for minutes of voice calls; and (2) calls to the
Internet involve complementary bandwagon effects.

5.1. Sensitivity of demand to price

One would expect demand for calls to ISPs to be much more sensitive to price than
demand for voice calls. Internet users are often on line dozens of hours per month.
At current levels of usage charges, the bill at the end of the month can be quite
large. Furthermore, most Internet users can probably cut back substantially on
Internet calls with much less inconvenience than cutting back substantially on
voice calls. The U.K. regulator Office of Telecommunications (OFTEL, now
Ofcom, Office of Communications) took this price sensitivity into account in
mandating that a flat-rate Internet access call origination product be offered™.

This price sensitivity was confirmed by the econometric study Haring et al.
(2001). Haring et al. found that flat rate pricing increases number of dial-up
Internet subscribers by 30 percent and average usage per subscriber by 30 percent.
Thus, the effect on total dial-up Internet usage is about 60 percent.

In contrast, the elasticity of demand for local voice usage has usually been
measured as approximately —0.1°*. Since the constant elasticity model is untenable
when applied to price reductions to zero, let us assume that for price reductions,
demand is linear and that the elasticity is —0.1 at current prices. The stimulation
in voice usage from decreasing price to zero would then be only 10 percent—
one-sixth the estimated stimulation for calls to ISPs.

33 See OFTEL (2001).
3 Taylor (1994).
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Table 1

Fixed Termination Charges

Country Mobile-to-fixed termination Fixed-to-fixed:
rate (US$/minute) peak (Euro/minute)

Austria 0.017

Denmark 0.008 0.009

Finland 0.0157 0.0143

Germany 0.008 0.0107

Italy 0.009 0.0114

Korea 0.009

Norway 0.004-0.0097

Sweden 0.0079-0.0119 0.009

Spain 0.009 0.0116

Note: ITU (2000b).

The high sensitivity of Internet usage to price is also confirmed by the 2.4-fold
increase in AOL’s average usage per customer when it eliminated usage charges.
This increase marked a 137.5 percent increase in usage per customer. By com-
parison, since the change to a flat rate, usage has increased between 17 and 21
percent per year>.

Since demand for minutes of calls to ISPs is quite sensitive to price, the
efficient percentage mark-up over marginal cost is small—even in the absence of

externalities.

5.2. Costs of fixed termination

This subsection and the next develop estimates of the costs of local usage,
including calls to ISPs. Given those cost estimates, we then examine the actual
percentage mark-ups embodied in the prices of those calls in various countries.
Table 1 shows charges for fixed termination in OECD countries for which the
charges are supposed to be cost oriented. Cost-oriented interconnection charges
include all directly attributable costs plus a contribution to common and overhead
costs. They are not, however, supposed to include any subsidy to other services.
Fixed termination charges generally apply where the interconnector delivers the
call to a tandem office. The fixed operator then completes the call to the called
party. Fixed termination includes a single occurrence of tandem switching, a single
interoffice transmission link, and a single occurrence of local switching®®.

35 See Haring et al. (2001) at 8. See also OECD (2001).

3 The single occurrence of local switching may include switching by a remote switch, as well as the
host switch. The costs of the joining link to the interconnector and the loop to the subscriber are
non-traffic sensitive costs, properly recovered through fixed monthly charges.
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5.3. Costs of local usage

The average local call, including a call to an ISP, may cost more or less than fixed
termination. It is unlikely to cost twice as much. In particular, the most costly type
of local call is routed through a tandem switch. Such calls involve twice as many
local switching occurrences and interoffice transmission links as does fixed termi-
nation—two of each instead of one of each. But they involve the same number of
tandem switching occurrences as does fixed termination; namely, one. Thus, even
these most costly of local calls probably cost less than twice the cost of fixed
termination.
Other types of local calls cost considerably less. In particular:

¢ A significant percentage of local calls originate and terminate at the same local
switch. They involve a single local switching occurrence, the same as fixed
termination. But unlike fixed termination, they involve no interoffice transport
and no tandem switching. The cost of this type of local call is much less than the
cost of fixed termination, let alone twice the cost.

e Some local calls are transported directly to the terminating local office, without
use of a tandem switch®’. Those calls involve twice as many local switching
occurrences as does fixed termination—two instead of one. But they involve
only a single interoffice transmission link—the same as fixed termination. And
they involve no tandem switching, while fixed termination does.

The median fixed termination charge in Table 1 is about US$ 0.009 per minute.
It follows from the above that the cost of local usage is probably considerably less
than US$ 0.018 per minute.

5.4. Bandwagon effects

We observed earlier that network externalities associated with usage are probably
largely internalized, because they inherently involve only two persons. Calls to
ISPs, however, involve a different kind of externality; namely, complementary
bandwagon effects. In particular, as Internet usage increases, so does the incentive
to put information on line. The increased incentives apply to both commercial
suppliers and to many who put information on line for personal reasons.

The magnitude of this externality is difficult to assess precisely. Nevertheless, we
do observe the following:

¢ Internet usage has been much lower in Europe than in the U.S. (Table 2 below).
¢ The number of Internet hosts is much higher in the U.S. than in Europe (Table 3
below).

37 Direct routing of calls to the terminating local office is very common in the U.S., but less common in
some other countries.
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Table 2

Internet Subscribers

Country Internet subscribers per
100 inhabitants

United States 18.2
EU 9.9

Note: Data as of January 2000. See OECD, Telecommunications
database, June 2001.

Table 3

Internet Hosts

Country Number of Internet hosts per 100 inhabitants
1997 2001

EU 12.25 40.79

United States 56.51 218.75

Note: OECD (2002), OECD calculations based on Netsizer (www.netsizer.com).

It is certainly plausible—indeed, likely—that a significant part (though certainly
not all) of the difference in growth of hosts is related to the lower level of usage in
Europe. Although the Internet is an international resource, many Internet hosts
seek a national audience. On average, they are likely to attract a larger audience if
Internet usage is higher. Thus, the incentives to establish the host are greater.

A further point is that online information performs a valuable economic func-
tion. The economy functions better with a freer flow of information. To the extent
that high charges for local usage diminish the amount of online information, they
can significantly retard economic growth.

For these reasons, one can make a sound case for having usage charges
significantly less than marginal cost for calls to ISPs.

5.5. Comparison with actual usage charges for calls to ISPs

Table 4 shows actual usage charges for calls to ISPs. In some countries the usage
charge is zero, which may well be economically efficient. Also, some countries,
notably the U.K., have established regimes with no usage charges for calls to
ISPs*®. Still other countries have usage charges significantly less than US$ 0.01 per
minute.

3 See OECD (2000).
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Table 4
Local Usage Charges

Country Local usage charge
(US $/minute)

Australia 0.00175
Austria 0.03625
Belgium 0.04943
Canada 0.00000
Czech Republic 0.05833
Denmark 0.02999
Finland 0.00861
France 0.00000
Hungary 0.06733
Iceland 0.01685
Ireland 0.01848
Italy 0.01157
Japan 0.01088
Korea 0.01407
Luxembourg 0.00000
Mexico 0.00000
The Netherlands 0.02640
New Zealand 0.00000
Poland 0.04903
Portugal 0.02660
Spain 0.02643
Sweden 0.01953
Switzerland 0.03098
Turkey 0.00664
United Kingdom 0.03089
United States 0.00194
OECD Average 0.02003

Note: See OECD (2000).

Nevertheless, in many countries, local usage charges for call to ISPs are sub-
stantially above US$ 0.02 per minute and are therefore far above costs. Indeed, the
OECD average in Table 4 slightly exceeds US$ 0.02 per minute. Such pricing is
economically inefficient and retards economic growth.

6. Charges for fixed-to-mobile calls

In mobile as well as fixed telephony, the pricing structure that evolved in the U.S.
differs considerably from that in Europe and in many other countries. The
U.S. opted for a structure under which mobile subscribers pay airtime for both
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outgoing and incoming calls. Europe and much of the rest of the world (with the
notable exception of Canada) adopted a structure under which calling party pays
(‘CPP’) for fixed-to-mobile (‘FTM”) calls*.

The economic effects of these different regimes depend on the nature of the
network externalities associated with FTM calling. The externality is usually
positive; that is, both the caller and the called party benefit from the call*’. The
relative benefits, however, differ considerably from call to call. Furthermore, there
are calls—for example, from telemarketers—which have no value, perhaps even
negative value, to the called party.

We observed in Section 3 that usage externalities are largely internalized, especially
within the subscriber’s usual community of interest. Usage externalities are unlikely,
however, to be fully internalized with respect to persons outside the subscriber’s usual
community of interest. They are decidedly not internalized with respect to unwanted
telemarketing calls. Because externalities are not fully internalized, the two charging
regimes for FTM calling have led to very different market outcomes.

Regardless of the regime, the caller is the one who decides whether a potential call
gets made. Where the externalities are uninternalized, that decision depends on
whether the benefits exceed the costs for the caller. The costs include the usage charges
under CPP, but not if the receiving party pays (‘RPP’) airtime for incoming calls.

At the other end, the called party has historically had to decide whether to
answer a call without knowing whom it was from. Under RPP, answering the call
means incurring airtime charges. A common strategem for subscribers under
these circumstances has been to limit the distribution of their mobile telephone
numbers.

Obviously, that strategem has reduced the potential benefits of mobile telecom-
munications. Mobile telephony has served for outgoing calls and for incoming
calls from the subscriber’s usual community of interest. Potential calls from
outside that community of interest could not, however, be made. Potential callers
were thereby made worse off, as well as possibly the subscriber, herself.

Apart from this consideration, CPP works especially well with prepaid service,
for which the subscriber usually pays no monthly charges whatever. For the one-
time cost of purchasing a mobile telephone, a prepaid subscriber can be continu-
ously in touch with whoever wants to call her. Unless she originates calls, she pays
no usage charges. The prepaid subscriber can thereby enjoy the full (external)
benefits from receiving calls, while not having to pay for unwanted calls or those
that have minimal value to her.

For this reason, prepaid mobile subscription can be regarded as an im-
portant part of a modern solution to promoting universal service. It allows an
individual to be connected to the network for very low cost, apart from outgoing-
usage charges.

3 Hausman (2002) offers a synopsis of U.S. and European cellular telephone pricing at 579-582.
40 DeGraba (2003) discusses the implications of this point for interconnection pricing.



Ch. 3:  Bandwagon Effects in Telecommunications 107

Table 5
Mobile Subscribers in Countries with CPP and RPP
Countries w/CPP Mobile subscribers per 100
inhabitants (2001)

France 60.53
Germany 68.23

Italy 83.94
Japan 58.78
United Kingdom 77.04
Countries w/RPP

Canada 36.19
United States 45.08

Note: See ITU (2004).

Prepaid service can also be, and is, offered in conjunction with RPP. That
option has, however, proved to be much less popular than in conjunction with
CPP. The reason is that the subscriber cannot keep her costs down by simply
making few calls. She must also pay for the calls that she receives.

The advantages of CPP, as described above, have contributed to higher mobile
penetration in countries that have CPP. In particular, penetration is substantially
higher in all five of the G-7 countries that have CPP than in the U.S. and Canada,
which have RPP (See Table 5 above).

Notwithstanding this history, the disadvantages of subscribers’ paying for
airtime have declined significantly, as a result of technological progress. In
particular:

e Caller ID allows the mobile subscriber to see who is calling before answering the
call; and

e Mobile-usage charges have declined dramatically, especially in the increasingly
popular bulk-calling packages. Consequently, mobile subscribers no longer
need be so concerned about incurring usage charges on unwanted calls and
those that have little value to the subscriber.

6.1. Charges under calling-party-pays

Most countries, especially industrialized countries, now have multiple suppliers of
mobile telephony*'. The retail market for mobile telephone services in these
countries is often quite competitive.

41 See ITU (2000c).
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In contrast, the market for call termination on a specific mobile network (from
another network, either mobile or fixed) is more complex. In order to complete a
call to a particular mobile telephone, the person that originates the call must
connect to the exclusive mobile operator that provides the service to the called
party.

Competition among mobile operators could conceivably exert downward pres-
sure on the call termination price. Nonetheless, under CPP, once a person decides
to subscribe to a certain mobile network, the selected network has a certain degree
of market power vis-a-vis those who want to communicate with her. The party that
originates the call often has no satisfactory alternative to paying the price that the
operator of the receiving party charges. This market power has become known as
the ‘terminating access monopoly’**.

Given this imperfection of the market, the market outcome depends critically on
the regulatory policy. There are three general possibilities: (1) the fixed operator is
not subject to any restrictions with regard to negotiations with mobile network
operators (‘MNOs’); (2) MNOs can establish whatever termination charges they
choose on their networks, and the fixed operator is forced to pay them (and
presumably pass them on to its fixed subscribers); and (3) the call termination
charge is subject to regulation.

Case 1. The fixed operator is unrestricted.

If there is only one fixed operator and multiple mobile operators, the fixed
operator will have greater leverage in the negotiations and will probably be able to
negotiate a mobile termination charge that does not fully cover the costs of mobile
termination. The leverage is all the greater if the fixed operator is affiliated with an
MNO. In that case, the operator gains a competitive advantage in the mobile
market if the other MNOs do not acquiesce to the terms that it imposes and no
interconnection agreement is reached. The fixed operator may additionally have
the ability and incentive to subsidize its mobile service (with anticompetitive
consequences) in order to stimulate lucrative fixed origination.

Apart from these anticompetitive possibilities, mobile termination charges that
are below cost do not necessarily reduce the economic profits of MNOs in the long
run. If the market to attract mobile subscribers is effectively competitive, MNOs
will earn approximately zero economic profits in any event.

Below-cost charges do, however, reduce economic efficiency. They encourage
calls whose value does not justify their costs. In addition, they force MNOs to
recover the deficit from their subscribers in order to cover total costs. Such charges
repress demand for mobile subscription and are likely to lead to fewer mobile
subscribers than would be optimal.

Case 2. MNOs can set whatever termination charges they choose and the fixed
operator is forced to pay them.

42 See Laffont and Tirole (1994).
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Research studies done recently by OFTEL and the U.K. Competition Commis-
sion (‘CC’) found clear signs of competition among mobile operators in the U.K.
to attract subscribers, measured by the increase in the coverage and the capacity
(and, therefore, in the quality) and the existence of many new price packages.
Nevertheless, both government organizations determined that competition in
mobile termination was not effective and ordered reductions in the termination
charges®.

In addition, data collected from countries where MNOs are allowed to charge
whatever price they choose for termination of FTM calls indicate that competition
in the retail market does not necessarily translate into cost-oriented charges for the
call termination. The CC determined that it is not probable that the competitive
pressure directed to attract users has much effect on termination charges. The data
analyzed by the CC indicated that the majority of mobile users assigned low
priority to incoming call charges.

Excessive termination charges in the mobile network have been widely noted.
For example, the International Telecommunications Union (‘ITU’) observed that
the interconnection charges among cellular networks are substantially lower
than the interconnection charges between fixed and mobile networks in most
countries**. One can reasonably presume that interconnection charges between
MNOs are not less than marginal cost—unless the bargaining leverage of the two
MNO:s is quite unbalanced. The MNO with the higher fraction of incoming traffic
would be unlikely to agree to such a charge. It follows that the much higher mobile
termination charges for FTM traffic are far above marginal cost. Moreover,
concerns about excessive charges have led to corrective regulatory measures. In
July 1998, the European Commission carried out a series of comprehensive
investigations regarding mobile termination charges for FTM calls in 14 member
countries.

Case 3. Termination charges for the mobile network are subject to regulatory
restrictions.

Given that alternatives (1) and (2) both have serious disabilities; regulation of
mobile-termination charges appears to be the best alternative. Such regulation
should ideally mandate prices that maximize economic efficiency.

6.2. Economically efficient mobile termination charges

The first possibility to consider is setting mobile termination charges equal to
marginal cost. Such pricing would be economically efficient if no budget
constraint had to be met and there were no externalities.

43 More information about these decisions is available on the Website of the Competition Commission
(www.competition-commission.org.uk).
4“4 1TU (2000a).



110 J. H. Rohlfs

In reality, two types of externalities must be considered; namely, the externality
with respect to FTM usage and the externality with respect to mobile subscription.

As previously discussed, the usage externality is probably largely internalized.
Nevertheless, part of the externality may be uninternalized, especially with respect
to persons outside the subscriber’s usually community of interest. Usage extern-
alities can be modeled by setting »; at the appropriate level (greater than unity) for
FTM usage in Eq. (13). This externality lowers the economically efficient price.

The externality with respect to mobile subscription is probably larger and more
important than the usage externality. To take account of this externality, one must
carefully consider how the FTM price is likely to affect mobile subscription.

The cross-elasticity of mobile subscription with respect to the FTM price is
probably small in absolute value. As previously discussed, studies have indicated
that mobile subscribers pay little heed to that price in their subscription decision.
It is precisely because this cross-elasticity is small in absolute value that regulation
is justified.

The FTM price can, however, affect mobile subscription indirectly by affecting
the prices that MNOs charge their subscribers. In particular, an increase in the
mobile termination charges makes subscribers more lucrative for MNOs because
the subscribers receive calls that are more lucrative. Consequently, one would
expect MNOs to respond by competing more aggressively for subscribers; in
particular, by offering them more attractive pricing plans.

As previously discussed, one can reasonably assume that competition for mo-
bile subscribers is effective in most countries. Consequently, one would expect
them not to earn sizable monopoly rents.

Under these circumstances, economically efficient pricing can be modeled sub-
ject to the budget constraint that total revenues of MNOs cover total cost. In this
optimization, the regulator sets the price of mobile termination at the optimal
level. MNOs set the prices to mobile subscribers. Competition ensures that the
budget constraint is satisfied.

This process would lead to economically efficient prices if only a single rate
element were charged to mobile subscribers. In reality, however, mobile pricing
plans are highly complex and involve many rate elements. Under these circum-
stances, MNOs can be expected to use incremental revenues from mobile termi-
nation charges to pursue their own agendas (subject to the competitively imposed
budget constraint). They are not likely to choose the prices that maximize
economic efficiency.

Equation (13) can be applied to this problem to get an estimate of the economi-
cally efficient level of mobile termination charges. In reality, however, a somewhat
lower level of economic efficiency is likely to be achieved, as MNOs pursue their
own agendas.

One can reasonably conclude that the solution to Eq. (13) overestimates the
optimal mobile termination charge. That level is based on balancing the loss of
surplus that derives from fixed subscribers’ paying more than marginal cost
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against the efficiency gains that the MNOs are expected to provide through price
reductions. If the MNOs provide less efficiency gain because they pursue their
own agendas, the trade-off changes in favor of a lower mobile termination charge.

6.3. Setting mobile termination charges in practice

The OFTEL was recently involved in setting mobile termination charges with a
goal for economic efficiency, taking into account network externalities. Using Eq.
(13), OFTEL estimated optimal prices*>. However, OFTEL’s analysis recognized
that MNOs may pursue their own agendas.

A thorny and contentious issue in this proceeding was the estimation of
cross elasticities of demand. The OFTEL believed that the available econometric
estimates of those elasticities, supplied by the MNOs, were inaccurate and unreli-
able. For that reason, in the optimization [Eq. (13)], it used estimates of cross
elasticities that were based largely on a priori reasoning.

Rohlfs (1979) reasoned that if all communication links were equally valuable to
the two parties and no external benefits were internalized, the (gross) externality
factor would be two. What is relevant for efficient pricing are the relative values of
communications links to the marginal subscriber and to existing subscribers with
whom she communicates. If they are worth more to the subscriber, then the
externality factor before internalization would be less than two. If they are worth
more to those that call her, the externality factor before internalization would
exceed two.

It is difficult to say whether on average a mobile communications link benefits a
marginal subscriber more or less than existing subscribers, including both mobile
and fixed subscribers. One can, however, observe that calls to mobile subscribers
typically significantly benefit both parties to the communication. The mutual
benefit is evidenced by the costs that both parties voluntarily incur to enable the
communication. The calling party pays for the call. The mobile subscriber under-
goes the inconvenience of keeping the mobile telephone battery charged and
otherwise making herself available to receive calls. Consequently, the benefits to
marginal and existing subscribers are not likely to be too unequal.

At the same time, as discussed in Section 3, the opportunities to internalize the
externality are considerable, especially within the marginal subscriber’s usual
community of interest. Internalization probably does not suffice to drive the
externality factor down to unity, because of transactions costs. It does seem likely,
however, that internalization drives the externality factor below two—especially
since it may not have been much above two before internalization (if, indeed, it
was above two).

The OFTEL assumed that the (gross) externality factor is in the range of 1.3 to
1.7. Tt then reasoned that the nonusage externalities (option values) were a

45 That formula was developed by the author in connection with consulting for OFTEL on this issue.
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small part of the total externality. In particular, OFTEL assumed that the net
externality factor is in the range of 1.05 to 1.1. The remaining externalities are then
related to usage.

A further step in OFTEL’s analysis was to reason that MNOs have the ability
and incentive to internalize some of the externalities through their nonuniform
pricing structures. As discussed in Section 3, the optimal use of nonuniform
pricing always relaxes the budget constraint. In this particular case, MNOs can
take into account the external benefits that marginal subscribers bestow on the
MNO’s existing subscribers. They can additionally reason that even if their price
cuts are met by other MNOs, all will benefit from the network externalities
generated by new subscribers. The use of nonuniform pricing by MNOs reduces
the efficient mark-up (over marginal cost) of FTM usage charges.

The OFTEL then estimated cross elasticities based on the above considerations.
It applied Eq. (13) and also considered a model in which MNOs pursue their own
agendas. The analysis supported a moderate mark-up for mobile termination
above average incremental cost.

6.4. A possible dual regime

We noted earlier that CPP has had historically significant advantages over RPP,
but those advantages are declining. Still, however, CPP retains the advantage of
allowing prepaid subscribers to obtain access to the network at very low cost.

A disadvantage of CPP is that regulation of mobile-termination charges is
necessary for efficient pricing. The charges are unlikely to cover costs unless the
fixed operator is constrained. The rates are likely to be excessive if the fixed
operator is constrained but MNOs are allowed to charge whatever they want.

A dual regime combining both approaches is also possible (though the author
knows of no country in which it has been adopted). Under the dual regime,
there would be two classes of mobile telephone numbers: one for CPP and one
for RPP.

Such a regime has the advantage of internalizing both directions of usage
externalities that the users cannot internalize themselves. That is, callers who are
unwilling to pay usage charges could call a RPP number (if it has been disclosed
to them); mobile subscribers who are reluctant to pay airtime on incoming calls
could publicize only their CPP number. If network externalities are more effec-
tively internalized in these ways, mobile subscription and usage would likely
increase and all telephone subscribers (mobile and fixed) would then enjoy greater
bandwagon benefits.

The dual regime also gives MNOs more flexibility. In particular, if they are
dissatisfied with the regulated mobile termination charges, they could offer espe-
cially attractive terms to subscribers who have only a RPP number. In that way, if
the regulatory regime is not working well, a larger and larger fraction of the
mobile market could migrate to the fully unregulated RPP regime.
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7. Conclusions

Bandwagon effects are pervasive in high-technology industries, and in telecom-
munications in particular. They are of two types:

1. Network externalities, whereby existing subscribers benefit from being able to
communicate with a larger user set; and

2. Complementary bandwagon effects, whereby purchasers of the base product
(e.g., hardware) benefit from the greater availability of competitively supplied
complementary products (e.g., software) as the user set expands.

A key property of bandwagon markets is the start-up problem, which arises
because bandwagon benefits are initially limited to those generated by a small user
set. Several chapters in this Handbook discuss the start-up problem in specific
contexts.

In this chapter, we considered economically efficient pricing in bandwagon
markets. We derived the general conditions for optimality and discussed three
applications:

1. Historical pricing of telephone service to promote universal service;
2. Local usage charges on calls to Internet service providers; and
3. Pricing of mobile termination for fixed-to-mobile calls.

In all three cases, externalities affect economically efficient prices. Nevertheless,
other considerations, especially relative elasticities of demand, are at least equally
important in determining optimal mark-ups above marginal costs.
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1. Introduction

In this chapter, we consider the economics of platform competition in tele-
communications. Platform competition occurs when different, sometimes
incompatible, technologies compete to provide telecommunications services to
end-users. Battles between competing technologies have been an important feature
of telecommunications in the last twenty or so years. Examples of platform
competition in telecommunications include wireless vs. wireline networks; com-
peting wireless options, such as satellite vs. cellular; and, within cellular, different
digital standards. Other examples include competing incompatible instant messag-
ing offered by AOL, MSN, and Yahoo; and direct broadcast satellite vs. cable
networks—to say nothing of the possibility of video delivered over the local phone
network. A more broadly defined view of telecommunications widens motivating
examples to include battles in consumer electronics between audio and video
formats, as well as operating systems for personal computers.

These platform wars have become more significant, and more prominent, given
the pace, nature, and magnitude of technological change in telecommunications,
and information technologies, more generally. The ongoing convergence between
telecommunications, entertainment, and computing is driven by fundamental
changes and advances in the ability to manipulate information. All of these
industries involve the manipulation, transmission, and/or reproduction of infor-
mation, which in the broadest sense is anything that can be represented as
(reduced to) a stream of binary code. The value of that manipulation depends
often on how the information is gathered and distributed. The efficient gathering
and distribution of information—perhaps after processing—typically occurs on a
network. Competition between platforms in telecommunications, or technologies
in information intensive industries typically involves more than just competition
between differentiated products—in the interesting cases, and the concern of
this chapter, it involves competition between technologies that are not only
differentiated, but also are competing networks.

In this chapter, we view platform competition through the lense of network
economics to develop an understanding of the determinants of its outcome and
adoption patterns by consumers. In Section 2, we define network industries and
distinguish between types of networks. We introduce the concept of network
effects and discuss how the presence of network effects affects demand for a
platform. In this section, we also discuss settings in which network effects give
rise to network externalities. In Section 3, we distinguish between standards wars,
battles over compatibility, and cooperative standard setting leading to battles on
the network—rather than between networks. Section 4 considers firm strategies in
standards wars and raises the possibility that competition between incompatible
technologies may not result in an efficient standard. Section 5 discusses battles for
compatibility between dominant networks and competitors, while Section 6 dis-
cusses the economics of cooperative standard setting. Section 7 discusses the role
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of regulation in insuring compatibility (interconnection) and setting standards.
Section 8 contains a number of case studies drawn from telecommunications
that illustrate the principles of network competition discussed in the preceding
sections.

2. Network industries

The defining feature of network industries is that products consumed are systems
of components: the ultimate ‘good’ demanded is comprised of a group of comple-
mentary products that provide value when they are consumed together. It is
most often the case that the components in and of themselves have very little, if
any, value. In order to be of value they must typically be consumed as part of a
system. For the complements to work together as a system requires standards to
insure compatibility. In this context a ‘standard’ refers to the set of technical
specifications that enable compatibility between products.

It is common to distinguish between two different types of networks: direct
networks and virtual or indirect networks. In the first, the system consists of
similar products linked together in a network. In the second, the system consists

of a unit of hardware and a unit of software'.

2.1. Direct networks

Direct networks require horizontal compatibility, which is typically achieved
through some sort of common standard across the products chosen by consumers
who have joined the network. The archetype is a communication network, where
compatibility allows adopters® to communicate with each other. An adopter’s link
to the network has no value except to facilitate the transmission of information to,
and from, other adopters. The value of a link to an adopter depends on the
systems that can be created by combining their link with links of other adopters.

The classic example of a communication network is a telephone exchange.
Consider a very simple example where n subscribers (adopters) are connected to
a switch. The creation of a phone call from subscriber i to subscriber j involves
combining two complements: subscriber i’s link to the switch and subscriber j’s
link to the switch. Notice that in this example, it is connection with the switch that
insures compatibility with all other connected links. Two other examples of direct
networks—where consumption benefits arise because of horizontal compatibility
among adopters—are the communications standards built into facsimile machines
and the Internet. Direct networks need not consist of, or depend on, cables in the
ground, they may consist of individuals who adopt a similar word-processing

! Modeling issues are briefly addressed in the appendix.
2 We sometimes referred to consumers who join the network as subscribers or adopters.
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program and derive benefits from being able to swap files with others (the
horizontal compatibility here is the ability of the software to recognize and read
files produced by others) or the network created by speakers of a common
language (the horizontal compatibility here is the ability of both parties to
comprehend and speak a common language).

2.2. Virtual (indirect) networks

When the network is indirect, systems consist of one unit of hardware and one unit
of software. The two components interact, or are combined, to provide consump-
tion benefits: a unit of hardware or a variety of software typically has no, or
relatively very little, stand-alone value. In the case of indirect networks what is
important is vertical compatibility—compatibility between hardware and soft-
ware. In the interesting cases, the unit of hardware is compatible with many
different varieties of software.

Examples abound in consumer electronics: televisions and programming, com-
pact disc players and compact discs, video game systems and video games, FM
radios and FM radio stations, video-cassette recorders and prerecorded program-
ming, digital music formats and digital music players, satellite radio and satellite
radio channels. This ‘hardware—software’ paradigm is not restricted to consumer
electronics and the hardware need not literally be hardware. Other examples are
operating systems (hardware) and application programs (software); credit cards
(hardware) and the stores that accept them (software); natural gas powered
vehicles (hardware) and natural gas filling stations (software); browsers (hard-
ware) and Websites (software); yellow pages (hardware) and yellow page listings
(software); ATM cards (hardware) and ATM teller machines (software). In the
last example, for instance, the value of an ATM card depends on the number of
ATM machines at which it can be used. These examples suggest the identification
of the software good as the component for which there are many possible varieties
and the hardware good as the component for which there is a unit demand for a
single variety. In the multiplicity of systems that can be created the hardware good
does not change and it can be interpreted as the component, which allows access
to the software varieties.

2.3. Network effects

Both types of networks are often characterized by a network effect. A network
effect exists if the value of joining a network by buying compatible products is
increasing in the number of other adopters who (ultimately) join the network by
purchasing compatible products. With positive network effects, ‘bigger is better.’
In both cases the underlying source of the network benefit is the same: the larger

3 See Church and King (1993) and Gandal (2002a).
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the number of adopters the greater the possible number of systems (combinations
of complementary components) an adopter can create.

Recall that a direct network consists of complements linked together to form a
network. In this case, horizontal compatibility allows for interconnection of the
product purchased by a consumer with that of others. In a direct network the
number of systems that can be created by a subscriber equals the number of other
adopters: in a telephone exchange with n consumers, subscriber i can create n — 1
systems. The greater the total number of subscribers, the greater the number of
systems.

When the network effect is indirect, consumption benefits do not depend
directly on the size of the network (the total number of consumers who purchase
compatible products) per se. Rather, individuals care about the decisions of others
because of the effect that has on the incentive for the provision of complementary
products. Users of Macintosh computers are better off the greater the number of
consumers who purchase Macs because the larger the number of Mac users, the
greater the demand for compatible software, which, if matched by an appropriate
supply response—entry by software firms—will lead to lower prices and a greater
variety of software, which makes all Mac users better off.

As in the direct network effects case, when there are indirect network effects
consumers benefit from the adoption by others of compatible hardware because it
allows them to consume a wider variety of systems. In this case consumption
benefits flow from creating systems consisting of one unit of hardware and one
unit of software, where the unit of hardware is compatible with many different
varieties of software. If consumers value variety, then they will demand multiple
systems, each involving one unit of the hardware good and a different variety of
software®. The advantage of more adopters of hardware to an existing subscriber
arises if an increase in hardware adoption induces the production of more soft-
ware varieties since existing adopters will then benefit from being able to create
more ‘two-component’ systems.

2.4. From network effects to network externalities

Both direct and indirect network effects can give rise to network externalities. An
adoption externality arises when the network benefits of existing adopters in-
creases with the increase in size of the network (i.e., with the addition of another
adopter). In both cases, the source of benefit to inframarginal adopters from
adoption at the margin is the creation of new systems by existing subscribers.
The marginal adopter does not internalize the marginal external benefit when
making their adoption decision, leading to underadoption.

4 It is a rare individual indeed who listens to only one compact disc on the stereo, uses only one
application program on the PC, or plays only one video game on the video game console.
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In the case of a direct network, when an additional individual joins a network of
n individuals, in addition to the n potential types of systems that are open to the
new individual, the link of the new subscriber creates new systems for the n
inframarginal, or existing, adopters. The addition of a new individual to an
n individual network creates n new systems—combinations of complements that
can be connected by existing subscribers to create a new good. It is this creation
of new systems for existing subscribers/adopters that is the benefit to existing
subscribers of network expansion.

As in the direct network effects case, when there are indirect network effects,
consumers benefit from the adoption by others of compatible hardware because it
allows them to consume a wider variety of systems. Inframarginal adopters of
hardware benefit when there is an increase in hardware adoption if it induces an
increase in the production of more software varieties, providing them with the
option of creating more two-component systems.

The issue is that marginal consumers do not account for the effect that extending
the hardware network will have on the variety of software, and thus the benefit
inframarginal consumers receive from being able to consume additional software
varieties. It is the number of different software varieties that is important, not the
quantity (or price) of a particular software variety. That is, adoption externalities in
the setting with indirect network effects are the result of variety effects, not price
effects’. The manner in which inframarginal consumers benefit from indirect effects
is identical to the manner in which they benefit when there are direct effects—the
ability to create new systems of complementary products. Network externalities
that arise in settings with indirect network effects have the same microfoundations
as network externalities that arise in settings with direct network effects.

2.5. Implications for consumer demand

For products characterized by network effects the decision by consumers regard-
ing which network to join—often referred to as the technological adoption deci-
sion of a consumer—will depend not only on relative product characteristics and
prices, but also the expected size of the network. Moreover, the current size of the
network, or its installed base, will often be used as a signal or indication to
consumers of its future size. In the case of a direct network, the size of the installed

5 See Church, Gandal, and Krause (2003). They show that the requirements for indirect network
effects to give rise to an adoption externality are threefold: (i) increasing returns to scale in the
production of software, (ii) free-entry into software, and (iii) consumer preferences for software variety.
Under these circumstances, the marginal adopter does not take into account the benefits that accrue
to inframarginal adopters from the response of the software industry to an increase in hardware
sales. When there are increasing returns to scale and free-entry into the production of differentiated
software, the key response to an increase in hardware sales is an increase in software variety, which
benefits inframarginal consumers. These three conditions are both necessary and sufficient.
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base is usually measured by the number of adopters. In the case of indirect
networks the size of the network can also be measured by the number of adopters
of compatible hardware, but in many instances the relevant installed base is often
the number of complementary software varieties available.

The role of the size of the existing installed base in determining the size of the
network in the future arises because positive network effects give rise to positive
feedback effects. Consumers will appreciate that a larger installed base today will
make the network more attractive to adopters in the future, while the expectation
that the network will be attractive to consumers in the future insures strong
adoption in the present. These positive feedback effects create a strong tendency
for ‘the strong to get stronger’ in a virtuous cycle—the greater the installed base,
the greater network benefits, the more attractive the network to adopters, the
greater adoption, the greater the installed base, etc. When there are competing
networks and one network experiences positive feedback effects it is often the case
that its competitors experience negative feedback effects: ‘the weak get weaker’ in
a vicious cycle. The smaller the installed base, the smaller the network benefits and
the less attractive the network, the greater the incentive to abandon the network,
the smaller the installed base, etc.

Unlike economies of scale there is no reason for diseconomies from network
effects. They may become small, but they will not be negative. Network effects are
similar to demand side scale economies, but not identical since expectations
matter. Consumption benefits are increasing not only in the number of consumers
who adopt at time r—as with demand side scale economies—but also with the
number of consumers who join the same network in the future.

2.6. Expectations and competition between networks

As we noted in the previous section, the value of joining a network when there are
positive network effects depends on the ultimate size of the installed base of the
network. This means that the expectations of consumers today, regarding the
growth of a network, will be an important determinant of their adoption decision.
And since a larger installed base today will contribute to growth in the future, the
current size of the installed base will inform those expectations. The central role of
expectations and their dependency on the current installed base has a number
of important implications for competition in network markets®. These are:

® The seminal contributions on competition in settings with network effects are a series of papers by

Farrell and Saloner (1985, 1986a,b) and Katz and Shapiro (1985, 1986). Katz and Shapiro (1994) and
Besen and Farrell (1994) are excellent surveys on the economics of network industries. In what follows
we draw liberally on all of these papers, following Church and Ware (1998). David and Greenstein
(1990) provide a comprehensive survey of earlier work, while Farrell and Klemperer (2005) provide a
detailed survey of more recent work. Gilbert (1992), Gandal (1995), Matutes and Regibeau (1996),
Gandal (2002b), and Stango (2004) provide selective reviews of the literature.
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(i) coordination problems, (ii) tipping/standardization, (iii) multiple equilibria,
and (iv) lock-in’.

2.6.1. Coordination problems
Typically a consumer must invest in a connection (direct network) or hardware
(indirect case) to join a network. If this investment is sunk, the potential for
coordination problems arise. Consumers make these investments with the expec-
tation that the network will grow and a certain level of network benefits will be
realized. If the expected growth in the network is not realized, perhaps because it is
abandoned by future generations of consumers, then its early adopters will be
stranded on an ‘orphan’ technology. In such a case the expected benefits asso-
ciated with the sunk investment and membership on the network are not realized.
Uncertainty over being stranded makes consumers reluctant to join new net-
works whose installed base is small. The possibility of being stranded arises
because of a coordination problem: consumers would be willing to join a new
network if they knew that others were also willing to join, but because no one is
presently on the network they do not believe that others are willing to join, and
hence they, and others, do not. A similar coordination problem can affect the
adoption prospects of an indirect network. Consumers would be willing to buy
hardware if sufficient software variety was available or expected to be available.
Software suppliers would find it profitable to support a hardware technology if it
is adopted, but are reluctant to do so until consumers demonstrate that a market
exists by adopting the hardware. The coordination difficulties between consumers
and suppliers of software—or more generally complementary products—are, for
obvious reasons, known as the ‘chicken and egg’ problem. The coordination
problem in indirect networks is further complicated because hardware might not
be introduced without the expectation of support from suppliers of complementa-
ry software. Firms will therefore have an incentive to try and minimize the risk to
consumers of being stranded.

2.6.2. Standardization

Products characterized by network effects are highly susceptible to ‘tipping’ or
standardization. When a network market tips, consumers adopt or join only one
network, they do not support multiple competing networks/technologies. Compe-
tition between incompatible networks can easily result in the ‘winner taking all’
where one technology becomes a de facto standard because all consumers adopt it.
This occurs when network effects are particularly strong. When network effects
are strong, if one system or technology can establish an initial edge in the size of its
installed base, this provides an effective (and correct) signal to all consumers—
present and future—that all consumers will also adopt this system. Small initial

7 Our discussion here follows Church and Ware (1998).
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leads in market penetration can result in the creation of a very large sustained
advantage and exclusive adoption. Firms whose technology is incompatible with
their rivals in markets with strong network effects have an incentive to compete
aggressively when their technology is introduced in order to establish an installed
base advantage. Tipping and de facto standardization is more likely the stronger
network effects are relative to the extent of consumer heterogeneity. If consumer
preferences are relatively heterogeneous, then product differentiation considera-
tions can trump network effects and multiple incompatible differentiated
networks can coexist.

For instance, if consumers observe that video rental outlets typically stock
predominantly video cassettes in the VHS format then they will tend to expect
continued supply of VHS tapes in the future, providing them and others with
incentives to purchase VHS compatible video cassette recorders. Consumers’
expectations become self-fulfilling as video rental outlets—and eventually film
studios—respond by reducing their library of Beta tapes and specialize in VHS.
The standardization on the VHS format in North America is an example where
product differentiation between the two standards was fairly minimal, but net-
work effects were strong. This experience can be contrasted with the personal
computer market where network effects have contributed to the dominance of the
PC standard (Intel and Windows), but strong product differentiation has enabled
Apple to carve out a niche in publishing and graphic design.

2.6.3. Multiple equilibria

Multiple equilibria are possible, since the equilibrium outcome will depend on the
expectations of consumers. For example, suppose there are two new competing
technologies and that network effects are relatively strong. In these circumstances,
depending on the expectations of consumers, the equilibrium outcome might be
standardization on one of the new technologies or both technologies failing. The
latter might be the case if consumers cannot coordinate on a standard and, due to
concerns over stranding, play it safe by not adopting either technology. Firms will
have an incentive to influence and coordinate the expectations of consumers.

2.6.4. Lock-in
Consumers can become locked in to a network because of switching costs. Two
types of switching costs ‘lock-in’ consumers to a network. When adoption entails a
sunk cost and networks are incompatible, consumers that switch to another
network will need to make an investment in the connection or hardware of the
new network. Second, consumers might forgo network benefits if the installed
base of the new network is not as large. This disadvantage might only be tempo-
rary, but it might be permanent if the installed base advantage of the incumbent
network is expected to persist in the future.

Lock-in means that consumers find it costly to switch to a competing network
ex post and consequently, it makes them subject to opportunism by a network
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provider. The opportunism can take a number of forms including raising prices or
lowering quality. In particular, promises by a network provider to expand its
network by charging low prices or providing lots of inexpensive software in the
future are not necessarily credible.

3. Battles for standards, compatibility and adoption

Following Besen and Farrell (1994), it is useful to distinguish between four
different situations. These are:

¢ a standards war between two or more incompatible standards (Section 4);
e battles over compatibility (Section 5);

e standard setting by voluntary agreement (Section 6); and

¢ mandated standards by the state (Section 7).

In a standards war, two or more incompatible systems compete against each
other. Examples include: VHS vs. Beta; Visa vs. American Express; Linux vs.
Windows; and X-Box vs. PLAYSTATION. Standards wars typically arise be-
tween sponsors of closed systems. Sponsors have proprietary rights in their
technology, often intellectual property rights, that prevents or limits competing
firms from producing compatib products. The lack of competition on the network
defines a closed system. Sponsors of a closed system wage a standards war in the
hope of becoming a de facto standard (i.e., a monopolist)®. The focus of competi-
tion will be on trying to create an installed base advantage and creating consumer
expectations that its technology will win the standards war.

Battles over compatibility arise typically when the competition between incom-
patible standards has been resolved. The creation of a de facto standard means
that competition between technologies/networks (internetwork competition) is not
possible, and instead the focus shifts to competition on the same network (in-
tranetwork competition). However, in order for there to be competition on the
network, products of competing suppliers have to be compatible. The sponsor of
the dominant network will have an incentive to limit and disrupt the ability of
rival firms to produce compatible products, preferring to protect its profits and
monopoly by maintaining incompatibility.

Firms that have developed, or are in the process of developing, incompatible
technologies can forestall a standards war by agreeing to a common standard.
Under a common standard all firms agree to produce compatible products, repla-
cing internetwork competition for competition on a single network. Standard
setting by agreement arises when firms forecast that competition on a single

& As we discuss below a system sponsor might open up its system to competition in order to mitigate
lock-in and convince consumers that it will win the standards war. In this case it shares the monopoly
with its intra-network competitors if its technology wins the standards war.
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standard is likely to be more profitable than the expected profits from a standards
war. In particular, firms will find it more profitable to agree to a common standard
when consumers’ expectations are fragmented or uncoordinated. In these circum-
stances a diversity of options with no clear winner may make consumers reluctant
to adopt any of the competing technologies, and as a result the next generation of
technology fails. Competing firms that have developed next generation networks
can avoid this fragmentation by cooperatively agreeing to a standard. This can be
done formally through national or industry standard setting bodies, or less for-
mally when firms simply agree to a common standard. Common standards are
implemented by firms agreeing on the technical specifications for interfaces to
insure compatibility and making the technology embodied in the standard acces-
sible to all.

A particular concern of standard setting bodies is to make sure that all of the
technology embodied in a standard is licensed. Failure to do so can create a
situation, where a firm with an unlicensed technology embedded in the standard,
can end up in control of the standard with considerable market power if the
standard is adopted widely. For instance, the code of practice covering intellectual
property rights of the International Telecommunications Union-Telecommunica-
tions Standardization Sector (ITU-T) specifies that patent holders not willing
to waive their patent rights or to negotiate licenses with reasonable terms on a
nondiscriminatory basis will not have their technology incorporated in a standard’.

4. Standards wars

Firms in a standards war engage in a number of strategies aimed at credibly
convincing consumers that their technology will become the de facto standard,
or at the very least, have a larger installed base. Typically the strategies followed
by firms do this by either (i) directly affecting the expectations of consumers, or
(i1) by exploiting the link between expectations and the size of the current installed
base by making investments in the size of their installed base. The extent to which
firms are willing to make investments to enhance the size of their network depends
on their ability to capture the benefits from doing so, which in turn depends on
being able to restrict access to their network by competitors.

4.1. Strategies in standards wars

Here we discuss a number of strategies that firms can, and have used, in order to
influence the expectations of consumers and/or create a larger installed base'”.

® The ITU-T Patent Policy can be found online at “http://www.itu.int/ITU-T/dbase/patent/patent-
policy.html.”
19 This section follows Church and Ware (1998).



Ch. 4:  Platform Competition in Telecommunications 129

4.1.1. Penetration pricing

Firms that adopt penetration pricing set an intertemporal pattern of pricing that
promotes adoption of a product early in its life cycle in order to build up
its installed base'!. Firms following a penetration pricing strategy strategically
lower their price, perhaps below marginal cost, in order to convince consumers to
adopt their technology and build their installed base. The investment, through low
prices, is recouped in the future when the firm’s technology becomes a de facto
standard or has a sufficient installed base that it provides consumers with consid-
erable network benefits. These network benefits give it room to raise its prices to
future adopters: its installed base gives it a competitive advantage over rival
platforms, perhaps even deterring entry. The use of penetration pricing is a way
for a firm to (partially) internalize the externality and transfer (through lower
prices) some of the benefit to consumers today: subsidies to encourage adoption
today are financed through higher prices in the future.

4.1.2. Advertising and marketing

Promotional efforts will be aimed at providing information to shape the expecta-
tions of consumers regarding the relative size of the installed bases of competing
networks. Credible information that a network is ahead of its rivals—both in
terms of its installed base or its current rate of adoption—can be particularly
effective in changing or reinforcing the expectations of consumers.

4.1.3. Insurance

There are a variety of mechanisms through which firms can reduce the risk that
consumers will be stranded. These included sophisticated pricing contracts where
the ultimate price paid depends on the size of the network'?, or the firm retains
ownership of the connection (direct) or hardware good (indirect) and recovers its
cost through service fees or short term leases'>. By reducing the risk of lock-in,
insurance strategies make it easy for consumers to leave a network, thereby
encouraging them to join.

4.1.4. Second sourcing and open standards

Second sourcing occurs when firms license their products to other suppliers to
create competition'?. Like insurance schemes it is a means for firms to reduce the
risk of lock-in, but rather than provide early adopters with protection from being
stranded on a small network, second sourcing is a means to create an installed
base and protect them from opportunism in the future if the technology is
successfully established. When second sourcing creates competition, it signals to

1 See Farrell and Saloner (1986b) and Katz and Shapiro (1986).
12 See Dybvig and Spatt (1983) and Thum (1994).

13 Katz and Shapiro (1994, p. 103).

14 See Farrell and Gallini (1988) and Shepard (1987).
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consumers that prices will be low now and in the future. This assures consumers
today that the network will continue to grow.

A very aggressive form of second sourcing is the creation of an open standard.
An open standard exists when its sponsor does not enforce its intellectual property
rights. Under an open standard the technical specifications for compatibility are
freely available to any firm for incorporation into their products. As a means to
create competition among suppliers an open standard can be used when networks
are either direct or indirect. When networks are direct, it creates competition
among suppliers of substitute products that are horizontally compatible. In the
case of indirect networks, the open standard can encompass the hardware good, or
more typically, it is used to promote third-party supply of complementary soft-
ware. In both cases, the strategy can be particularly effective since it creates
competition on a standard today, and if credible, it is a means to commit to lower
prices, product differentiation, innovation on the standard, and variety (in the
indirect network case) in the future, mitigating concerns over lock-in for early
adopters and contributing to growth in the size of the network.

4.1.5. Signaling

A firm can also create credible incentives to continue to compete for adoptions
in the future, thereby ensuring the growth of its network, and signal these incen-
tives to adopters today by making valuable assets hostages'”. It can do this by
creating and maintaining a reputation for not stranding consumers by eliminating
support and sales for a technology. Developing such a reputation can be very
valuable if a firm produces multiple products or introduces new generations of
technology. Alternatively, it may invest in large sunk expenditures whose recovery
depends on growth in the size of the network. By doing so it sends the signal to
adopters that it expects the network to grow, otherwise it would not have made the
investments.

4.1.6. Product preannouncements

A firm preannounces its product when it informs consumers about the future
availability of its products'®. If the announcement is credible—consumers actually
believe that the firm will introduce its product as announced—the effect can be to
induce consumers not to join a competing network, but to wait for the firm’s
product. They are likely to wait if the preannounced product is compatible with
their existing network and/or its quality is greater than that of competing net-
works presently available. A preannouncement that induces consumers to wait
limits the growth of the installed base of competing networks.

15 Katz and Shapiro (1994, p. 104).
16 See Farrell and Saloner (1986b) and Dranove and Gandal (2003).
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4.1.7. Investments in complementary software

In indirect networks, often the relevant installed base is complementary software,
and hardware firms can make strategic investments to increase the supply of
complementary software'’. Hardware firms can do this by vertically integrating
and supplying software and/or by subsidizing third-party suppliers, either by
underwriting some of their costs or instituting support programs that lower the
costs of third-party developers. In hardware/software industries what typically
influences adoption decisions by consumers is the relative number of software
titles available, both today and in the future. Hence hardware firms can increase
the relative size of their installed base by not only increasing software available for
their system, but by also reducing the variety of software available for competing
systems. This typically involves contractual restrictions on third-party software
developers’ freedom to provide software for other systems or foreclosure. Fore-
closure involves acquisition of third-party software and elimination of the supply
of software compatible with rival systems.

4.2. Standard wars and efficiency

Perhaps the central focus in the literature on standards wars has been on deter-
mining whether market processes, such as a standards war, can be relied upon to
govern standard selection. There are two issues: (i) is standardization efficient, and
if so (i) is the correct standard chosen. Whether standardization is efficient
depends on a trade-off between product diversity and network effects. Standardi-
zation maximizes the benefit from network effects but typically results in a
reduction in variety for consumers. For standardization to be socially optimal
requires network benefits to become more important as consumer preferences
become more diverse. The tendency in the theoretical literature is for the equilib-
rium to be characterized by insufficient standardization or too much variety's.

For instance in Church and Gandal (1992a) the bias against standardization
arises from the incentive of software firms to reduce competition. Software firms
can support one of two competing differentiated hardware systems. The decision
of which system to support depends on expected profits and there are two effects
associated with joining a network. An increase in software support increases
demand for that hardware (the demand effect), which leads to an increase in
software profits as the size of the network expands. On the other hand, an increase
in the number of software varieties increases competition on that network, which

17 See Church and Gandal (1992b, 1996, 2000) for discussions of strategic investment in software by
hardware firms, and Whinston (1990), more generally, for a discussion of when tying software to
hardware can lead to profitable monopolization of hardware and software.

8 For the physical networks case, see Farrell and Saloner (1986a). For the virtual network case, see
Chou and Shy (1990) and Church and Gandal (1992a). All of these papers show that market forces
often result in suboptimal standardization. Markovich (2001) examines the trade-off between standar-
dization and variety in a dynamic setting using numerical methods. Unlike the other papers in the
literature, she finds that there can be excessive standardization in equilibrium.
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ceteris paribus, decreases profits (the competitive effect). Church and Gandal show
that the competitive effect dominates the demand effect and the equilibrium is
characterized by excess variety—both networks are supported by software firms—
when consumers’ valuation of software is relatively large (implying significant
network effects) compared to the extent of hardware differentiation.

However, as Katz and Shapiro (1994) observe, an additional advantage of
having multiple networks not considered formally in the theoretical literature is
that multiple competing networks have an option value. Preserving multiple net-
works and selecting a standard after technical and demand uncertainty is resolved
makes it more likely that the optimal standard will be implemented. Too early a
choice may preclude a subsequent change to a superior standard'®: total surplus
would rise if there was a switch to an alternative.

Excess inertia occurs when a technically superior new standard is not able to
replace an existing standard even if total surplus would ultimately be greater with
a change in standards. Excess inertia might arise because of the advantage net-
work effects provide for a prevailing platform with an installed base. Rather than
evaluate their choices on the basis of price and quality, consumers will consider
these and network benefits. An installed base advantage might be difficult for a
new technology to overcome, deterring its entry and adoption, despite its technical
superiority. Because of lock-in to the existing standard the transition to a socially
superior technology is not made. Farrell and Saloner (1985) highlight the impor-
tance of coordination problems among consumers. Despite the technical superior-
ity of a new technology, consumers will be reluctant to bear the costs and risk of
adopting a new technology if they don’t think that others will also adopt®®. The
difficulties associated with coordination are amplified when competing standards
are introduced simultaneously?'.

19 See Katz and Shapiro (1994, p. 106).

20" Choi (1994) shows that uncertainty over the quality of technologies in the future has a similar effect.
Early adopters have insufficient incentives to wait for the uncertainty to be resolved because they do not
internalize a forward externality. A forward externality arises because when consumers today make
their adoption decision before the quality of the standard is revealed rather than waiting, they deny
consumers in the future the possibility of coordinating on a better standard. This forward externality is
stronger than the backward externality—that adopters tomorrow do not consider the cost of stranding
early adopters—leading to the result that there is a tendency for early adopters to move too soon,
locking-in an inefficient standard.

21 Rysman (2003) considers explicitly a dynamic model with indirect network effects—where consu-
mers can wait before adopting—the possibility that competing standards will result in a delay in
adoption. His results are similar to Church and Gandal (1992a): the equilibrium depends on the
relative strength of the network and competitive effect. When the network effect is strong, the market
tips and there is standardization earlier. When the competitive effect is relatively strong, however, the
software firms support both of the competing hardware standards, and consumers respond by delaying
their adoption decision until one of the standards reaches a critical mass of software support, and then
the market standardizes. The adoption delay equilibrium is not efficient. Postrel (1990) attributes, in
part, the failure of quadraphonic sound in the 1970s to competing standards.
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On the other hand, if the expectations and preferences of consumers are less
‘fragmented,” it is more likely the case that a new technology is adopted too
easily?. Insufficient friction arises when a change to a new technology is socially
inefficient. This can be the case since new generations of consumers have socially
excessive incentives to switch to a new superior technology: they do not take into
account that they strand previous generations on the old standard when they
switch, thereby limiting the growth of the network benefits of consumers on the
old technology?>.

The work of Katz and Shapiro (1986, 1992) suggests that strategic behavior by
sponsored new technologies limits the ability of existing standards and contributes
to insufficient friction. In particular, the theme of Katz and Shapiro’s work is that
sponsors of new superior technologies can limit the ability of existing standards to
grow their network through penetration pricing. The ability of a firm to engage in
penetration pricing depends on the extent to which they can finance below cost
pricing today through higher prices in the future. Higher prices in the future are
possible if the firm is able to develop an installed base advantage. However, the
extent to which it can raise prices from an installed base advantage depends on the
quality and price of competing alternatives in the future. As a result the technolo-
gy expected to be superior tomorrow—either higher quality or lower cost—will
have an advantage today, since by providing a more attractive option to consu-
mers in the future without an installed base advantage, it is in a better position to
limit the ability of the current technology sponsor to finance penetration pricing to
attract consumers in the present than the current technology sponsor can limit it.
The advantage that a sponsored technology has from penetration pricing gives it a
large advantage over socially preferred, but nonproprietary existing standards,

22 Fragmented expectations can arise in the analysis of Farrell and Saloner (1985) because consumers’
have incomplete information; they don’t know the preferences of other adopters. Expectations are
much less likely to be fragmented when consumers know the preferences of others and are able to
coordinate on a Pareto Optimal alternative. A Pareto Optimal alternative is more likely to exist when
consumers’ preferences are relatively homogenous.

23 See Katz and Shapiro (1986, 1992, 1994). Choi and Thum (1998) obtain the opposite result (excess
inertia not insufficient friction) in a model very similar to Katz and Shapiro (1986) except that first
generation consumers can wait and the new technology is not available for first-generation consumers.
The latter assumption negates the possibility of penetration pricing and insufficient friction. Choi and
Thum (1998) find that consumers today who have the option of waiting for a superior technology
tomorrow, that is not available today, tend to adopt the prevailing technology too often and too soon,
rather than waiting for the arrival of the superior technology. This is true when the technologies are
supplied competitively. Sponsorship of the new technology exacerbates the tendency to excess inertia,
since early consumers know that if they wait they will face monopoly pricing from the sponsor of the
new technology. The negative externality is that early generations of consumers by moving too early
force later generations to either adopt an inferior technology to get network benefits, or forgo network
benefits for the superior technology.
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since without a sponsor the incentives to engage in penetration pricing are limited.
The firm that lowers the price today to build up the installed base may not be able
to benefit from the installed base in the future if it faces competition from other
suppliers on the same standard. The differential ability of standard sponsors
(existing versus new) to utilize penetration pricing contributes to ‘insufficient
friction’ or ‘excess momentum’ as one incompatible technology replaces
another?*,

Excess momentum is less likely with indirect networks, especially if the installed
base of complementary software is controlled by the sponsor of the existing
hardware standard. In the case of indirect network effects it is easier for an
incumbent to strategically manipulate the installed base than in the case of direct
network effects. In the latter, it often takes time for consumers to arrive in the
market and the installed base can only grow as consumers adopt through time. In
the case of the former, hardware firms can invest in software/complementary
products. Indeed, Church and Gandal (1996) show that existing hardware spon-
sors have an incentive to strategically overinvest in software in order to deter entry
of a competing standard, resulting in a bias in favor of the incumbent’s standard.
This bias results in either insufficient standardization (too much variety) or
standardization on the wrong technology (the incumbent’s). The result is an
example of a raising rivals’ cost strategy. It is profitable for an incumbent to
strategically invest in software varieties—given that it will be a monopolist—but
the same level of investment in an installed base is not profitable for an entrant
given that it will have to share the market with the incumbent.

5. Battles for compatibility

Firms with an ownership interest in a platform that is dominant or has, through
universal adoption, become a de facto standard have an incentive to restrict
compatibility to preserve market power and profits. Because it is a de facto
standard, the installed base of such a technology is often a sufficient barrier to
entry to exclude entrants whose products are incompatible. Nonsponsors can
only participate in the market if they gain access to the network (i.e., design
compatible products). The issue of compatibility is not exogenous: either by
design or exercise of property rights, incumbent firms may be able to block, or
reduce, compatibility.

It is unlikely that the sponsor(s) of a network with a large installed base
will grant compatibility. Doing so enhances intranetwork competition—and in
the absence of strong network competition—provides very little benefit to the
system sponsor. Compatibility eliminates the installed base advantage of the

24 See Katz and Shapiro (1986, 1992).



Ch. 4:  Platform Competition in Telecommunications 135

incumbent, reducing its market power and profits. Dominant firms can attempt
to frustrate and disrupt compatibility by denying compatibility and by
making frequent and unannounced changes in product standards to introduce
incompatibility.

5.1. Denying compatibility

Depending on the circumstances, sponsors of standards can deny compatibility
with competitors by: (i) exercising their physical property rights to deny intercon-
nection and therefore insure that competitors’ products/services are not on their
network and (ii) asserting their intellectual property rights and refusing to license
the standard (interface technology/knowledge required for compatibility) or, in
the case of indirect networks, the installed base of software.

It is useful to distinguish between cases when changes in product standards
make competitors incompatible and when they make complementary pro-
ducts supplied by third-parties incompatible. The economics of the former are
relatively straightforward: creating incompatibility enhances or preserves the
firm’s market power by excluding competitors. The analysis of the latter is more
difficult since in general a greater variety of complementary software (typically
from independent software sources) increases the value of the standard and,
ceteris paribus, the higher the price the monopolist supplier of the hardware can
charge®.

However, two circumstances can be identified where the supplier of the stan-
dard has an incentive to restrict compatibility of complements. These are: (i)
closing up an open standard and (ii) intergenerational leverage.

5.2. Restricting compatibility of complementary products

5.2.1. Closing an open system

In these cases the dominant firm or system sponsor begins with an ‘open’ system,
which allows second sourcing or third party provision of complementary pro-
ducts. In some cases, second sourcing is in fact actively encouraged as the system
sponsor recognizes that the credible commitment to low prices and a wide variety
of complementary products it creates provides a competitive advantage in the
market for the system or hardware good. Once, however, the standard is estab-
lished or sales of the hardware good are of lesser importance—perhaps because
the other standard has lost the standards war—the incentives of the system
sponsor change. In the case in which its network becomes a standard it has an

25 See Whinston (1990).
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incentive to close up its system and engage in second degree price discrimination?®.
When it has lost the standards war—so that hardware sales are negligible—but
there is still demand for complementary products from its (stranded) installed
base, monopolization of complementary products will be profitable. Competitors
can be excluded and complementary goods markets monopolized in two ways.

First, it can render third party complementary products incompatible, unneces-
sary, or inferior by manipulating interfaces. Second, a sponsor of a standard can
exclude suppliers of complementary products by tying supply of its proprietary
standard to supply of its complementary goods. This can be done either by: (i)
contractual terms where the tying arrangement is explicit, (ii) de facto bundling
where the proprictary standard is not available as a separate product, of which a
special case is, (iii) a technological tie (the products are not physically available
separately).

Whether it engages in changing its interface standards or tying the effect is to
close up its system and monopolize the supply of complementary products. Not
only can this result in a substantial lessening of competition in the market for
complementary products, but it clearly reduces the incentive for innovation by
suppliers of complementary products.

5.2.2. Intergenerational leverage

This occurs when a dominant firm acquires control over the supply of its installed
based of complementary products in order to deny access to competing network
technologies. Control of the supply of complementary products—or being able to
effectively insure that they are incompatible with other hardware technologies—
provides the sponsor of the current standard an avenue to forestall entry of a
better hardware technology. Through its control of the installed base of software
the sponsor of the existing standard may be able to manage the transition to the
next generation by insuring compatibility only between its software and its
hardware technology?’. By enforcing incompatibility between its installed base

26 Monopolization of complementary products through tying allows the system sponsor to price
discriminate based on the intensity of use for complementary products. Sales of the complementary
products indicate the intensity of use and if intensity of use reflects benefits, sales of complementary
products can be used to price discriminate (i.e., extract more surplus from those who realize substantial
benefit). This is done by raising the price of the complementary product above marginal cost (i.e.,
competitive levels). In order to raise the price of complementary goods, the system sponsor must
exclude alternative suppliers of complementary products by tying. See Tirole (1988) or Church and
Ware (2000) for additional details. Saloner (1990) and Greenstein (1990) discuss the dilemma that the
incentive to engage in second-degree price discrimination presents for system sponsors. Second-degree
price discrimination and the supply of a wide variety of components depend on standardized interfaces.
Raising the price of components above cost and standardized interfaces provide the incentive and
opportunity for rival firms to enter and compete in the complementary product markets.

27 The implicit assumption is that the new technology does not find it profitable to create its own
installed base of software. See Church and Gandal (1996) and our earlier discussion in Section 4.0 for
why this may be the case.
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of software and higher quality hardware introduced by rivals that reflects recent
technical advances, the current monopolist may be able to monopolize the next
generation of hardware. The effect is not only to maintain its monopoly, but to
also reduce the incentives for innovation by rivals for its tying product—its

monopoly hardware®®.

6. Cooperative standard setting

Cooperative voluntary standard setting occurs when suppliers agree to compete
‘in the market’ rather than ‘for the market’ by making their products compatible.
Compatibility is achieved by agreeing to a standard. In doing so, firms suppress
competition between networks in favor of competition on a network. The focus of
competition is not on building an installed base advantage, but instead price—and
depending on the extent of the standard—product features. The more specific and
detailed the standard, the less room there is for firms to engage in product
differentiation and the more important price competition. Moreover, it is more
likely the case that firms will follow a variety of product line strategies, with some
that might have offered complete systems in a standards war, instead focusing on a
subset of (compatible) components when there is a common standard®.

Cooperative standard setting requires agreement among potential suppliers.
It cannot be imposed unilaterally. The incentive for competing sponsors of
incompatible standards to develop and introduce a common standard depends
on their expectations of the likely alternatives and their profits. The alternatives
are: (i) a standards war that results in de facto standardization; (ii) multiple
competing differentiated networks (if network effects are not strong enough to
trump the advantages of product differentiation); and (iii) fragmentation of
adopter’s expectations with the result that none of the competing technologies
is viable.

If the likely outcome is understood by suppliers to be fragmentation of con-
sumers’ expectations when there are competing standards, then agreeing to reach a
common standard will not be difficult. However, agrecing to set and adopt a
common standard is not the same thing as reaching agreement on the details of the
standard. Disagreement over the details of the standard can arise for a number of
reasons, including: (i) preference differences among consumers; (ii) preference
differences among sponsors stemming from proprietary rights, first-mover or
other experience advantages; (iii) uncertainty and consequently disagreement,

2 For related formal analyses, see Choi and Stefanadis (2001) and Carlton and Waldman (2002). See
also Rubinfeld (1998).
2% This point is made by Shapiro and Varian (1999, p. 233).
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over future developments in the industry; and (iv) asymmetries of information and
strategic bargaining™°.

It is often the case that the determination of a voluntary standard has attributes
similar to that of the ‘battle of sexes game.” Each firm would like to have
standardization on its technology, but prefers standardization on the technology
of a rival to none at all. Farrell and Saloner (1988) examine the incentives for firms
to achieve coordination through voluntary standard setting (standardization
committees) where the structure of firm payoffs are similar to that of the battle
of the sexes and firms have the option of forgoing negotiations and starting a
(possibly unsuccessful) standards war>".

A firm will be reluctant to agree to a common standard if its expected profits
from a standards war exceed its expected profits from agreeing to, and competing
on, a common standard®?. This will more likely be the case when: (i) failure to
standardize does not have a significant adverse effect on consumer adoption
because of uncertainty and concerns over stranding; (ii) the firm is well positioned
to win a battle of standards, perhaps because of its ability to easily implement the
strategies discussed in Section 4.0 to increase its installed base and favorably
influence consumers expectations; (iii) the firm has sufficient ability to ‘harvest’
the monopoly rents associated with its technology becoming the standard (that is,
it has sufficiently strong intellectual property rights and/or is able to follow the
strategies discussed in Section 5.0 to restrict competition on its network); (iv) it
has a sufficient competitive advantage vis-a-vis competitors that in winning the
standards war, its profit dissipation is restricted; and (v) competition on a stan-
dard will be particularly dissipative with respect to profits, perhaps because the
products of firms will be relatively undifferentiated due to standardization.

In many industries, including telecommunications, there are established in-
stitutions, which provide forums for the discussion and determination of industry
standards®®. For example, the ITU-T has 13 study groups, which make

30 See Besen and Farrell (1994, pp. 124-126) for a discussion of the commitments and concessions
often made by firms when negotiating a standard.

31 They use a simple model in which two firms prefer their own incompatible standard to that of a rival,
but also prefer standardization to incompatibility. Belleflamme (2002) is an extension of Farrell and
Saloner (1988), where players have to choose between an existing standard and a standard known to be
superior in the future. Belleflamme compares two standard setting processes: unilateral adoption to
create a bandwagon and negotiation. Unilateral adoption leads to excessive and early adoption of the
existing standard, negotiation to excessive and late adoption of the evolving standard. However, if firms
can choose the standard setting process, the outcome almost always maximizes the sum of payoffs (i.e.,
is efficient).

32 de Palma and Leruth (1996) present a formal model in which firms noncooperatively determine
whether to compete with incompatible networks, or instead both agree to a common standard and
produce compatible products. Compatibility requires the cooperation of both firms and it will not be
forthcoming if one of them has a high enough prior that they will dominate in a standards war.

33 See Shapiro and Varian (1999), Grindley (1995), Katz and Shapiro (1999), and Farrell and Saloner
(1992b) for more extensive discussion and references on formal standard setting.
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recommendations on standards in all fields of telecommunications, ranging from
the assignment of telephone numbers to protocols for data transmission. As of
2004, the ITU-T had more than 2700 recommendations in force. The standards set
by the ITU-T are called recommendations because the ITU-T cannot force com-
pliance. The value of interconnection between telecommunications networks,
however, is a powerful incentive for firms to comply with its recommendations.

There are two attributes of formal standard setting bodies that are a source of
both their strength and weakness. Formal standard setting bodies are typically
open to all participants and work on consensus. The power of consensus is that it
insures that standards are open and that any proprietary technology incorporated
into a standard is available to all on ‘fair, reasonable, and nondiscriminatory’
terms. Both their open nature and the inclusive process by which official standards
are set often provide them with considerable credibility vis-a-vis consumers,
encouraging adoption.

On the other hand, because of both of these ‘open’ attributes the process of
negotiating open standards can be very slow, ineffectual, and inflexible. The
process is likely to be slow because any interested participants are welcome to
participate and they will often have divergent interests. Firms will have an incen-
tive to participate because the outcome of negotiations on standards will often be
an important determinant of their profitability. Their interests will diverge because
the competitive position of each firm ex post will depend on the details of the
standard adopted.

Moreover, unless the decision of the standard setting body is adopted by (most)
suppliers, the standard set will be irrelevant. An important determinant of the
effectiveness of the standard is whether it is incentive compatible: Will firms party
to the standard honor their commitment to compatibility? Modifications to a
standard may not be timely, or even possible, due to high transaction costs
associated with reaching consensus. As a result official standards are more likely
to become irrelevant when market circumstances are subject to frequent change.

7. Mandated standards

Another alternative to market mediated standards is the setting of standards by
regulators. The presence of an official standard setting body with the power to
impose standards, such as a regulator, distinguishes voluntary standard setting
from mandated standards®*.

The factors underlying voluntary standard setting by firms discussed in the
previous section are industry and firm profitability. However, the importance of

3% One of the few papers that explicitly models the behavior of a regulator to impose a mandatory
standard is Cabral and Kretschmer (2004). They examine how uncertainty over the preferences of
consumers between competing standards affects when and which standard is adopted.
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adoption of a common standard for consumers in some industries may result in de
jure standard setting by a regulator or other apparatus of the state. An important
public policy issue arises when firms are unable, or unwilling, to reach an agree-
ment on a common standard. Intervention in standard setting by the state is
typically motivated by the presumption that a standards war in such circum-
stances is inefficient. The existence of a standards battle and the absence of a
voluntary agreement on a common standard suggests that at least one sponsor of
an incompatible technology believes that it is well positioned to win and profit
from a standards war. Besen and Saloner (1989) suggest that these circumstances
are when the private value of winning a standards war is high and network effects
are significant®>. If network effects are large then the impact of standardization on
demand—both adoption and market size/growth—will likely be significant. And it
is precisely in these circumstances when the costs of a standards war may make
intervention preferable. The key benefit of mandated standardization is the crea-
tion of a credible standard, which encourages adoption, avoiding the costs
associated with a market process.

7.1. Advantages of mandated standards

There are a number of costs associated with a standards war. These costs may
mean that it is preferable to instead have a mandated common standard?®.

7.1.1. Failure to standardize

Perhaps the most important cost that might arise from a standards war is that in
the standards war a de facto standard is not established. As a consequence
network benefits are not maximized. If the failure to standardize fragments the
expectations of consumers sufficiently, then none of the competing technologies
might be adopted. A mandated common standard would maximize network
benefits.

7.1.2. Stranding

If there is a winner in the standards war, then some consumers and some produ-
cers of complementary products will be orphaned. Those consumers and produ-
cers who made sunk expenditures on losing standards will not realize the
anticipated benefits from those expenditures. A common standard adopted early
enough would have forestalled these type of mistakes by consumers and producers
of complementary products.

35 See also Grindley (1995), Chapter 3.
36 For more detailed discussion, see Rohlfs (2003), Shapiro and Varian (1999), and, especially,
Grindley (1995). Our presentation in this and the next section follows Grindley.
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7.1.3. Duplication of development and promotion expenditures

Competing standards also entail duplication of development and promotion
programs. To the extent that these expenditures are sunk, the expenditures of
losers in the standards war will be economically wasteful. Moreover, given the
nature of these expenditures and the winner takes all nature of the competition, it
is difficult for firms to reduce the extent and risk of these expenditures through a
staged introduction of their products.

7.1.4. Inefficient standardization

As discussed in Section 4.0, the outcome of a standards war may not be efficient.
The result could be standardization on the wrong technology or excessive stan-
dardization. In the later case welfare would be higher if a variety of standards were
available. In the short-run this advantage arises because of the benefits of product
differentiation: the greater the selection of products the less the costs from a
mismatch between the preferences of consumers and the characteristics of pro-
ducts available. In the long-run the advantage of competing products extends to
include competition in innovation.

7.1.5. Market power

The winner of a standards war may be able to exercise considerable market power
without concern regarding entry because of the barrier to entry created by its
installed base. Moreover, its market power may be particularly enduring if it is
able to frustrate attempts by entrants to produce compatible products, or it is able
to use its present installed base to extend its monopoly to include the next
generation of technology?’.

7.2. Advantages of market standards

The costs associated with mandated standards arise because of the nature of the
process. The process is likely to be inclusive and open, suggesting as with volun-
tary standards, that standard setting will be methodical, slow, and costly. More-
over, the process is made more difficult by the fact that the standard setting body
will likely be: (1) remote from the market; (ii) much less well informed than market
participants; and (iii) have its own policy agenda. Its remoteness means that it is
likely to have a focus on technical criteria rather than market acceptance. Because
of asymmetries of information, firms typically know more about costs, quality,
and potential technological progress than regulators providing firms with an
opportunity to strategically influence regulators and making it difficult for reg-
ulators to set efficient standards. If the standard setting body takes into account
other policy objectives besides choosing an efficient standard, the result could be a
standard that is irrelevant, or one which does not have credibility with adopters.

37 See the discussion in Section 5.0 supra.
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A danger with mandatory standard setting is that these considerations will result
in setting a standard too early (i.e., setting a standard without relevant informa-
tion) that would be gained by waiting. Finally, as with any administrative process,
rent-seeking behavior with its attendant inefficiencies will be induced by the
prospect of mandated standards.

There are also some benefits of using markets to determine standards, which are
lost when a standard is mandated. It is important to remember that strategic
behavior designed to enhance a firm’s installed base is only contemplated because
the winning firm has property rights in its network and thus finds it profitable to
attempt to internalize the network externality. If the network was nonproprietary—
as in the case of a common mandated standard—then firms will have significantly
less incentive to make investments in increasing the size of its installed base. As a
result, the coordination problems inherent in network industries may mean that no
technology is successfully adopted or that the network size is substandard and
consumers do not benefit as much as they could from network effects.

In addition, using the market to determine standards has other advantages
relative to a mandated standard. These include: (i) the resolution of the standards
war and determination of the standard is often quick and the standard definitive;
(1) quality and costs of competing standards is done post development and any
trade-off is evaluated in the market; and (iii) depending on the outcome of the
standards war, there is not necessarily the same loss in variety.

Hence, despite the costs associated with market determined standards, compe-
tition in the market is probably preferable to mandated standards in most
cases—with two exceptions. The first is, when network effects are significant and
the presence of multiple competing standards suggest the strong possibility that
fragmented expectations on the part of consumers will prevent adoption of a new,
superior technology. The second is more obvious and of considerable relevance to
telecommunications as we discuss in the next section.

7.3. Mandated standards in telecommunications networks

New networks and platforms are unlikely to compete successfully against the local
networks of the incumbent local telephone company without regulatory interven-
tion regarding interconnection. The reason is the installed based advantage of the
incumbent carrier. In the absence of interconnection, it would be very difficult for
a competing telecommunications provider to compete: call completion would only
be possible if both parties subscribed to the same network. Consumers would be
unlikely, in these circumstances, to unsubscribe from the incumbent network and
subscribe to the network of either a new wired-line network or a new platform
such as wireless.

To counter this, virtually every regulator which has introduced competition has
mandated and regulated the terms of interconnection between the existing local
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telecommunications network and the networks/platforms of new entrants. Reg-
ulators do so in order to eliminate the installed base advantage of the incumbents.
Without mandatory interconnection—a form of standardization—competition in
telecommunications would be a nonstarter, whether it was from competing
telecommunications networks or other platforms/technologies (e.g., wireless,
cable, or voice over internet protocol (VoIP))*.

8. Case studies

This section provides a number of case studies drawn from telecommunications
and information services that illustrate the principles of network competition
discussed in the previous sections.

8.1. Competition in the mobile cellular industry

In most settings in which network effects are present, compatibility across plat-
forms or its absence is a key determinant of the success or failure of a particular
technology. In the case of wireless telecommunications, however, interconnection
and the availability of the relevant infrastructure can be a substitute for compati-
bility. An individual subscribing to any one of the wireless technologies (analog,
AMPS, CDMA, GSM, TDMA, and iDEN) in the U.S. can make calls to and
receive calls from someone else subscribing to any one of the other standards
(or to and from the wired-line network) as long as there is: (i) interconnection
between networks; and (ii) the relevant infrastructure is in place. In the U.S. (and
several other developed countries), interconnection has been achieved by standard
interconnection protocols.

3% See Noam (2002) for a discussion of the nature, history, rationale, and importance of interconnec-
tion policies in creating and sustaining competition in telecommunications. The issue of mandatory
interconnection has similarities to the use of converters and adaptors to create compatibility between
incompatible networks. For an examination of the effects of converters, see Farrell and Saloner (1992a)
or Choi (1996). Farrell and Saloner show that converters can result in less compatibility and excessive
variety of networks since the private costs of ignoring network benefits are mitigated by the converter
ex post. Choi (1996) shows that the existence of converters can harm the adoption prospects of a new
technology competing against an existing network with an installed base. The presence of converters
reduces the risk and costs of being stranded, thereby, encouraging consumers to adopt the prevailing
standard and not the new technology. Choi also shows that this effect is welfare improving since it
reduces the extent of insufficient friction. These results mirror Choi (1994), who finds that ex post
standardization policy, standardization policy after first generation consumers have adopted a technol-
ogy, encourages them to adopt an inferior technology knowing that they will be protected from being
stranded if it is efficient to standardize after they have adopted. The policy is ex ante inefficient if the
harm from eliminating stranding in the future is less than the adverse effects of encouraging early
adoption.
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Hence, at first glance, competition within the wireless industry resembles com-
petition within the market, rather than competition for the market, that is,
competition between compatible technologies. Nevertheless, interconnection does
not completely eliminate the importance of network effects in mobile telecommu-
nications competition. This is because networks typically charge different prices
for on-net and off-net calls**. (An on-net call is a call that originates and termi-
nates on the same network, while an off-net call originates on one network and
terminates on another network.) Typically on-net prices are lower than off-net
prices. This creates what is sometimes referred to as tariff-mediated network
effects*.

Lower on-net prices and the induced tariff-mediated network effects mean that
standardization may occur on one platform, despite interconnection. Hence,
competition in mobile networks embodies some aspects of competition between
incompatible networks. A key difference between competition in ‘interconnected’
telecommunications networks and other networks is that in a ‘variety’ equilibri-
um, interconnection insures that all consumers can indeed call each other.

The mobile telecommunications industry also provides an opportunity to ex-
amine the benefits of standard setting vs. market competition*'. Since 1994,
Europe and North America have taken divergent approaches in the market for
wireless for voice and data services. The European Community mandated a
harmonized standard, GSM, in the second generation (2G) bands. In contrast,
the North American approach has been to allow the market to decide (i.e.,
operators have been free to choose) among four digital wireless standards:
CDMA/IS-95, GSM, TDMA, and iDEN*. In the case of 3G, a standards war
between Wideband CDMA (WCDMA) and CDMA2000 is in a nascent stage.

An interesting question is whether mandated standards have led to faster
adoption of mobile technology. Several recent papers empirically examine wheth-
er, other things being equal, early penetration rates for mobile networks were
lower (or higher) for countries with multiple incompatible digital standards*.

3% This is only relevant in calling party pays (CPP) systems, which exist in most European countries. In
the U.S., this issue does not arise.

40 See Laffont, Rey, and Tirole (1998a,b).

4l Funk and Methe (2001) provide an excellent overview of standards development in wireless and the
role mandated standardization in a region/country played in creating an installed base, which trans-
formed the regional/national standard into a global standard.

42 Other developed countries have enabled market competition as well. See Gandal, Salant, and
Waverman (2003) for further discussion.

43 Gruber and Verboven (2001) and Koski and Kretschmer (2002) estimate logistic diffusion models
for mobile telecommunications. These papers find that early diffusion of second-generation mobile
telephony was faster in Europe where a single standard (GSM) has been in use, than in other countries
(like the U.S.), where multiple standards coexist. According to Cabral and Kretschmer (2004), current
diffusion levels are quite similar between the U.S. and Europe. There is clearly a need for additional
empirical work on this issue.
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8.2. Instant messaging44

Before the internet, there were online computer services. Online computer services
like America Online (AOL) and Compuserve were accessed by subscribers
through dial-up modems. Once connected, subscribers ‘surfed” proprietary con-
tent provided by their online service and had access to e-mail accounts. AOL
introduced instant messaging (IM) for its customers in the late 1980s. Instant
messaging allowed its subscribers to engage in nearly real-time text-based dia-
logue. Its popularity soared in 1996 when AOL introduced its ‘buddy list.” The
buddy list feature enabled subscribers to determine if other subscribers were
online, thereby allowing them to determine who was available to exchange mes-
sages. In 1997, AOL introduced AIM, which allowed free Web-based access for
non-AOL subscribers to its instant messaging network.

In 1999, a number of firms, including Microsoft and Yahoo! introduced com-
peting IM services, but by this time the installed base of IM subscribers was
estimated at 30 million. Without interoperability between the instant messaging
networks, the prospects for competing services were not very good. However, their
attempts to design their services to interoperate with IM and AIM were blocked
by AOL. The issue of AOL’s refusal to allow competitors access to its installed
base raised concerns for the two relevant regulatory agencies, the Federal Trade
Commission (FTC) and the Federal Communications Commission (FCC) when
AOL and Time Warner agreed to merge in January 2000 in a deal that was the
largest merger ever at the time.

Although AOL offered basic (text-based) instant messaging service before the
proposed merger, there were emerging instant messaging services, such as voice
over IP, the exchange of pictures, and streaming video, which required broadband
capabilities. AOL gained significant broadband capabilities with its acquisition of
Time-Warner. These advanced messaging services would use the same directory as
text-based instant messaging, and hence the network effects associated with IM
and AIM would also be available to advanced instant messaging offered only by
AOL. In essence, advanced instant services offered by AOL would start with a
significant installed base, providing it perhaps with an insurmountable advantage
over rivals. To mitigate this possibility, the FCC imposed as a condition for
approval of the merger that AOL must offer interoperability with other providers
of advanced instant messenger services before it is allowed to offer advanced
instant messaging services itself.

While this decision came out of a merger case, the decision to require interop-
erability has antitrust implications for other settings with network effects.
Should Internet backbone providers for example, be required to interconnect with
other backbone providers? There, clearly, are strong network effects in this case as

44 This case is based on Faulhaber (2002).
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well. Currently there is no such policy and interconnection relies on private
agreements™.

8.3. The 56K modem standards war®

Network effects arise in modem markets because compatible modems are required
to transfer data between the sending and receiving parties. Hence, there are direct
network effects, similar to those inherent in e-mail or telephone networks.

In September 1996, US Robotics (3COM) submitted a proposed 56K standard
to the ITU, the X2*. In November 1996, Lucent and Rockwell agreed to make
their chipsets interoperable, using a different standard called K56flex. The K56flex
and X2 standards were, however, incompatible. If a consumer used one standard
while her Internet service provider (ISP) used a different standard, the data
transmission speed was not 56K, but rather that of the previous technology, 33K.

Both products came to the market in early 1997: demand for higher speed
modems was thought to be significant because of the rise of the World Wide
Web and the need to download and display graphic intensive files. The standards
war featured extensive efforts by both sides to manipulate the expectations of
adopters, with exaggerated claims of dominance made by both sides. However,
rather than tip the market, the consensus is that it instead engendered confusion
among consumers and ISPs, delaying adoption and retarding sales. Augereau,
Greenstein, and Rysman (2004, p. 13) estimate that by October, just over 50% of
ISPs had adopted 56K modems, but waiting for the standards war to work itself
out, none of the seven largest ISPs nor most consumers upgraded.

Hence, the industry appealed to the ITU to set a standard. In April 1997, the
ITU set up a committee to determine a 56K standard. In February 1998, the V.90
standard was approved by the ITU, a standard based on both the X2 and K56flex
technologies, but incompatible with both. The V.90 standard was established quite
quickly. The Chairman of the relevant ITU Study Group noted, “This is the
shortest period of time ever taken for an ITU-T modem Recommendation to

45 Cremer, Rey, and Tirole (2000) examine a dominant Internet backbone provider’s incentives to
‘degrade’ the quality of its connection with rival backbone providers. The main concern of the FCC, the
Antitrust Division of the Department of Justice in the United States, and Directorate General IV, the
antitrust enforcement agency of the European Commission, in the merger between WorldCom and
MCI was that it would create just such a dominant Internet backbone provider. The merged firm’s
market share would be in excess of 50%. By degrading the quality of its interconnection with smaller
backbone providers, refusing to interconnect, or charging a price for interconnection, it was alleged
that MCI/WorldCom could isolate its installed base from smaller rivals, creating differential network
effects, which would disadvantage them and increase its market power and profits. The merger was
allowed to proceed subject to MCI divesting its entire Internet business to Cable & Wireless for $1.75
billion. See Kolasky (1999, pp. 602-604) for details.

46 This section draws heavily from Augereau, Greenstein, and Rysman (2004). See also Shapiro and
Varian (1999, pp. 267-270).

47 56K means that the maximum speed of the modem was 56,000 bits per second.
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achieve ‘determination’ approval status, and demonstrates a commitment by the
ITU-T to respond quickly to urgent market needs*®.”” If a standard had not been
agreed upon quickly, it’s quite possible that both the competing 56K standards
would have failed.

Interestingly, Augereau, Greenstein, and Rysman attribute the failure of the
market to tip, despite large network effects, to the strategic behavior of the ISPs.
As suggested by the models of Church and Gandal (1992a) and Rysman (2003),
small competing ISPs in local markets, which upgraded introduced product
differentiation and reduced competition by adopting the standard not adopted
by their rivals.

8.4. Satellite vs. cable television (CATV)

Vertical integration between program producers/packagers (i.c., cable networks),
and multiple system cable operators was quite common in the U.S. cable television
industry*®. As a consequence, satellite services and others seeking to offer video-
to-the-home services in competition with incumbent CATV operators often
experienced difficulty in acquiring programming.

An example is the consent decree entered into the early 1990s by the U.S.
Department of Justice in the Primestar case. The Department of Justice alleged
that the terms establishing Primestar (in 1990) were designed to restrain competi-
tion in the market for multichannel subscription television by restricting the access
to programming controlled by the cable companies to high-powered direct broad-
cast satellite (DBS) operators. Primestar was a joint venture among subsidiaries of
seven of the major cable television companies and a subsidiary of General Electric.
Those seven cable companies had ownership interests or controlling interests in
most of the major cable channels. The General Electric subsidiary operated the
only available medium-power direct broadcast satellite. The small dish size and
low installation costs of high-powered DBS made it a viable alternative to cable in
urban areas.

The consent decree effectively prohibited the seven cable companies from
acquiring exclusive distribution rights to the major cable channels or preventing
the cable channels from supplying competing distributors>’. Concerns over the
potential for cable system incumbents to deter competition from alternative dis-
tributors underlies the 1992 Cable Act in the U.S.>' This Act and subsequent
Federal Communication Commission rules are intended to prevent programming

4 See “Agreement reached on 56K Modem standard,” available at http://www.itu.int/newsarchive/
press_releases/1998/04.html, accessed May 2, 2004.

4 For detailed discussion and econometric analysis, see Waterman and Weiss (1996).

50 United States versus Primestar Partners, L.P. et al., Proposed Final Judgement and Consent Decree
58 Federal Register 60672 (November 17, 1993).

> 47 U.S.C. Section 548.
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suppliers from favoring affiliated cable systems over competing distributors in the
supply of programming™.

Today, direct broadcast satellite (DBS) and cable are the two main platforms in
multichannel programming. Cable’s market share in 2001 was approximately
75%, while satellite services had a 19% market share>*>*. Given that cable services
held a virtual monopoly before 1992, the 1992 bill seems to have achieved its
purpose.

Until recently, satellite provision was perhaps somewhat less desirable because
it typically did not offer local channels. However, in 1999, the Satellite Home
Viewer Improvement Act (SHVIA) was enacted in the U.S. Under the relevant
FCC rules, satellite carriers can carry local TV broadcast channels, though access
by a satellite carrier to a local TV channel is subject to consent by the channel. If a
satellite carrier has chosen to carry one local TV broadcast channel, it must carry
all that ask™.

8.5. DVD vs. DIVX standards war>®

In April 1997, a consortium of hardware makers and motion picture studios
introduced DVD as a replacement for videotapes. The DVD forum wanted
to avoid the VHS-Betamax ‘format war’ in the videocassette market. Hence the
DVD consortium decided that DVD would be an ‘open format.” Hence, all DVD
machines would play all DVD discs.

Circuit City, a major electronics retailer in the U.S., introduced a competing
format called Digital Video Express, or DIVX in September 1997. In addition to
DVD features, it was possible to purchase DIVX discs for a short time period.
This is similar to renting movies. In the end DIVX failed. The DVD vs. DIVX
standards war highlights an important consideration about the choice between
compatibility and incompatibility.

DIVX was ‘one-way’ compatible with DVD in the sense that DIVX players
could play DVD discs, but DVD players could not play DIVX discs. The idea was
similar to second sourcing and the goal was to convince potential adopters that

52 For a nice summary of the provisions in the Act and the FCC’s rules, see Federal Communications
Commission, Annual Assessment of the Status of Competition in the Market for the Delivery of Video
Programming Tenth Annual Report 5 January 2004 at pp. 91-92.

53 This corresponds tol7 million households in the U.S. receiving satellite multi-channel services. Of
these, 16 million of these receive DBS, the remaining million the C-band. There are two major satellite
companies in the U.S., Direct TV and EchoStar, both offering DBS services.

34 SBCA online http:/sbca.com/government/competition.htm “Status of Competition in the Multi-
channel Video Marketplace.”

35 See FCC NEWS Press Release, September 5, 2001 “FCC AFFIRMS RULES FOR SATELLITE
CARRIAGE OF LOCAL TV STATIONS” and Federal Communications Commission, “FACT
SHEET Satellite Home Viewer Improvement Act of 1999”” December 2000, online at http://www.fcc.
gov/mb/shva/shviafac.html.

36 This discussion draws liberally from Dranove and Gandal (2003) and (2004).
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there would be sufficient software available for the DIVX format. Despite the ‘one
way’ compatibility DIVX failed.

Circuit City’s choice of one-way compatibility insured potential adopters that
purchasers of DIVX machines would not be orphaned. Our earlier discussion
suggests that this is a sensible strategy. But there is a difference between one-way
compatibility in an ‘indirect network’ and full interoperability in a ‘direct’ net-
work. In the case of one-way compatibility in a ‘hardware/software’ system,
software vendors may choose to release their software in the form that is compati-
ble with the incumbent technology since it reaches BOTH audiences. This will
mean that very little software will be written specifically for the entrant’s technol-
ogy. In such a case, few consumers will buy the entrant’s product, unless the
entrant’s technology is clearly superior. DIVX failed in part because there was
little software written exclusively for its technology.

Appendix: Modeling Issues®’

In settings with direct network effects, authors typically employ a utility function
of the form:

Uj=ai+N}, 0<b< 1. (1)

U is the utility to consumer i from network j. This utility depends on a
standalone benefit (a;), which can differ among consumers (and can be equal to
zero). The second term represents the network benefit (or network effect), where
N; is the expected size of the network and ‘b’ represents the strength of the network
effect. The restriction 0 < b < 1 means that the marginal benefit of an additional
user on the network is positive, but decreasing or constant in the size of the
network. Although the framework is quite simple, N; (the expected size of
the network) is endogenous. This makes it difficult to analytically solve all but
the simplest models.

In settings with virtual (or indirect) network effects, the typical utility function
is of the form:

Uj=ci+ M, 0<d<1. (2)

Here, the utility to consumer i depends on the standalone benefit (¢;) and the
number of compatible software varieties available for hardware j (denoted M)).
Again the standalone benefit can be zero. In this case, utility does not depend
directly on the number of consumers who join the network. The number

57 This section draws heavily from Gandal (2002b).
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of compatible software varieties, however, does depend on and is increasing
in the number of consumers who adopt hardware technology j. In other words,
M; = f(N)), M/(N;) > 0, so the reduced form (or equilibrium) utility from (2) does
increase in the number of consumers that join the network. The modeling
complexity is even greater in settings with virtual network effects because there
is an extra set of agents (software firms, in addition to hardware firms and
consumers). Additionally, both the number of software varieties and the number
of consumers on each network are potentially endogenous.

There are two basic approaches to handling expectations®®. In the fulfilled
expectations approach, consumers’ expectations are correct. Although this is
probably the most satisfactory approach, it leads to models that are quite difficult
to solve analytically®®. An alternative approach is to assume that consumers have
myopic expectations, that is, consumer utility is based only on the network size at
the time of purchase. This assumption makes it easier to analytically solve the
model and hence allows the models to be more sophisticated. The tradeoff is that
myopic expectations are less satisfactory from a modeling standpoint. Since these
two assumptions have quite different implications, it makes it difficult to compare
results across settings, unless the results are robust to both of these ‘extreme’ cases.

Timing issues are important as well. This is especially true in the case in which
there are indirect network effects. In such cases, there is interdependence between
the hardware adoption decisions of consumers and the supply decision of software
manufacturers. Do consumers purchase hardware before software firms choose
the hardware technology for which to write software, or do software firms first
choose which technology to supply software for? This is the chicken and egg
problem. The theoretical literature typically assumes either that consumers first
purchase software, or that software firms first choose their preferred network®.
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