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An introduction to alternative theories of economic
growth
Mark Setterfield

It has become commonplace for leading textbooks on growth theory to characterize
the historical development of the subject as a simple progression from first- to second-
generation neoclassical growth theory, punctuated only by a brief hiatus during the
1970s when inflation became the cause célébre of macrodynamics (for representative
examples, see Barro and Sala-i-Martin, 1995; Jones, 2002; Aghion and Howitt, 2009).
But as has been remarked elsewhere (Setterfield, 2002, 2003), these “stylized facts” are
more apparent than real. They conceal a rich history of alternative theories of economic
growth, that both parallels and interacts with the development of neoclassical theory.
The purpose of this Handbook is to provide a comprehensive overview of these alterna-
tive theories — one that both surveys major sub-fields of alternative theories of economic
growth (including, but not limited to, Classical, Kaleckian, Evolutionary, and Kaldorian
growth theories) and draws attention to frontier issues in the field. The ambition of this
introduction is to orient the reader towards the content that follows.

1 Common themes in alternative theories of economic growth

Economic theories that depart from one or more of the “hard core” presuppositions of
neoclassical economics (such as optimizing behaviour by decision makers, or the mar-
ginal productivity theory of value and distribution) are often said to be defined chiefly
in terms of their opposition to neoclassical theory — that is, in terms of what they are
not. As is obvious from what has already been said above, it is tempting to lapse into
the same habit of thought when characterizing alternative theories of economic growth.
Fortunately, however, it is not necessary to succumb to this habit. Despite their differ-
ences, alternative theories of economic growth exhibit many commonalities. Ultimately,
they constitute a “broad church” characterized by numerous shared preconceptions.
And even if these preconceptions cannot all be combined in a single synthetic model
of growth, distribution and technical change, they are nevertheless suggestive of a
“common research program rather than a gulf of irreconcilable scientific differences”
(see Foley and Michl, Chapter 2, this volume). In this section, five broad features of
the research programme common to alternative theories of economic growth are high-
lighted, with a view to emphasizing what the corpus of alternative theories of economic
growth is, rather than what it is not.

1.1 The role of aggregate demand in the long run

An enduring theme in alternative theories of economic growth — one that was inspired by
the Keynesian revolution in macroeconomics and, in particular, such seminal contribu-
tions to growth theory as Harrod (1939) and Robinson (1956) — is the role of aggregate
demand in the long run. This is not to say that all alternative theories of growth identify
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a causal role for aggregate demand in the long run, but rather that there is a shared tradi-
tion of taking the demand side of the economy seriously. This is every bit as evident in
the Classical tradition, in which aggregate demand is ultimately found to matter only in
the short or medium run (see, for example, Duménil and Lévy, 1999), as it is in the con-
temporary theories of demand-led growth associated with the Kaleckian and Kaldorian
traditions.

1.2 Value and distribution

The value-theoretic foundations of alternative theories of economic growth are typi-
cally rooted in the Classical surplus approach rather than marginal productivity theory.
This helps to explain the prominence of distributional outcomes in alternative growth
theories — not just as potential causes of, for example, technical change or the precise
rate of growth, but also as something of interest and importance in and of themselves.
This latter concern arises from the likelihood that distributional outcomes will reflect
inequities in the functioning of capitalist economies, rather than simply benign forms of
inequality.

1.3 The theory of production

Alternative theories of economic growth generally postulate that the technical structure
of production is best characterized by Leontieff (fixed coefficient) technology, rather
than the possibility of continuous substitution between factors of production. It is also
common to regard the state of technology as being embodied in factors of production,
so that technical change requires factor accumulation accompanied by discrete change
in the technique of production.

1.4 Technical change

The embodied technical change described above is generally understood to be caused by
growth and distribution outcomes themselves. In other words, technical change is not
just endogenous in the sense of being explained within the model (the key innovation that
distinguishes second-generation neoclassical endogenous growth theory from the first-
generation neoclassical growth model associated with Solow (1956)). It is also endog-
enous to the very outcomes (growth and distribution) with which alternative theories
of economic growth are ultimately concerned. Examples of these mechanisms of endog-
enous technical change include the Verdoorn Law (see, for example McCombie and
Thirlwall, 1994, Chapter 2; McCombie et al., 2003) and the Classical theory of induced,
factor-biased technical change (see, for example, Foley and Michl, 1999; Sasaki, 2008).

1.5 Methodology

An enduring question in growth theory is how best to characterize (and hence model)
capitalist growth? The dominant view — reinforced by Kaldor’s (1961) oft-repeated
stylized facts — is that growth is a steady and balanced process. This view lends itself to
steady-state equilibrium analysis, which does proliferate in alternative theories of eco-
nomic growth. But historically the latter have also shown concern with different visions
of what the growth process involves and hence how it should be modelled. These include
the possibility that long-run growth is best conceived as innately cyclical (rather than
as a steady process punctuated by short-run disturbances), and that long-run growth
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is inherently unbalanced, involving structural change in the composition of output,
employment, consumer demand and so forth.

2 Emerging themes in alternative theories of economic growth

The themes highlighted above can be regarded as well-rehearsed features of alternative
theories of economic growth. As such, it will not surprise the reader to learn that they
recur throughout this volume. But the chapters that follow also serve to highlight a
variety of other “emerging” themes which, if not all strictly new, are nevertheless associ-
ated with what are currently frontier research issues in alternative theories of economic
growth. One of these emerging themes concerns the precise adjustment mechanism — or
combination of such mechanisms — that describes the response of a growing economy to
conditions of excess aggregate demand. Does it involve changes in prices (and hence the
mark up/profit share) as, for example, in the classic Cambridge models of growth asso-
ciated with Robinson, Kaldor and Pasinetti? Or does it involve changes in output (and
hence the rate of capacity utilization), as in the canonical Kaleckian model of growth? Or
is it the case that some combination of these mechanisms — which are by no means mutu-
ally exclusive — renders them simultaneously operative? This seemingly narrow, technical
issue has profound implications for growth theory, not the least of which is its impact on
the very stability of equilibrium in some steady-state models. As such, it is not surprising
to find that it is extensively discussed in the chapters that follow, including those by Kurz
and Salvadori, Skott, Lavoie and Gibson (see Chapter 4, 5, 6 and 1).!

A second prominent emerging theme is the relationship between the actual and the
potential (i.e. Harrodian natural) rates of growth. One concern here is with the endog-
eneity of the latter to the former, something that transforms the natural rate of growth
from an exogenously given ceiling into a path-dependent constraint on the expansion
of the economy. A second concern is with the reconciliation of the two growth rates in
a steady-state framework. The importance of this issue is easily seen by reference to the
following, simple measure of resource capacity utilization (E):

Y
E=- (M

p

where Y is the actual level of real output and Y, is the potential level of real output. It
follows from the expression above that:

e=y—-y, (2

where lower case letters denote the rates of growth of upper case variables. Since it is
obvious by inspection of (1) that E is bounded above and below, it follows from (2) that
any steady growth equilibrium also requires balanced growth of the form:

y=1y, (3)

in order for the steady-state growth equilibrium to be sustainable in the long run. In
short, the actual and potential growth rates must be reconciled in a steady-state frame-
work in order to avoid illogical claims regarding the rate of resource utilization, E. This
problem persists even if the natural rate of growth is endogenous to the actual rate.
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Hence note that, beginning from a situation in which equation (3) is satisfied and con-
jecturing an increase in y, the endogeneity of y, to y is not, in and of itself, sufficient to
restore the condition in (3). Instead any increase (decrease) in y must induce an equal
proportional increase (decrease) in y, in order for (3) to be maintained. In other words
we require an elasticity of aggregate supply (i.e. potential output) with respect to aggre-
gate demand (i.e. actual output) of exactly one (Cornwall, 1972). If this is not observed
(and estimates of, for example, the Verdoorn law suggest that in general it will not be),
then some other mechanism must be postulated to bring the actual and natural rates of
growth back into alignment. The chapters by Dutt, Leon-Ledesma and Lanzafame, and
Seguino and Setterfield (Chapters 11, 10 and 18) all address the relationship between the
actual and natural rates of growth.

Another emerging theme in alternative theories of economic growth concerns the
potential importance of endogenous variation in labour costs for the stability of the
growth process. This theme is complementary to the concern with “output versus price
adjustment” discussed earlier and, as such, it is not surprising to find that it is taken up in
Chapters 5 and 6 by Skott and Lavoie, in the context of Harrodian and Kaleckian growth
models, respectively. But the importance of endogenous variation in labour costs also
has a long pedigree in the Classical tradition. This is reflected, for example, in its central-
ity to the cyclical growth process described by Goodwin (1967). Chapter 16 by Flaschel
and Greiner in this volume further advances this tradition, by examining whether or not
the stabilizing role of wages in Goodwin-type growth dynamics can be replaced with
mechanisms that are more compatible with a social-democratic variant of capitalism.

Finally, the interaction of finance and growth has emerged as a pressing theme in alter-
native theories of economic growth, in view of the increased “financialization” of capital-
ism in recent decades. The novelty and significance of this topic is amply demonstrated
in Chapters 13 and 14 by Hein and van Treeck, and Palley. Having previously been
likened to “Hamlet without the Prince” by virtue of their neglect of money and finance
(Kregel, 1985), alternative theories of economic growth have now embraced the search
for processes that make sense of how growth is affected by financial variables (such as
interest rates, stocks of debt, debt-servicing commitments, and so forth) and the very
institutional structure of finance and its relationship to industry.

It is important to emphasize that the issues discussed above are not the only emerging
themes in contemporary alternative theories of economic growth. Moreover, they are by
no means the only important themes, whether emerging or already well established. As
such, the purpose of the foregoing discussion is not to privilege certain issues relative to
others. Instead, the point is to draw attention to the fact that, in addition to reviewing
the existing state of the art in alternative theories of economic growth, a second objective
of this Handbook is to highlight frontier issues in the field. The themes discussed above
serve no greater purpose than to exemplify this aspect of the project. It is hoped that they
suffice to give the reader at least a sense of the two-fold ambition of the volume; that is,
both to take stock of and to point towards promising avenues for advancing alternative
theories of economic growth.

3 The structure of this Handbook
The organization of this volume reflects the fact that there are numerous sources of
overlap between the chapters that follow. Some chapters are similar by virtue of their
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structure, surveying themes associated with a particular approach to analysing growth.
Others utilize a common framework or model in their analysis of what might otherwise
be putatively different issues. And some chapters share an interest in a particular topic,
regardless of the framework of analysis they adopt. The sequence of chapters with
which the reader is presented represents an effort to balance these various cross-cuts
in a manner that makes the Handbook readable from beginning to end. But those who
are interested in, for example, a particular alternative theory of growth, or a particular
issue in growth theory, or even in simply coming to grips with the “nuts and bolts” of the
different approaches that comprise alternative theories of economic growth, may find it
profitable — and are actively encouraged — to read the chapters out of sequence.

3.1 Alternative theories of economic growth: an overview

The volume begins with a series of eight chapters that survey the main approaches that
comprise alternative theories of economic growth. In the opening chapter, Bill Gibson
analyses structuralist growth theory relative to its neoclassical counterpart. In a salient
lesson for growth theorists of all stripes, Gibson shows how both neoclassical and struc-
turalist models can be developed in a common analytical framework that highlights the
similarities of orthodox and alternative growth theories — in particular, the dependence
of their steady-state solutions on a single, key variable (the rate of growth of the labour
force in the neoclassical model, the rate of growth of autonomous demand in the struc-
turalist model). The chapter then investigates efforts to make investment — the key com-
ponent of autonomous demand in the structuralist tradition — endogenous to the rate
of capacity utilization. It is shown that, as compared to the neoclassical model, which
requires relatively few plausible assumptions for steady growth to emerge, variants of the
structuralist model in which investment is endogenous to capacity utilization face poten-
tial instability problems. Gibson then shows how these problems can be ameliorated by
reconsidering the role of the profit share in the determination of investment. The chapter
concludes by noting — with some irony — that while the stability of the neoclassical model
is structurally determined, it is necessary for structuralists to pay more attention to
agency — in particular, the investment behaviour of firms — in order for their models to
generate stable, steady-state growth paths.

In Chapter 2, Duncan Foley and Tom Michl provide an account of the Classical
tradition in growth theory, in relation to both neoclassical and Keynesian theories of
growth. To this end, they review the main features of the Classical, neoclassical and
Keynesian approaches to growth, before explicitly comparing and contrasting the neo-
classical and Keynesian theories with the core tenets of the Classical tradition. Foley
and Michl argue that the main debate between Classical and Keynesian growth theo-
rists concerns the applicability of Keynesian results (such as the paradoxes of thrift and
costs) in the long run — a controversy that can be summarized in terms of how these
competing theories envisage the reconciliation of the actual and normal rates of capac-
ity utilization. But the authors also draw attention to similarities between Classical and
Keynesian growth theories, including their treatment of labour as a chronically under-
utilized resource, and of labour supply and technical change (and hence the natural rate
of growth) as endogenous to the actual rate of growth. After reviewing exogenous, semi-
endogenous and endogenous variants of neoclassical growth theory, Foley and Michl
highlight the important differences between the Classical and neoclassical traditions in
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growth theory. These include contrasting treatments of production and technical change
in Classical and neoclassical growth analysis. Of particular importance in this regard is
the interplay of distribution and technical change in Classical growth theory, a relation-
ship that is overlooked in the legalistic-cum-technocratic treatment of technical progress
typical of neoclassical growth theory.

The third chapter, by Stan Metcalfe and John Foster, identifies the cumulative, two-
way interaction between economic growth and the growth of knowledge as central to
evolutionary growth theory — an approach that the authors also associate with emphases
on unbalanced growth, non-equilibrating adjustment processes, and an attention to
heterogeneity at the microeconomic level (particularly with regard to the conduct of
entrepreneurs and the process of innovation). After discussing the stylized facts of eco-
nomic growth, Metcalfe and Foster develop a model of evolutionary growth in which
aggregate growth outcomes arise from the interaction of two essential processes operat-
ing at lower levels of aggregation: technical progress, and changes in the composition of
demand. Both of these processes are, themselves, endogenous to economic growth — the
first thanks to the Smith-Young-Kaldor dictum that “the division of labour depends on
the extent of the market”, and the second to a generalization of Engel’s Law. The upshot
is a model of non-equilibrium and non-equilibrating growth — or “restless capitalism” —
that shows how evolutionary growth theory can reconcile Kaldor’s (1961) stylized facts
of constancy and balance in the growth record with those of Clark (1944) and Kuznets
(1971), which emphasize structural change.

Chapter 4, by Heinz Kurz and Neri Salvadori, surveys theories of growth and dis-
tribution based on what Kaldor (1955-56, p. 95) termed the “Keynesian hypothesis”,
that investment is determined independently of saving and that saving adjusts to invest-
ment to create a situation of equilibrium. The authors identify two different adjustment
mechanisms consistent with this Keynesian hypothesis. One involves the adjustment of
saving to investment by means of changes in prices relative to wages (i.e. through a redis-
tribution of income between profits and wages) and is usually associated with models of
full capacity utilization and full employment. The second involves changes in capacity
utilization and employment (and in the long run, the rate of accumulation) with the
distribution of income taken as given. Kurz and Salvadori survey models based on both
mechanisms, identifying the former primarily with the work of Kaldor and Pasinetti, and
the latter with the class of models that is now conventionally referred to as Kaleckian.
With respect to the former, the authors pay particular attention to the conditions neces-
sary for the existence of a two-class economy; with respect to the latter, they focus atten-
tion on the plausibility of the underlying adjustment mechanism and its importance in
the analysis of long-run growth.

Chapter 5, by Peter Skott, sets out to develop and contrast Kaleckian and Harrodian
models of growth and distribution. The chapter begins by outlining the canonical
Kaleckian growth model. By calibrating the equilibrium solution of this model to actual
data, Skott argues that the Kaleckian model predicts a variability in the rate of capac-
ity utilization that is at odds with what is observed in reality. He traces this problem to
two key theoretical features of the Kaleckian model: its assumption of a constant mark
up (and hence profit share); and its treatment of investment as relatively insensitive to
the rate of capacity utilization. Skott then proceeds to develop a variety of Harrodian
models of growth that eschew the two key theoretical features of the Kaleckian
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approach. In these models, it is variously assumed that the supply of labour is either
perfectly elastic or else constrains the long-run growth rate, and that either the profit
share or output adjust rapidly in response to variations in aggregate demand. Ultimately,
Skott argues that Harrodian models are based on behavioural foundations that are supe-
rior to those of the Kaleckian model. He also calls attention to the potential instability
of the Harrodian warranted rate as providing a framework suitable for the analysis of
both trend and cycle.

Marc Lavoie’s survey of Kaleckian growth theory in Chapter 6 places particular
emphasis on the stability properties of the Kaleckian model, in both the short run and
the long run. The chapter begins by studying short-run stability dynamics — that is, the
process of adjustment towards equilibrium rates of growth and capacity utilization. Two
adjustment processes are considered: a pure Keynesian adjustment process involving
changes in capacity utilization; and a dual adjustment process involving changes in both
capacity utilization and profit margins. The first depends on the traditional Kaleckian
stability condition, but the latter does not. Lavoie thus argues that the robustness of
Kaleckian stability results is greater than some critics of this model suggest. Attention
is then turned to long-run stability dynamics — that is, the reconciliation of the actual
(equilibrium) rate of capacity utilization and its normal or desired rate. Lavoie rebuts
Duménil and Lévy’s (1999) claim as to the necessity of being “Keynesian in the short
run and Classical in the long run”, showing that with appropriate dynamic adjustment
mechanisms, key Kaleckian results (such as the paradox of thrift and paradox of costs)
carry over to the long run.

Following the Harrodian and Kaleckian emphases of the two preceding chapters,
it is fitting that in Chapter 7, John King surveys the Kaldorian approach to growth
theory, as exemplified both by Kaldor himself and his followers. Four variants of
Kaldor’s own growth analysis are discussed. The first two (pre-1966) variants focus
on the relationships between distribution, technical change, and growth in a closed,
one-sector economy. The two remaining (post-1966) variants are principally concerned
with multi-sector and/or open economy issues, and their impact on growth conceived
as a historical (path-dependent) rather than an equilibrium process. Kaldorian growth
theory, meanwhile, is shown to build largely on Kaldor’s post-1966 contributions. Three
interrelated variants are identified: balance-of-payments-constrained growth models;
models based on the principle of cumulative causation; and North—South models that
feature sectoral (agriculture and industry) interactions. A key conclusion that emerges
from King’s survey is that modern Kaldorian growth theory comprises various overlap-
ping strands rather than a single, unified (i.e. general) theory of growth — much like the
work of Kaldor himself.

Davide Gualerzi’s chapter (Chapter 8) brings the opening section of the volume to a
close by discussing transformational growth theory, which he identifies as an analysis
centred on explaining growth and structural change in terms of both the rate of expan-
sion and changes in the composition of aggregate demand. Gualerzi locates transfor-
mational growth theory within the broad corpus of demand-led growth theory, but
argues that it transcends the dominant (e.g. Kaleckian and Kaldorian) approaches to
demand-led growth by seeking to better explain how demand is generated by the process
of growth and development itself, along the course of an unbalanced growth path. He
outlines a theory of endogenous demand creation centred on the evolution of basic social
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structures (such as the household and the firm) and imbalances created by the process
of uneven development. Gualerzi also highlights the role played by historical evidence
and stylized facts in the methodology of transformational growth theory. His chapter
culminates with an analysis of the seeming exhaustion of the process of transformational
growth by the early 1970s, and its subsequent resurgence in the guise of the information
economy during the 1990s.

3.2 Aggregate demand, aggregate supply and long-run growth

Chapters 1 through 8 having thus outlined the major approaches characteristic of alterna-
tive theories of economic growth, the remainder of the volume is organized thematically,
focusing on a variety of issues in which alternative theories of economic growth express a
shared interest. Each of the three chapters in Part II of the Handbook is concerned with
the treatment and/or interaction of aggregate demand and aggregate supply in the analy-
sis of long-run growth. In Chapter 9, Jesus Felipe and John McCombie begin by noting
the ubiquity of and central role played by continuous aggregate production functions in
neoclassical growth theory. The authors argue that because of the severe theoretical dif-
ficulties associated with aggregation and the results of the Cambridge capital controver-
sies, the best defence of the aggregate production function is an instrumentalist one: it is
useful because it predicts well. Felipe and McCombie’s chapter is devoted to illustrating
that this claim is unsustainable. The problem lies in the fact that all data against which
aggregate production functions are tested satisfy an accounting identity (relating total
value added to the sum of wages and profits) that can be re-written so that it resembles
an aggregate production function with constant returns to scale and output elasticities
equivalent to factor shares. Hence any hypothesized production function with these
features will provide a near perfect fit with the data regardless of the production technol-
ogy that actually characterizes the economy, simply because of the way that the data
are compiled. To illustrate this point, Felipe and McCombie discuss four simulations in
which data are generated by specific and known structures of production. In each case,
a Cobb-Douglas production function is shown to provide a perfectly good — but entirely
spurious — fit to the data. Because the aggregate production function is the centrepiece
of neoclassical growth theory, the authors conclude that their results call into question
the capacity of neoclassical theory to furnish answers to even the most basic questions in
macrodynamics, such as what determines growth and why growth rates differ.

As its title suggests, Chapter 10 by Miguel Leon-Ledesma and Matteo Lanzafame is
concerned with the endogeneity of the natural rate of growth — specifically, the propen-
sity of the latter to be influenced by variations in the actual rate of growth. The authors
identify the notion of an endogenous natural rate with the Kaldorian tradition in growth
theory, in which there is a long-standing emphasis on path dependency in the growth
process according to which both the equilibrium and the potential rates of growth may
be influenced by the actual rate. But Ledn-Ledesma and Lanzafame note that neoclas-
sical growth theory — in which the natural and equilibrium rates of growth are one and
the same — has also begun to emphasize mechanisms through which the natural rate is
endogenous to the actual rate. There is thus an emerging consensus within the growth
literature on the interplay of trend and cycle. The authors go on to survey recent empiri-
cal evidence on the link between the actual and natural rates of growth. They conclude
that this has largely strengthened the original findings of Leon-Ledesma and Thirlwall
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(2000, 2002), but that in so doing it has drawn attention to the likely impact of structural
features of the economy (such as the sectoral composition of employment and the struc-
ture of the financial system) on the relationship between the actual and natural rates of
growth.

The final chapter in this section of the Handbook, by Amitava Dutt, begins with the
observation that, historically, growth theory has been “partitioned” into theories of
supply-determined growth (associated with the Classical and neoclassical traditions)
and theories of demand-led growth (associated with the Keynesian tradition) with the
former, in its neoclassical guise, having become the dominant mode of analysis. The
central premise of Dutt’s chapter is that both demand and supply factors play a role in
the determination of growth, and that value therefore attaches to theories that seek to
reconcile demand and supply in the analysis of long-run growth. The author reviews the
essential architecture of both Classical and neoclassical theories of supply-led growth,
and Keynesian theories of demand-led growth. He then describes two existing attempts
to integrate aggregate demand and aggregate supply in the theory of long-run growth,
deriving from the Classical and neoclassical traditions respectively. The chief shortcom-
ing of these models, Dutt argues, is that aggregate demand is significant only in the
short run: it plays no role in the determination of long-run growth in what therefore
remain quintessentially supply-determined growth models. Dutt then draws attention
to the stringency of the assumptions necessary to produce these results and shows how,
by relaxing these assumptions, it is possible to develop models that involve a richer and
more satisfactory reconciliation of the roles played by aggregate demand and aggregate
supply in the determination of long-run growth.

3.3 Economic growth and technical change

Although technical change is a theme that recurs throughout this Handbook, Part II1
of the volume features a chapter that is devoted exclusively to the development and
application of a particular theory of technical change — specifically, the Classical theory
of induced, factor biased technical change. Gérard Duménil and Dominique Lévy build
a dynamical model of this process, central to which is the choice of technique by firms,
based on the criterion of comparative profitability. In each period, firms select from
among available techniques in an environment of random technical innovation. Despite
its apparent simplicity, the authors show that their model can be used to explain trends
in technology and the distribution of income in the US since the mid-nineteenth century,
and many of the “laws of motion” attributed to capitalism by Marx. Especially impor-
tant in this latter regard is the secular behaviour of the rate of profit, which Duménil
and Lévy associate with the conditions of innovation and, in particular, the difficulty of
innovating (as represented by an innovation set that provides too few opportunities for
profitable changes in technique). Finally, the authors reflect on the Marxian pedigree of
their model, its relationship to evolutionary theorizing in economics, and the differences
between their model and neoclassical analysis based on continuous aggregate production
functions.

3.4 Money, finance and growth
As intimated earlier, money and finance have traditionally been regarded as “missing
pieces” in the analysis of long-run growth — even in models associated with the Keynesian
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tradition, in which the intrinsically monetary nature of the economy is a central tenet.
The two chapters in Part IV of the volume go some way towards rectifying this error
of omission. Eckhard Hein and Till van Treeck begin their chapter with a survey of
the effects of “financialization” in post-Keynesian models of growth and distribution.
Financialization is a notoriously imprecise concept (see, for example, Epstein, 2005, p.
3, for a broad definition), but the authors circumvent this problem by focusing on three
specific channels through which financial processes can affect the economy: the objec-
tives of and constraints faced by firms; the accumulation of financial assets and liabili-
ties by households; and the distribution of income. The principal question addressed
by the chapter is: are the effects of financialization expansionary in the short run and/
or long run? Hein and van Treeck show that the answer to this question is ambiguous.
Depending on the precise form and relative strength of the three channels identified
above, financialization may have either expansionary or contractionary effects on the
economy. However, the authors caution that even when financialization has expansion-
ary effects, the resulting growth path may be associated with the gradual build-up of,
for example, stock-flow imbalances. In other words, the economy may grow rapidly but
also become more financially fragile, which raises questions about the sustainability of a
financialized accumulation process.

In the following chapter, Tom Palley examines the effects of private sector debt
accumulation on growth, thus focusing on a particular aspect of the broader process
of financialization discussed by Hein and van Treeck. Once again, Palley’s particular
concern is with the question as to whether or not the dynamics of private sector debt
accumulation are likely to raise the rate of growth. This concern becomes pressing once it
is recognized that, from the perspective of demand-led growth theory, debt accumulation
is a “double-edged sword”. On one hand, in an endogenous money environment where
some forms of lending create money, debt accumulation relaxes the constraint on aggre-
gate expenditures (and hence economic expansion) that would otherwise be imposed
by current income and previously accumulated wealth. This assists demand formation
and boosts growth. On the other hand, once accumulated, debt must be serviced. The
resulting transfer payments to creditors can diminish growth, by raising the value of the
average propensity to save. However, Palley shows that this latter result is most likely
in the event that debtors are households: debt service payments by corporations can, in
principle, increase aggregate spending and growth. The overall conclusion of the chapter
is, therefore, that private sector debt accumulation has theoretically ambiguous effects
on long-run growth — a conclusion that, as the preceding chapter illustrates, is very much
of a piece with those reached by the financialization literature as a whole.

3.5  Growth and distribution
As previously discussed, the interplay of distribution and growth is an issue of long-
standing concern in alternative theories of economic growth. Part V, the penultimate
section of the Handbook, revisits the relationship between growth and distribution, its
four chapters drawing attention to new avenues of research associated with this well
established theme.

The first two chapters in this section are both concerned with the potential benefits of
egalitarian labour market policies in a growing economy, as analysed from the perspec-
tive of Keynesian and Classical growth theories, respectively. The point of departure
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in Chapter 15, by Ro Naastepad and Servaas Storm, is the conventional wisdom that
there exists a trade-off between efficiency and equality — or, more precisely, between
rapid growth and low unemployment on one hand, and egalitarian labour market
policies that enhance employment security and the rate of growth of wages on the other.
The authors contend that the models under-girding this conventional wisdom are mis-
specified, in that they neglect the Kaleckian influence of the wage share on the rate of
growth, the Kaldorian influence of growth on technical progress, and the Marxian influ-
ence of the wage share on technical progress. Naastepad and Storm construct a growth
model consistent with each of these principles, and use it to investigate the hypothesis
that real wage restraint and/or labour market “flexibility” will unambiguously improve
growth and employment performance. The authors reject this hypothesis, showing
that even when wage restraint and labour market “flexibility” produce “conventional”
results (faster employment growth and falling unemployment), these seemingly benefi-
cial labour market outcomes may result from regressive growth outcomes (specifically,
slower productivity growth). They conclude that egalitarian or “high road” growth paths
associated with both rapid growth and secure, well-paid employment are both desirable
and economically feasible.

The premise of the chapter by Peter Flaschel and Alfred Greiner is that any form of
capitalism that is made self-regulating (and therefore sustainable in the long run) by
periodic bouts of mass unemployment (as, for example, in Goodwin, 1967) is socially
unacceptable. The authors posit that in a democratic society, the Marxian reserve army
mechanism must be replaced by an alternative mechanism that reconciles full employ-
ment with the reproduction of capitalist relations of production in the long run. Indeed,
Flaschel and Greiner show that a Goodwin-type model augmented by “environmental
feedbacks” (in which the availability of natural resources positively influences the value
of the capital-output ratio, while high (low) values of the latter degrade (replenish) the
environment) generates unstable growth cycles, making the need to transcend Goodwin-
type dynamics all the more pressing. To this end, the authors construct a model of
flexicurity capitalism, in which labour is hired and fired at will in the private sector, but
in which workers are always guaranteed a job in a second (state-backed) labour market.
They demonstrate that such a system is capable of generating steady growth outcomes
consistent with protection of the environment. In this way, and similar to the previous
chapter, Flaschel and Greiner show that it is possible to create a variant of capitalism
that is both sustainable in the long run and provides income security for the whole of
society.

In the penultimate chapter of this section of the Handbook, Gilberto Lima argues that
examining the impact of profit sharing schemes on distribution and growth represents a
natural extension of the traditional concern with distribution and growth in alternative
theories of economic growth. Lima modifies a standard Kaleckian model of growth so
that workers receive compensation in the form of both wages and a share of total profits.
Several different specifications of the investment and savings functions are considered
in order to ensure that any general conclusions drawn from the analysis are robust with
respect to the most obvious plausible changes in household and firm behaviour. Lima
focuses attention on the comparative static effects of income redistribution (resulting
from either a change in the real wage or a change in workers’ share of total profits) on
capacity utilization, growth and the various (class-specific and aggregate) rates of profit
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to which his model gives rise. He finds that these are sensitive to the different assumptions
made about investment and saving behaviour — but in the process, he is able to identify in
what precise circumstances the Kaleckian model corroborates Weitzman’s (1983, 1984,
1985) neoclassical arguments regarding the beneficial macroeconomic effects of profit
sharing schemes.

In Chapter 18, Stephanie Seguino and Mark Setterfield examine the impact of
reduced gender wage inequality on long-run growth in developing economies. Using a
balance-of-payments-constrained growth model, the authors identify a variety of pos-
sible effects of gender wage inequality on growth. They note, however, that if women
work in predominantly cost-sensitive, export-oriented industries, then increasing the
growth of women’s wages in the pursuit of reduced gender inequality is likely to reduce
the equilibrium rate of growth. Seguino and Setterfield then go on to show that even if
increasing gender wage equality does reduce growth, lower growth can be an unequivo-
cally good thing — even in economies whose low standards of living make rapid growth
desirable. This result turns on the need, discussed earlier, to reconcile the actual rate of
growth with the potential rate of growth if steady growth is to be sustainable in the long
run. The authors identify two key labour market mechanisms that, if brought about
by judicious policy intervention, would mean that growth in excess of the natural rate
automatically reduces gender wage inequality and hence lowers the actual rate of growth
towards the potential rate of growth. In this way, it is shown that mechanisms designed
to reduce gender wage inequality can contribute to a “long-run soft landing”, by recon-
ciling the actual and potential rates of growth and thereby increasing the sustainability
of the growth process.

3.6 International and regional dimensions of growth

Each of the three chapters in Part VI, the final section of the book, addresses interna-
tional and/or regional dimensions of the growth process. Robert Blecker and Arslan
Razmi begin their chapter with an empirical observation: despite the success of export-
led growth strategies in the East Asian “tiger” economies (and, more recently, in India
and China), the majority of developing countries that have sought to raise their rates of
growth by specializing in exports of manufactures have not met with great success. One
hypothesis that purports to explain this observation rests on the notion of a “fallacy of
composition” (FOC) in export-led growth: developing economies cannot simultaneously
prosper by exporting the same manufactures to the same developed-economy markets.
Blecker and Razmi subject this hypothesis and its policy implications to closer examina-
tion. The authors identify and test three distinct FOC hypotheses: the idea that exports
from one developing country directly displace or “crowd out” exports from other
countries; the idea that price competition among export-oriented, developing countries
erodes the gains that might otherwise accrue to those countries individually; and the idea
that real exchange devaluation relative to the currencies of its export-market competi-
tors will boost the growth rate of a developing economy. They find empirical evidence
for all three of these hypotheses. Blecker and Razmi conclude that since industrialized
countries seem not to have grown fast enough to facilitate successful export-led growth
by all developing economies, development policy must place more emphasis on internal
markets and domestic demand. They note that this affords opportunities as well as chal-
lenges — including the possibility that wages come to be seen more as a source of demand
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and hence “homespun” growth, and less as simply a cost of production that must be
minimized in the pursuit of export markets.

Chapter 20, by Juan Carlos Moreno Brid and Esteban Pérez Caldentey, analyses the
relationship between trade and growth from a Latin American perspective. The authors
argue that popular understanding of the nature of the trade-growth relationship in
Latin America has changed significantly over the past 60 years. Five distinct stages in the
evolution of this popular understanding are identified, which have taken Latin America
from an initial rejection of free trade and an emphasis on state-led development as the
key to sustained growth, through an “orthodox” phase during which free trade and
free markets were emphasized as essential drivers of growth, to a contemporary posi-
tion of scepticism regarding the importance of trade liberalization for growth. In the
process of discussing the different approaches to trade and growth that have, at different
times, dominated Latin America since the 1940s, the authors pay particular attention to
economic rhetoric and the efforts that each approach has made to present itself as the
“correct” view, both theoretically and in terms of Latin American reality. At the same
time — and echoing the general observation made by Blecker and Razmi in Chapter 19 —
Moreno Brid and Pérez Caldentey draw attention to the fact that during the period they
study, no robust relationship between trade and growth is discernable in Latin America.
They suggest that overcoming this state of affairs is one of the most important challenges
confronting contemporary Latin American economies.

In the final chapter of the Handbook, Mark Roberts and Mark Setterfield critically
assess the now burgeoning literature on the spatial application of endogenous growth
theory. Following a brief discussion of various issues of measurement and definition,
the authors draw attention to the variety of ways in which the principles of endogenous
growth theory have been linked to urban and regional development. Next, they iden-
tify and assess two main strands in the empirical literature on endogenous regional
growth: a predominantly North American strand associated with the “new econom-
ics of urban and regional growth” (see, for example, Glaeser et al., 1992); and a pre-
dominantly European strand that focuses on either regional economic convergence or
estimation of the Verdoorn law. Finally, Roberts and Setterfield identify avenues for
future research motivated by the observation that there is much that North American
and European researchers can learn from one another. Foremost among these is the
need for greater recognition that endogenous growth can be either “neoclassical” (i.e.
supply-led) or “Keynesian” (demand-led) in character — a distinction that, at present,
surfaces only in the branch of the European empirical literature that focuses on estima-
tion of the Verdoorn law. The authors note that the differences between demand- and
supply-led endogenous growth have important implications for what is understood to
be the ultimate source of growth (and hence how regional development policy should be
conducted), and for our understanding of why the sources of growth are geographically
confined and why, as a result, the growth process has an inherently spatial dimension.

4 Conclusion

By way of conclusion, it only remains to be said that alternative theories of economic
growth represent a vibrant and ongoing research effort to understand the macrodynam-
ics of capitalist economies. Above all else, then, it is hoped that this Handbook will
provide both a fillip to and a valuable springboard for further research that will continue
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the development of these theories, inspiring both existing researchers and those new to
the field to build on the body of work to date that the volume represents.

Note

1. The theme also emerges in the chapter by Metcalfe and Foster (Chapter 3), although theirs is an evolution-
ary model of growth in which adjustments are an ongoing feature of the growth process, rather than a
transitory property of movement towards a steady state.
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1 The structuralist growth model
Bill Gibson!

1 Introduction

The structuralist growth model (SGM) has its roots in the General Theory of Keynes
(1936), Kalecki (1971) and efforts by Robinson (1956), Harrod (1937), Domar (1946),
Pasinetti (1962) and others to extend the Keynesian principle of effective demand to the
long run. The central concept of growth models in this tradition is the dual role played by
investment, both as a component of aggregate demand and as a flow that augments the
stock of capital. The basic structuralist model has been extended to cover a wide variety
of topics, including foreign exchange constraints, human capital (Dutt, 2008; Gibson,
2005), the informal sector and macroeconomic policy analysis (Lima and Setterfield,
2008). The model has served as a foundation for large-scale computable general
equilibrium models (Taylor, 1990; Gibson and van Seventer, 2000).

This chapter reviews the logic of the basic SGM and some of its variants and compares
and contrasts the SGM with the standard growth models of Solow (1956) and develop-
ments thereafter (Barro and Sala-i-Martin, 2004). Both the structuralist and standard
growth models are solved within a common mathematical framework and it is seen that
each relies on an exogenously given rate of growth of a key variable. In the case of the
standard model it is the labor force, and for the structuralists it is the growth of effective
demand. In both cases these variables are taken as given for good reason: they are notori-
ously difficult to model accurately. It is seen that when structuralists attempt to endog-
enize effective demand in a meaningful way, thorny problems arise and structuralists
increasingly rely on models of agency rather than structure.

The chapter is organized as follows. After some general observations on the nature
of the SGM and its standard counterpart in the second section, the third discusses
the basic mathematical framework of the two models and attention is drawn to the
effort to endogenize investment growth via dependence on capacity utilization. The
fourth section introduces the functional distribution of income and shows how it can
solve the problems of instability generated by the attempt to endogenize investment.
A concluding section offers some final thoughts on the project of comparing the two
models.

2 Perspectives on the SGM
As the Keynesian model has fallen out of fashion in the profession as a whole, so too
has interest in SGMs, per se, outside of a small community of authors. But this is not to
say that the questions addressed by the structuralists are unimportant or passé. Modern
endogenous growth models, for example, are highly structural in nature, if structure
is defined as a shared context in which individual decisions about production and
consumption are made (Aghion and Howitt, 1998; Zamparelli, 2008).

In challenging the orthodoxy of the time, early structuralists confronted the profes-
sion with a range of unanswered questions, from why there is still mass unemployment
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in many countries of the world to how financial crises emerge and propagate (Gibson,
2003a). Early structuralists proposed the antithesis to the accepted wisdom of the per-
fectly competitive general equilibrium model and the welfare propositions that logically
flowed from it. It is not an exaggeration to say that much of the standard literature today
that focuses on innovation and spillovers, strategic interaction, asymmetric informa-
tion and the like, is a synthesis of the naive competitive model and its critique offered
by Marxist, post-Keynesian and other heterodox challenges, including structuralists
(Gibson, 2003b). To the extent that the early structuralists had a contribution to make,
it was to identify contours of empirical reality that had been omitted in the rush to
coherent reasoning about how an economy functions.

This is not to say that structuralists necessarily were or are content with the way
that standard economic theory has appropriated their insights. The orthodoxy perhaps
errs in its overemphasis of agency in the same way the early structuralist work seemed
to deny it. But in venturing into the area of growth, structuralists risked a serious
confrontation with their own view of how models were properly constructed. It is one
thing to say that the level of effective demand is given in the short run, determined by a
multiplier process on investment, which in turn depends on “animal spirits.” But ulti-
mately structure is nothing more than accumulated or fossilized agency. Taking animal
spirits as a long-run explanation is therefore tantamount to saying that structure itself
cannot be resolved theoretically. Some structuralists do seem to be comfortable with
this implication, but this is hardly a satisfying position, and possibly the denouement of
the structuralist approach. Recent efforts to incorporate hysteresis and remanence into
structuralist models are necessarily drawn to more sophisticated models of microeco-
nomic agent behavior. Good models of accumulation must have good models of agency
at their core.

For the SGM, the process begins with the very definition of the independent invest-
ment function. Structuralists generally hold that investment should be modeled as
co-dependent on a wholly exogenous animal spirits term and some endogenous motiva-
tional variable, usually capacity utilization or the rate (or share) of profit. The problem
is that capacity utilization introduces dynamic instability into the model, as shall be seen
in detail below, and some other economic process must be introduced to counteract the
destabilizing force. Moreover, there is no guarantee that the rate of capacity utilization
will converge to one (or any other specific number) in the long run. Whether from the
labor market, the financial environment, the trade regime, fiscal and monetary policy or
simply the mechanics of monopoly and competition, some force must come into play in
order to arrest the tendency of the economy to self-destruct, increasing at an increasing
rate or the opposite, until the structure disintegrates.

This implies that structuralists must think hard about factors other than structure
when it comes to growth models. In the short run, agency is constrained by structure, but
in the long run, agency must determine structure, simply because there is nothing else.
As we shall see, there is a tendency to deny this basic fact among structuralist writers and
it can lead to results that are wildly at variance with the data on how actual economies
accumulate capital. Few structuralist models, for example, deal effectively with technical
progress and diffusion and most deal with a representative firm and two social classes,
eliminating the possibility of emergent properties from the interaction of agents at the
micro level.?
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3 Dynamic models

Lavoie (1992) notes that the key components in post-Keynesian and structuralist models
are the roles of effective demand and time. The role of effective demand certainly distin-
guishes the SGM, but all dynamic models must treat time carefully. Indeed, the central
concept of any dynamic economic model is the stock-flow relationship. Economic models
built on a mathematical chassis break up the flow of time into discrete units so that it
is possible to talk about time “within the period” versus “between periods.” Within
periods variables jump into equilibrium, while variables that describe the state of the
environment change between periods. Thus, models are thought to have enough time
to get into a temporary equilibrium within a period. This implies that markets clear, by
way of prices, quantities or some combination of the two, and that savings are equal to
investment at the aggregate level. But within the period, the economy does not arrive at
a fully adjusted equilibrium, since the forces that drive the state variables have not had
time to do their work. Expectations of future events may influence behavior but there is
no time for agents to determine if their expectations are indeed correct. While it is ana-
lytically simpler to think in terms of discrete time models, it is mathematically simpler to
solve continuous time models. The latter come about as we shrink the discrete units of
time and periods get too short to allow much to happen that is not contemporaneous.
Adjustment between periods occurs at the same pace as adjustment within the period.
While analytical models are usually, but not always, solved in continuous time, computer
simulation of applied models must take place in discrete time.

Much of the discussion of macroeconomic models is about how the economy gets
into short-run equilibrium. The “closure debate” of the last century focused on whether
savings drive investment or vice versa. In the standard model of dynamic economics,
capacity utilization is always equal to one and so there is no role for effective demand.
Factor availability determines output through a sequence of adjustment in goods and
factor prices. In the structuralist view, price is a state variable and quantity adjustments,
within the period, bring the economy to a temporary equilibrium. The principal role of
the price variable is to determine the distribution of income. It is roughly correct to say,
then, that in the standard model, the jump variables are prices, while in the structural-
ist model it is quantities. In the former model, factor quantities adjust between periods,
while in the latter, prices, and thus income distribution, adjust.

Figure 1.1 is a schematic of a generic growth model in which output and investment
growth are linked. Factors of production are combined to produce output, Q. Some frac-
tion, a, of the output is accumulated as capital, which increases the quantity of capital
by AK, after accounting for depreciation. This process takes some time, during which the
other factor of production, labor, also expands by AL.

The standard model adheres to this schematic very closely. Once the factor inputs
are known, the outputs are determined by way of a production function. Flexible prices
ensure that all that can be produced from the factors of production is used for either
consumption or investment. The fraction of output reinvested is not determined endog-
enously, but taken as a given parameter. This is also true of the growth rate of the labor
force, n, as well as the underlying technology.

The SGM is, in many ways, more complex. As noted, there is an independent invest-
ment function that is not tied directly to output through a savings propensity. The links
between the factors of production and output in Figure 1.1 can be broken in the transient
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Figure 1.2 Structure of the investment constrained structuralist model

state. The arrows in the diagram are still present, but now represent constraints that may
or may not have slack. If the capital constraint does not bind, then there is excess capac-
ity and if there is slack in the labor constraint, there is unemployment. Either one or both
can be present in structuralist models.

When neither of the constraints binds, the SGM takes on the configuration shown
in Figure 1.2. Investment is at the center of the model as it generates both demand and
the change in the capital stock. The latter determines the capacity, Q, by way of a fixed
capital-output ratio, v.> Since capacity utilization, u, is the ratio of aggregate demand to
capacity, investment directly or indirectly determines a/l the variables of the model.

Depending on the relative strength of investment to create demand or capacity, u rises
or falls in the transient state. The feedback loop from u that affects investment growth
is shown by the dotted line in Figure 1.2. When capacity utilization is high, investment
accelerates to generate more capacity. But since the same investment also creates pro-
portionately more demand, an explosive cycle can easily result. The solution, adopted by
most structuralists, is to weaken the effect of capacity utilization on investment, in order
to enhance the stability of the system. This sequence may well conflict with actual data:
Chapter 5 by Skott in this volume points out a savings shock in the canonical Kaleckian
model produces very large changes in utilization, but negative changes in utilization do
not seem to be correlated with big savings shocks in US data. The take-away point from
Figures 1.1 and 1.2 is that investment is the independent variable of the SGM, whereas
it is derivative of factor growth in the standard model. Investment in the SGM may
depend on u recursively, but it certainly cannot be defined as a homogeneous function
of capacity utilization. Something more must be given, usually referred to as “animal
spirts.” Most SGM investment functions rely on a (positive) constant to capture the
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Table 1.1 A social accounting matrix

Firms Households Investment Total
Firms C 1 Y
Households Vv, Y,
profits b Y,
wages A Y,
Savings S S
Total Y Y, 1

effect of animal spirits and then repress the effect of capacity utilization on investment in
the calibration of the model.

3.1 Model calibration

For applied discrete models it is approximately correct to think of each time period as
described by a social accounting matrix (SAM). Dynamic linkages then join a sequence
of SAMs. In the simplified SAM of Table 1.1, there is no government or foreign sector,
only firms and households. GDP is then firm income, Y, the sum of consumption and
investment. Household income, Y,, is value added, V,, the sum of wages and profits, and
total savings, S, is equal to total investment 1.

The SAM provides a boundary condition, some point in the time trajectory through
which the model must pass. Typically these are the initial conditions for the dynamic
model. In principle, the SAM could describe any point along the trajectory, even a
long-run steady state. It is impossible to tell if the economy of the SAM of Table 1.1 is
growing without knowing the composition of investment. The latter is decomposed into
replacement and net investment, 7,, defined as

I,=1-38K (1

where replacement investment is 0K. Here 9 is the fraction of the capital stock lost to
wear and tear or obsolescence during the period. If 7 is less than replacement invest-
ment, the economy is contracting; if I is equal to replacement investment, it is in the
stationary state. In the latter case, investment just balances the charge for depreciation,
OK, and so net investment is zero. If there is net investment, the economy of the SAM is
expanding.

The SAM is constructed for time ¢ and the capital stock at the beginning of the period
is K,. The capital stock for the next period is given by the difference equation

K.\ = Kt(l -9 + I, (2)
If the time-path of investment is known, this is a simple dynamical system in one vari-
able, K. Define equilibrium in the path as the time period ¢ in which the change in the

capital stock is zero. This will occur when

K, =1, 3)
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This is the mathematical definition of the stationary state. To define steady-state growth,
rewrite equation (2) as
1

K=2-38 )

t

where the “hat” notation refers to growth rates.* .
Now it is evident from equation (4) that if //K, were constant, so too would K be
constant. Thus steady-state growth implies that

I=K )

that is, the rate of growth of investment must equal that of the capital stock.> Note,
however, that equation (5) does not define any particular rate of growth for these two
magnitudes. That depends on the level of I/K at which the growth rates of the numerator
and denominator come into equilibrium. This critical ratio can be re-expressed as
I 10 «
raalry ki ®)
K QK v
where Q is output, o is the share of investment in output and v is the capital-output ratio.
If v were known and it could be assumed that the economy were fully utilizing its capital
stock, the steady-state growth rate could be determined by reading o directly from the
SAM.®
Now let the growth rate of investment, 7, be known and denote it as y. It is then pos-
sible to derive a continuous approximation to the time path of the economy that satisfies
equation (4). Rewriting that equation
dK
— 4+ 8K = L. 7
dt 0 ( )
To solve this differential equation, an integrating factor of /3 is introduced. Multiplying
both sides

diKeJ'Bdt + §Kelda = IoeyreJ'Sdt
dt
where e/3 = ¢% So that
K8e5’ + eﬁtd£ — Ie(y+6)t
e °
the left-hand side of which can be seen as a derivative using the product rule
d
- Ke&t =171 e(y+8)r.
dt( )=k

This can be integrated by separation of variables to yield

where C is an arbitrary constant. Simplifying
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K@ = 4 e 8
t) = v+ e %, ®)
Since at t = 0, K = K, we can evaluate C = K, — I,/(y + d). The constant is positive if
the initial growth of investment is greater than the growth rate of the capital stock and
vice versa.” Equation (8) has two terms. As 7 grows large, the second term on the right,
the transient part of the solution, gets smaller and eventually goes to zero. Thereafter, the
solution consists of only the steady-state part, the first term on the right, with the growth
rate of the capital stock equal to the growth rate of investment, y. The ratio of investment
to capital stock is constant at ¥ + 8. The fixed capital-output ratio ensures that output
and the capital stock are growing at the same rate and thus the share of output devoted
to accumulation remains constant as well.

The solution to this differential equation is general and it will be seen that the stand-
ard and structuralist models are special cases of it. If the rate of growth of investment is
the same in the two models, the paths for the capital stock followed will be identical, as
defined by equation (8). The structuralist and standard models differ in how the rate of
investment is determined, but once established, the capital stock and output must follow
the same path.

Moreover, so long as both the standard and structuralist economies pass through the
same SAM and the rate of depreciation is the same, the steady-state path of output will
also be the same. To see this, note that by definition, the rates of growth of investment
and the capital stock are the same in the steady-state and thus //K must be the same as
the models pass through the SAM. With the same investment, as read from the SAM, the
capital-output ratios must then be identical.®

But will v and o remain constant in each model? The answer is yes in both cases, so long
as there are constant returns to scale. In the structuralist model, the capital-output ratio is
fixed by assumption, but it is also true that in the standard model, the capital-output ratio
remains constant since capital and labor must both be growing at the same rate. To see that,
consider Figure 1.3. Let us say that the SAM above is for period 0. At the beginning of that

K

(wir),

Figure 1.3 Adjustment process
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period, there was available capital at level K,, and labor at L. These factors combined to
produce real output on isoquant Q,. During the period, the SAM shows that investment at
rate I took place. With a given rate of depreciation, say that the capital stock increased from
K, to K. If labor does not grow, output rises only to Q,. The capital-labor ratio increases
from k, to k,. Because there is more capital per unit of labor, diminishing returns to capital
sets in and output cannot grow in proportion to the capital stock. The capital-output ratio
must then rise to something above the base level v. Only if labor grows in proportion to the
capital stock, from L, to L* will diminishing returns be avoided. Assuming constant returns
to scale, output will grow at the same rate as the factors of production. The steady-state
capital-output ratio remains constant for the standard model as well.

The distribution of factor income also remains fixed in both models. In the structur-
alist model, distribution is given and therefore independent of the rates of growth of
capital and labor. For the standard model, Figure 1.3 shows that when labor is constant
at L,, the wage-rental ratio rises from (w/r), to (w/r),. But when labor expands propor-
tionately, there is no change in the distribution of income between wages and profits.
Factor demand grows at the same rate as factor supply, so the market-clearing factor
prices remain fixed.

In steady-state equilibrium, there is evidently little to distinguish the two models. The
essential difference must then lie in how investment behaves as the models approach the
steady state.

3.2 Investment growth

It could be argued that taking the rate of growth of investment as the independent
variable of the system begs one of the central questions of economic analysis, viz. how
is Y determined. Keynes famously held that since investment undertaken by individual
agents depends on irresolvable uncertainty about the future, aggregate investment must
be taken as the independent variable of the macroeconomic system. One might object
that even with “animal spirits” in control of the path of investment, current period
output must, at a minimum, impose an upper bound on current investment. But since
current output depends on the Keynesian multiplier, the system would seem to support
any rate of growth of investment. If output did constrain the structuralist model, the dif-
ference would shrink even outside the steady state, since the fraction of output devoted to
accumulation is not explained within the standard model. But output does not constrain
investment in the SGM for two fundamental reasons: first, since the model is “demand
driven” any spare output, in excess of what is needed for consumption and accumula-
tion, would not have been produced in the first place. And, of course, output that was
never produced cannot be saved. Thus, the SGM provides a highly subjective account of
the accumulation process, dependent for the most part on how agents perceive the future
in regard to profitability. Investment growth is in no way “structural” and requires deep
thinking, not only about agency, but about how the agents interact. Keynes’s arresting
analogy of a “beauty contest,” in which investors seek shares in firms only because they
believe others will find them attractive, is the key. Clearly, agency rather than structure
rules here, but not the atomistic agency of the standard approach. Second, output cannot
determine investment because the subjective nature of the investment decision would not
allow it. As just noted, perceptions of profitability are key to the structuralist account
of investment, and the additional capacity that would have been generated by spare
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output would surely reduce the inducement to invest, which itself would prevent any
spare output from arising in the first place. Since structuralists do not attempt to model
the “beauty contest” in any serious way, it follows that for the SGM, investment must
remain the independent variable of the system.’

Paradoxically, the standard model relies even more on structure to close the loop.
There, investment growth depends on output, which in turn is limited by the growth of
the factors of production. The model then depends on adjustments in the functional dis-
tribution of income to ensure that any spare capacity be fully utilized. Investment growth
is endogenized, but the model still depends, in a fundamental way, on a variable given
outside the system, the rate of growth of employment.

The standard model can be solved for the time path of the capital stock and we now do
so in a way that will be easily compared to that of the SGM above. With the investment
to output ratio given, it is a simple matter to rewrite equation (4) in continuous time as

= 8Kk =—K ©9)

where v is expressed as a function of the capital stock to allow for out-of-equilibrium
dynamics, as depicted in Figure 1.3.

Note that the path of v(K) depends crucially on what happens to labor and how labor
is substituted for capital along the path. This means that we must have some functional
form to describe the curvature of the isoquants in Figure 1.3. Take, for example, the
standard Cobb-Douglas production function. There the capital-output ratio is given by

y = (f)H) (10)

where B is the elasticity of output with respect to the capital stock, that is, the exponent
on the capital stock in the Cobb-Douglas equation or share of capital in total output.
Assume that we know the time path of L as Lye™, with n as the rate of growth of labor.
Substituting equation (10) into equation (9), we have

dK’
dt

where K’ = K", 8" = (1 — B)d, L, = a(l — B)L) P and n’ = n(1 — B). The transfor-
mation is made in order to emphasize the basic similarity with equation (7). Note that
the variables on the left-hand side are only slightly transformed versions of the originals,
while on the right labor has taken the place of investment.'?

Since equations (11) and (7) have the same form, it follows that the solution will be the
same as well. Therefore, we can immediately write

+8'K' = L (11)

! on't
0

K(l):n’+8’

+ Cle® (12)

where C' is a constant similar to C in equation (8). Since the rates of growth K’ and K
are the same by virtue of the constancy of B, we conclude that the constant C’ is positive
if the adjusted rate of growth of labor (1 — B)n is greater than the rate of growth of the
capital stock and vice versa.

Despite their having different drivers, investment growth in the case of the SGM and
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Figure 1.4  Adjustment to the steady state in the SGM and standard model

labor for the standard model, the models are strikingly similar. Both rely on the exoge-
nous determination of crucial variables of the system, parameters that are taken as given
rather than modeled explicitly as an agent-based decision-making process.

3.3 Transition to the steady state

We have seen that the two models are equivalent in the steady state, but how do they
behave in the transient part of the solution? Figure 1.4 shows that in fact the two models
approach the steady state in equivalent ways, with both C and C’ > 0. For the struc-
turalist model, the horizontal line is the rate of growth of investment. That same line
represents the adjusted rate of growth of labor, n(1—f) for the standard model. Again,
the similarity is evident; in both models, the capital stock adjusts to an exogenously
given rate of growth. As we have seen, the major difference is that the exogenous factor
in the case of the standard model, L, drives the growth rate of investment through the
production function. In the Cobb-Douglas production function the elasticity of output
with respect to labor growth is 1 — B. Since investment and output grow at the same
rate, investment in the standard model must then grow at (1 — B)n. In Figure 1.4 these
are equal by construction; therefore, the time path of the capital stock must be the same
for both models. Figure 1.4 shows the time path of the capital stock. How does output
respond in each of the two models? In the standard model, output grows as a weighted
average of labor and capital stock growth, with the weights as the marginal products of
the two factors of production. We then have

Q = QKI%_F QLI:

where subscripts indicate partial derivatives. With C’' > 0, labor growth is faster than
capital growth, so output growth is somewhere in between for the standard model along
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the time path. In the SGM, however, the fixed capital-output ratio ensures that output
growth is always exactly equal that of the capital stock. If the capital stock approaches
investment growth from below, then output must be growing more slowly than y and
vice versa if from above. In Figure 1.4, then, the standard model must be growing
faster than the SGM, and this turns out to be a fundamental difference between the two
approaches.

It is easy to see how this difference arises. In the SGM, the rate of growth of the labor
force must exceed vy, otherwise the labor constraint would eventually bind. Normally,
surplus labor accumulates without having any effect on output whatsoever. The stand-
ard model, by contrast, economizes on the scarce resource, capital, and will progressively
switch to a more labor-intensive growth path. With the same addition to capital stock,
but more labor, its firms will produce more than SGM. With more output available to
invest, the rate of growth of investment will accelerate. This transition will continue until
the rate of growth of the capital stock is just equal to that of the labor force. If the two
models pass through the same SAM on the way to the steady state, output per unit of
capital will necessarily be higher after the transition in the standard model. Evidently,
output lags behind in the SGM because it does not fully utilize available labor. We shall
see below that the SGM will lag even further if it fails to fully utilize capital, that is, if
capacity utilization is less than one.

3.4 Stability

With the growth rate of investment y taken as given, the SGM converges nicely to a
steady state, just as the standard model. In the standard model o is usually taken as fixed,
as the savings rate. In the SGM, however, the ratio of investment to capacity output, Q,
must be rising over time for C > 0 (and vice versa). Since oo = I/Q and Q grows at the
same rate as K because of the assumption of the fixed capital-output ratio, it must be the
case that o rises to an asymptote, as seen in Figure 1.4.

This movement of « is crucial to the stability of the SGM. If o were constant, the
inflow of investment into the capital stock would increase with the capital stock in exact
proportion. Since depreciation is also a fixed percentage of the capital stock, the capital
growth rate would be a constant o/v —8. It is immediately obvious that there is no mecha-
nism to bring this growth rate into equality with vy, unless by fluke. This is the famous
“knife-edge problem” that goes back to Harrod (1937). In a capital constrained SGM,
a fixed percentage of output cannot be plowed back as investment unless the model is
already in the steady state.

This raises the question of why must y be given. Could the level of investment be
given instead? Clearly, if the level of investment were a given constant, then its growth
rate would be zero. The economy would then be in a stationary state with capital stock
growth equal to zero. But what if investment were given as, say, a fraction of capacity
output? In that case, we would have the right-hand side of equation (6) constant, which
would immediately imply / = K. The model is then already in the steady state. Is the
system stable in the sense that if K departs from the growth path momentarily, growing
either faster or slower than its steady-state value, will forces then emerge to return it to the
steady state? The answer to this question is, unfortunately, no. If the capital stock were
to rise, then so too would capacity. If investment stood in fixed proportion to capacity,
it would also rise and K would increase. Now investment and the capital stock are again
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Figure 1.5  Instability in the capital-constrained SGM

growing at the same rate and the economy is in a steady state, but different from the one
from which it momentarily departed. Apparently, for a meaningful transient part of the
solution, the rate of growth of investment, not its level, must be given.

The instability is illustrated in the simulations of Figure 1.5. There the economy is in a
stationary state for the first ten periods. Between periods ten and thirty, a random shock
is introduced on «, altering the rate of growth of the capital stock. It is clear from the
figure that the shock sends the economy on a random walk. In the thirty-first period, the
shock is removed and the economy stabilizes again, but at significantly different levels of
the capital stock. This is the permanent effect of changes in the parameters of the model
that is much discussed in the literature (Skott, 2008).!!

We conclude that the standard model achieves stability through flexibility in the cap-
ital-output ratio while the capital-constrained SGM does the same by way of a variable
o. We have for the steady state

@5
14

(13)

{n’ if standard, o constant, v variable
v  if capital constrained SGM, v constant, o variable

It could be argued that both models produce unrealistic results. In the standard model,
capital intensity will decline until all those willing to work at the market wage rate are
employed. This is, of course, seemingly inconsistent with the experience of developing
countries, prior to the Lewis turning point. High unemployment rates can persist for
decades, despite low wages and surplus labor. The structuralist model, on the other
hand, does produce results consistent with high levels of unemployment. The problem is
that with a fixed capital-labor ratio, employment must grow at the same rate as invest-
ment y. With v less than n, the unemployment rate goes to 100 percent. At the end of
every period, more labor will have accumulated than the capital necessary to employ it.

3.5 Variable investment growth
So far it has been assumed that in the structuralist model, 7y is constant. A constant vy is
consistent with the Keynesian notion that investment is the independent variable of the
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system, but some SGMs allow y to vary, at least within a narrow range. In this section,
we show that this is only feasible to the extent that vy is bounded. If the rate of growth of
investment is higher than that of the capital stock, y must be bounded from above. If 7y is
less than K, ¥ must be bounded from below.

The most common arguments in the y function are capacity utilization, u, and some
measure of income distribution, either the wage-rental ratio or the profit share. We address
these sequentially beginning with capacity utilization. If there is no trend in u in the long run,
it follows that ¥ — (. Any variation in y because of changes in « can then only occur on
the transient path.'? Before the steady state equation (6) shows that & can only be non-zero
when v differs from K. When the former exceeds the latter, capacity utilization is rising, and
vice versa.!® Hence, a variable rate of investment growth along the adjustment path does not
upset the comparability of the two models in the steady state undertaken above.

Outside the steady state, the y function is almost always assumed to rise with u; the
exception is when commodity, labor or financial costs rise as well, reducing the rate of
profit and thus the incentive to invest, even though extra capital is needed. For the
moment, assume

vy = v(@) withy'(w) >0

As utilization rises, employment also increases and with it savings of firms or by house-
holds for retirement or to educate their children. Rising demand provides an incentive
for firms to expand investment, to add productive capacity or accumulate inventories.
But the first effect on savings must be stronger than the second on investment. Were it
not, an increase in investment would itself raise capacity utilization, which would, in
turn, raise investment producing an explosive cycle. Capacity utilization would quickly
exceed its unitary bound. That consumption does not grow in proportion to income is
known as the standard Keynesian short-run stability condition and is usually assumed in
SGMs (Taylor, 1983). Hence we have a continuous approximation

I = Io ey(u)r

where y must be defined by a functional form that follows

Y ifu=1
! {Y(u) ifu<1 (14)
where lim,_,,y (1) = 7.

If v depends on capacity utilization, then the investment growth line could shift up
as shown in Figure 1.6. For the first ten periods, vy is 3 percent, but then increases to
4 percent. The figure shows a smooth transition as capital stock growth also rises to 4
percent. In the process, capacity utilization rises from 80 to 90 percent. As u approaches
one, v approaches its limiting value, y. Thus a variable vy is consistent with the basic SGM,
so long as it has an upper bound as described in the conditions shown just above.

One way to ensure that the conditions above are indeed satisfied is to use the discrete
logistic function

Yiv1 = d)Yz(l - Yt)
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Figure 1.6 Growth of investment depends on capacity utilization

where @ is an adjustment parameter. When v is small, the quadratic term is close to zero
and y approximates an exponential growth path. If C > 0, an increase in the growth
rate of investment causes the growth rate of the capital stock to accelerate, but not pro-
portionately, according to equation (4). With a constant a, actual output does increase
proportionately and, thus, capacity utilization rises. This in turn causes v to rise.!# The
logistic equation ensures that y will not rise indefinitely. As y approaches its maximum,
Y, growth in y slows. Figure 1.7 shows a family of curves that could describe the adjust-
ment path of y. They start with different initial values, the lowest at y(0) = 0.01.

The logistic equation can be calibrated to give u = 1 at the steady-state growth rate
of investment as follows. Taking account of equation (6) with u = 1, the upper bound
must be

o
¥=——0.
Y %
And now convergence is simply a matter of calibrating the logistic function to this

bound. The logistic difference equation has a fixed point at

Y, = by (1 — 7).

If v is taken as given at y = 7y, we need only solve for ¢ to calibrate the model; we
have

1
b=1 %
So we need not specify a constant rate of growth of investment for a coherent SGM; all
that is necessary is a steady-state rate of growth of investment and the capacity utiliza-
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tion term generates no instability. Further if ¥ is set to equal the rate of growth of the
labor force, n, the standard model and SGM converge to the same steady-state level of
the capital stock and look very similar indeed. The SGM allows for less than full capacity
utilization along the transient path yet converges to long-run equilibrium with the rate
of growth of the capital stock equal to the growth of the labor force. This would elimi-
nate the main objection to the SGM noted above, viz., that the rate of unemployment is
100 percent in the long run.'>

3.6 Example

In this example, we calibrate an investment function that follows a logistic path such that
u = 1 when the economy is growing at 5 percent. Figure 1.8 shows the trajectories for
the growth rate of investment and capital stock, together with capacity utilization when
v grows according to the logistic function. The model passes through the base SAM, in
Table 1.2, with an initial capacity utilization of 0.8, and depreciation rate, 8 = 0.05. The
share of investment in output is calibrated from the SAM at o = 0.2. The fixed point
of the discrete logistic function is @ = 1.0526 so that investment growth converges to
vy = 0.05. In the figure, the y function of the model follows the lowest of the family of
curves in Figure 1.7, that is, with an initial value of y(0) = 0.01. After 80 periods, there is
still a gap between investment growth and the capital stock, but it narrows and capacity
utilization converges toward one.

3.7 The investment constrained SGM

So far we have argued that a fully coherent SGM must take the rate of growth of invest-
ment as the independent variable and that there are a variety of ways in which variable
capacity utilization can be built into the model. Since a time path for y implies a time
path for the share of investment in GDP, a, why not simply take o as given and let the
rate of growth of investment and capital stock adjust? In the capital constrained SGM,
we have seen that this deprives the model of a meaningful transition to the steady state. Is
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Table 1.2 A social accounting matrix

Firms Households Investment Total
Firms 400 100 500
Households 500 500
Savings 100 100
Total 500 500 100

Source:  Author’s calculations.

the same true when the model is investment constrained, that is, when the rate of capac-
ity utilization is variable?
To begin to address this question, rewrite equation (4) as

- 1 ou
K=—-6=—- 1
X ) " ) (15)
Once capacity utilization is less than full, no constraint binds. Is it then meaningless to
talk about an upper bound on investment given by how much the economy produces?
The usual account is that investment growth simply adjusts to subjectively determined
perceptions of future profitability. Typically the investment function takes the form

I=(a+ bu)K (16)
where « and b are given constants that (supposedly) capture “animal spirits” and the

responsiveness of investment to capacity utilization. Substituting the definition of capac-
ity utilization
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I=1[a+ b(YIQ)]IK

but since Y = I/oe and Q = K/v, we have

1 — bvla

Thus, if o is constant, it is immediately evident that / = K, the condition for steady
growth. Again, the model seems to be stuck in the steady state from birth, at least as
configured in equation (16). Any change in u or o will cause the model to move to a
new equilibrium, which will again be a steady state, as illustrated in Figure 1.6 above.
Introducing variable capacity utilization does not alter the character of the SGM, so
long as o is constant.

So if o is indeed variable, how might it be determined? First, there are obvious bounds
on o that must be respected; in particular capacity utilization must be non-negative with
an upper bound of 1. Thus //K must be in the range corresponding to u = [0, 1]

I (17)

(a+b)2é2a

which implies that 1 = o = (¢ + b)v. The smaller the level of o the larger is I/K, so (a +
b)v puts an upper limit on K. Since y cannot exceed K in the steady state, full capacity
utilization provides an upper limit on investment growth.

Stability is more problematic. In the SGM, output adjusts to investment according
to the rule that if savings exceeds investment, output falls and when investment exceeds
savings, output rises. Stability is ensured by the restriction that savings respond to an
increase in capacity utilization more than investment. Savings are usually taken to be a
function of output, so might the stability condition effectively put a bound on the y func-
tion? This possibility is discussed by Dutt (1997). Consider a steady-state equilibrium
in which capacity utilization is less than one. An instantaneous uptick in capacity will
increase y and cause K to accelerate. What forces are available to return the capacity
utilization to its initial level? Nothing really, as we have seen, the higher y will cause
the capital stock to adjust to a higher I/K in a new steady-state equilibrium. The only
available variable in the model that could restore the initial capacity utilization is «.
Differentiating equation (17), with o variable

X by .
1= a+ K
o — by

where the denominator of the first term on the right is positive by the Keynesian stability
condition. It now is obvious that o must increase so that the rate of growth of invest-
ment falls. The underlying economic reasoning for why this must occur is not usually
spelled out, but the impact is clear: for stability, a rise in capacity utilization in the steady
state must cause Y to fall even though this is inconsistent with the assumed motivation
for investment, that is, that investment respond positively to higher capacity utilization.
If investment rose faster than output, o would increase and the model would move to
another equilibrium as discussed above.

We conclude that the standard stability condition does indeed effectively provide a
bound for 7y, but does so in a way that is no less arbitrary than exogenously imposing
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an upper bound on the y function, as for example, does the logistic function studied
above. Moreover, the standard stability condition similarly deprives the system of any
meaningful adjustment process to the steady state, since it ensures that any equilibrium
is a steady-state. Imposing a stabilizing path on o means that any deviations from the
equilibrium level of capacity utilization will be restored. The short-term stability condi-
tion is at once a long-run stability condition, since the long run for the SGM is nothing
more than a sequence of short runs. This certainly distinguishes the two models, since in
the standard model, the transient part of the path can last for many periods, often in the
100-150 range. It must be concluded that the steady state plays a much bigger role in the
overall character of the SGM relative to the standard model.

It also seems fair to say that capacity utilization in the SGM is not a fundamental
determinant of investment since its range of variation is necessarily narrow. Changes
in capacity utilization provide an extra burst of growth when there is an independent
investment function. But unlike diminishing returns in the standard model, the inde-
pendent investment function works the wrong way, causing instability in the adjustment
process. The SGM is now clearly distinguished from the standard model in an important
respect. The second main difference, its treatment of labor, is discussed in more detail in
the following section.

4 The distribution of income

The functional distribution of income may provide the solution to the stability problem,
reducing the incentive to invest as factor supplies become less abundant, raising costs
and thereby reducing profit per unit of capacity. In the standard model, the treatment of
the functional income distribution is straightforward. If the rate of growth of one factor
exceeds that of the other, its relative return falls. Profit maximization ensures that more
of the abundant factor will be employed in production. Diminishing returns guide the
combination of factors to its correct level, with the marginal increment in costs equal to
the marginal increase in the value of output for each factor. Income distribution thus
plays a crucial role in the standard model, regulating the rate of growth of the capital
stock so that it eventually comes to equal the growth rate of labor.

Normally investment in the standard model depends on output, but when capital
accumulation is linked to profit rather than output as a whole, the standard model
adjusts more rapidly to differences in the relative rates of factor growth. If labor is
growing too fast, the marginal product of capital increases and with it the mass of profits
from which investment flows (and vice versa if labor is growing too slowly). Rather than
get in the way, income distribution assists the equilibrating process.

In the SGM, income distribution does not always move in a beneficial way. Say, for
example, that labor growth outstrips that of capital. With wages determined outside the
model, there is no natural mechanism by which capital accumulation can accelerate to
accommodate more abundant labor. The fixed relationship between capital and output
prevents stepped up utilization of labor. In the worst case, labor accumulates ad infini-
tum, as noted above, while capital accumulation proceeds unfazed.

In the standard model, factor shares are usually taken as given, either directly or
through a calibrated elasticity of substitution. In the SGM, initial factor shares are calcu-
lated from the base SAM. The factor shares in the SAM also determine mark-up, T. This
results from the simple price equation in the SGM. This usually takes the form
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where p is the price level and / is unit labor demand. Thus, if the rate of profit, r, is total
profit divided by the value of capital stock
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where B is the share of capital
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1+7

B

so that fixing the mark-up determines the profit share and vice versa. Profitability
depends on both the profit share and capacity utilization. The wage-rental ratio, ® =
(wlp)Ir, for the SGM can then be expressed as

L

B
As either the profit share or capacity utilization rises, the wage-rental ratio falls. A rise
in u in turn implies that 7 must be greater than K. Once at full capacity utilization, the
wage-rental ratio is fixed and again the SGM closely resembles the standard model. In

the latter model, with Cobb-Douglas technology, the wage-rental ratio depends on the
fixed capital-labor ratio and the shares of income of the factors of production

w=(lgﬁ)k

where k = KJ/L. But since v/[ is also k, equations (18) and (19) give the same value for o
when u = 1.

Thus, with a constant B, the wage-rental ratio normally declines with u. But the
profit share might also erode due to increased costs as utilization increases. If so, ®
can increase as the model approaches the steady state, and even overwhelm the effect
of rising capacity utilization. Rising costs would then reduce vy, enhancing the stability
of the system. In that case, SGM would come to more closely resemble the standard
model, with class conflict replacing diminishing returns to ensure the stability of the
system.

Bhaduri and Marglin (1990) note that any increase in the real wage will depress the
profit margin, that is, the mark-up, and thus the profit share. Aggregate demand will rise
or fall depending on the impact of the falling B on investment. A lower profit share will
weaken the incentive to invest, so that a higher wage rate increases consumption, but
reduces investment. The balance of these forces determines the effect of an increase of
the real wage on output. The derivative ug is said to depend on deep structural features
of the economy called, somewhat infelicitously!®

()

(18)

(19)

< 0 stagnationist or wage-led
uy = i .
B > 0 exhilarationist or profit-led.

Since neither § nor u# can have a trend, these structural features only matter in the short
run. Moreover, exhilarationist configurations are stabilizing but stagnationist ones are



36 Handbook of alternative theories of economic growth

not. To see this, consider an economy in the steady state with full capacity utilization.
Now introduce a negative demand shock, so that u < 1. This lowers employment and
output. If there is a strong investment response to the rising profit share, the economy
will return to full capacity utilization. If the economy is stagnationist, the demand shock
is more likely to be permanent and capacity utilization will remain below one on a new
steady growth path.

The theory of how the profit share moves is not well defined in the structuralist
framework. It is not, for example, tied to the capital-labor ratio as in the standard
model. There might be a “target” w, that corresponds to a “normal” profit share that
occurs at full capacity utilization, but it is not clear how that target is determined or, in
particular, why it would be respected.!” It is sometimes argued that o is given by some
exogenous process, such as the “class struggle,” or that the real wage is fixed by some
biological minimum, as in the classical Marxian model. There, increases in the share of
profits cannot be tolerated, since starvation would reduce the supply of workers, eventu-
ally causing the labor constraint to bind. Since the labor constraint does not bind in the
structuralist model, it follows that P is exogenously bounded at some upper limit.

An early SGM that employs a variable profit share is due to Taylor (1983). In this
model, labor is initially in excess supply, but then eventually becomes scarce, driving
up the wage as capacity utilization nears one.'® Investment growth then converges to its
steady-state equality with capital stock growth. The key to the stability of this model is
to make investment more sensitive to the profit share than to capacity utilization so that
near full capacity utilization vy falls.

As in the previous section, investment is first defined as a level rather than by way of
its growth rate y

1 X A A

L =/®ory=7+&k (20)
where / must be equal to zero in equilibrium. Accumulation is set as a fraction of
profit, which is in turn a fraction of income. Practically, this amounts to the same thing
as setting o, since the fraction of profits devoted to accumulation is usually taken as a
fixed and given constant. Thus, the multiplier depends only on the profit share B, which
is distinguished from o as a share of total output.'

With the multiplier in hand and the constant labor coefficient, /, employment relative
to full employment L can be defined as

LIL = 1~
BI
where the fully employed labor force is assumed to be growing at some constant rate n.
Substituting equation 20 normalized by L
L_ Bk

1 p

where k = K/L. The crucial assumption is that as the employment fraction approaches
one, labor’s improved bargaining position causes the share of profits, B, to fall. Thus the
equation of motion for f is
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p
with > 0 as the adjustment coefficient. Taylor notes that there must be a strong positive
investment response for stability, and we shall see that this is indeed true. As [ increases,
f(B)/B must increase, rather than fall, if employment is to rise. For employment to
increase with a rise in profit share requires, then?

dif@)/Bl _ Br® —s® _
dp p?

@1

0

or
L_B®
1)

where € is the elasticity of /' with respect to the profit share. B

Finally, we normalize equation (4) to the full employed labor force, L, so that all vari-
ables are expressed on a per capita basis. This is often done in the standard model and
makes for easy comparison. The SGM can now be expressed as a simultaneous system
of differential equations®!

> 1

k.
P /B —8—mn (22)

B= e{l - lkféﬁ)} (23)

where n is the growth rate of the labor force.? B

The state variables of this system are the capital-labor ratio k = K/L and profit share
B, while the jump variable is I/K = f(B). Thus, at the beginning of each period, k and B are
known from the previous period and generate new levels of investment and employment
for the current period.

The long-run solution to the system of equations for the model is obtained by setting
the right-hand side of equations (22) and (23) equal to zero

fSB) = 5[; n (24)
ST

where a functional form for f must be assumed in order to get an explicit solution.
Figure 1.9 shows a calibrated example, with f{B) as described in the example below. In
the model with a constant B, the system would come to rest somewhere along the k = 0
isocline in Figure 1.9. But with a variable f, if it turned out that there was less than full
employment, the profit share would increase. This would in turn stimulate investment,
which through the multiplier would raise income and, with a constant labor coefficient,
employment. At the same time, investment raises the capital stock at some growth rate
K. If this latter rate exceeds n, the capital-labor ratio increases. The solution trajectory
then departs the k& = 0 isocline to the northeast.
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Figure 1.9  Adjustment in the SGM

Equilibrium occurs when the rate of growth of investment and capital are both equal
to the exogenously given rate of growth of the labor force, n. At that point, the capital—-
labor ratio is constant and there is full employment of the labor force. As a result there
is no tendency for income shares to change.

The Jacobian matrix of the right-hand side of the system of equations (22) and (23) is
used to formally evaluate the local stability of the system around the steady state. Thus,
the Jacobian is evaluated at full employment and full capacity utilization

7= fB) —d—n 7B
—elfgi) - ezfgj)@ — 1)

where the J;, term of the Jacobian is zero in the steady state. Local stability depends on
two conditions, first that the trace of the Jacobian is negative; that is, J,; + J,, < 0. For
this condition to hold, we must have € > 1. The second condition is that the determinant
Judy — Jindy = f 1k > 0, which is automatically satisfied, so long as the economy is
exhilarationist.

Figure 1.10 shows the time paths for the rates of growth of investment and capital
stock implied by the adjustment process shown in Figure 1.9. The figure shows that
the initial values of k and B are far from their steady-state values. While the trajectories
exhibit significant variability initially, they eventually settle down and begin to come
together by the fiftieth period. Employment and capacity utilization also converge as
well, both to 100 percent.

There is a counterpart to this adjustment process in the standard model. Consider what
happens there when the steady state is perturbed in Figure 1.3. The perturbation might
take the form of the destruction of some part of the capital stock. The model then starts
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Figure 1.10  Adjustment in the structuralist model

at Ly, K, and during the following period, capital expands to K;, because of the invest-
ment during the year. In the diagram, labor is held fixed and so capital obviously grows
more rapidly than labor. The relative factor—price line must rotate in a clockwise fashion,
increasing the wage-rental ratio. With a constant share of output devoted to capital
accumulation, the rate of growth of capital declines until it again equals that of labor.

In the SGM example, the process is very closely related. All profit is invested, but
profit itself is driven lower as wages rise with higher employment, and capital stock
growth slows as a result. Figure 1.9 shows that the system follows a stable focus with
both the profit share and capital-labor ratio first rising and then falling as the equilib-
rium is approached. What prevents monotonic adjustment to the new steady state? It
is essentially that in the structuralist model, investment responds to profitability rather
than output as a whole and is therefore more volatile. In Figure 1.3, investment drives
the capital stock from K|, to K|, but the wage-rental rate increases so much that the
next increment to the capital stock is less and may even fall. If labor growth is constant,
employment fluctuates dramatically as shown in Figure 1.9. Instead of a smooth increase
in the capital-labor ratio, k also increases rapidly and then falls back as the capital stock
and labor growth rates come together. Of course the fall in § would not affect profitabil-
ity so dramatically, were the labor coefficient, /, and capital-output ratios not constant.

It is probably fair to say that this version of the SGM meets the standard model more
than half way, in that it allows for full employment in the long run but with less than full
capacity utilization in the short run. We might therefore want to refer to the model as
a hybrid structuralist-standard model since like the standard model, it must ultimately
adjust to an externally given rate of growth of the labor force.

4.1 Example

Consider the SAM in Table 1.3 and the additional information in Table 1.4. How
can an SGM be calibrated to this data that converges to full employment and capac-
ity utilization? The first step is to specify a functional form for f{B). There is very little
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Table 1.3 A social accounting matrix

Firms Households Invest Total
Firms 400 100 500
Households 500
wages 400
profits 100
Savings 100 100
Total 500 500 100

Table 1.4 Additional data for calibration

Base SAM Steady state
Capacity utilization 0.8 1
Growth of the labor force 0.03 0.03
Adjustment parameter 6 0.015 0.015
Employment ratio 0.8 1
Depreciation rate 0.05 0.05

Source:  Author’s calculations.

guidance here from theory and indeed there is no guarantee that the function actually
exists. But suppose that an econometric exercise were able to establish that the elasticity
of investment with respect to the profit share was equal to 2. A simple functional form
might then be

JB) = zp? (25

where z is a calibration constant. With full capacity utilization, the steady-state f is
constant and equal to & + n = 0.08. We also know that

P = 0.08
v

where B, is the steady-state value for B. Since equation (25) must also hold for this , we
can eliminate f3,, to find

1
0+ n

vz =

The initial SAM must also be consistent with equation (25), however, and that requires
that the capital-output ratio be set in the calibration process. It must be true that

I()

20— e

T
where the zero subscript indicates the value in the base SAM. With knowledge of the
initial value of capacity utilization, we have
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where the initial profit share, ,, can be read from the SAM, and is 0.2. Solving these
last two equations simultaneously, we find that v = 3.13 and z = 1.28.% From these
two parameters, the rest of the model can be calibrated. The initial level of capital is
K = vQ = vYyu, or 1953.1, where Y, and u, can be read from the data tables. The
labor force is then 400/0.8 = 500 so the initial capital-labor ratio is £ = 3.9. Figures
1.11 and 1.12 show the results. These figures plot two adjustment speeds, one for 6
= 0.15, and a slower one with 6 = 0.015. Note the significant impact on the trajec-
tory that the adjustment speed has. In the fast case there is very little overshooting of
capacity utilization or employment compared to Figure 1.9, even more in line with the
standard model.

zZv

4.2 Other stabilizing mechanisms

The Taylor model is just one of many structuralist examples in which some additional
mechanism is employed to reverse the instability introduced by the capacity utilization
term. In an early model by Dutt, for example, monopoly power is used to set  in a
stabilizing fashion (Dutt, 1984). There the mark-up follows a concave path with respect
to capacity utilization, rising first as industries are concentrated. The mark-up then
falls as excess profits attract entry and foreign competition, or state imposed anti-trust
mechanisms take effect.

Similarly, Taylor offers a model in which inflation is introduced directly into the
investment function in order to arrest the explosive effect of capacity utilization (Taylor,
1991). There, full capacity utilization causes inflation to accelerate and this effect over-
comes that of rising u. Skott introduces the cost of finance, through a “financialization”
effect to serve the same purpose. Setterfield and Lima have central bank policy, through
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Figure 1.12  Fast adjustment of the profit share

the effect of inflation targeting, playing the role of rising wages in the canonical model
of Taylor (1983).

Anytime an adjustment speed is introduced, the path of the model will depend on
both the initial conditions and the adjustment parameter. In principle then, this adjust-
ment parameter should be explained within the structural theory of the model, although
it rarely is. Frequently, the stability properties of the model depend on the size of the
adjustment parameter, in that it cannot be “too big.” A stable adjustment process
with an appropriately sized parameter is then just another way to impose a bound on
the growth rate of investment.?* One can calibrate the model to actual data to deduce
its value. The path then depends on the initial SAM as well as how fast the adjusting
variables dampen out.

4.3 Path dependence, multiple equilibria and hysteresis

Dutt argues that path dependency is an important characteristic of realistic models,
since intuitively, “the destination depends on what happens along the way” (Dutt, 2005).
While this assertion is hardly self-evident, Dutt marshals a number of convincing argu-
ments that hysteresis, or irreversibility, is common in most real economies. Hysteresis,
first applied to magnetism, implies remanence: a shock to an economy, followed by an
equal and opposite shock, will not restore the model to its original equilibrium. This will
be generally true in models for which the initial conditions play a role in the determina-
tion of the steady state of the model. Since shocks alter the effect of the original initial
conditions, it follows that the model will not necessarily return to its original equilib-
rium of when the shock is reversed. Initial conditions are also important when there are
multiple equilibria, since they can determine which of the equilibria are selected.

The standard model does not exhibit any of these characteristics since it converges
to a unique globally stable equilibrium. More generally, the standard model is ergodic
in that it “shakes free” from the influence of its past state, even when its parameters are
stochastic (David, 2000). Ergodicity is usually considered an important characteristic
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of stochastic models, since it is then possible to reach any state of the model from any
other state. Where one starts does not exclude any particular destination. Data col-
lected from ergodic simulations are therefore free of any bias imposed on the model
by its initial conditions. Ergodic models are free from bias in a more profound sense:
nothing that the underlying agents do is affected by anything other than the behavior of
the agents themselves, either collectively or individually. Hysteresis can still be present,
but there is nothing that guides the behavior of the model from above. The standard
model is, of course, constrained from above by the rate of growth of the labor force. A
fully ergodic model would have the decision of whether to join the labor force, or indeed
population growth itself, would be determined from the ground up, that is, by the agents
themselves.

Dutt notes that in order for structural history to matter, it is necessary for a model
to have either multiple equilibria, a continuum of equilibria or exhibit hysteresis. The
first and third rely on a detailed analysis of agent behavior, while the second, as we have
seen, is a property of the pure structuralist approach, with investment growth linked to
capacity utilization (see Figure 1.5). Dutt goes further to argue that hysteresis is very
common, with the absence of hysteresis “a rarity.” Hysteresis is grounded in individual
agent decision-making, rather than imposed structure. Hysteresis derives from hyster-
ons, model elements that switch on or off depending on local circumstances, neighbor-
hood effects, time delays, biases arising from the availability heuristic and other forms
of bounded rationality. Irreversibility due to loss aversion means that the direction of
change influences the magnitude of change. These arguments are based on behavioral
regularities rather than aggregate structural features. Apparently for structure to really
matter, agency must be considered in very careful ways.?

Practical structuralist models are calibrated to an initial SAM and then adjustments
are made to the behavioral parameters until the model tracks historical data reason-
ably well (Gibson and van Seventer, 2000; Lovinsky and Gibson, 2005; Taylor, 1990).
Policy analysis can then be conducted around the calibrated path and recommendations
tailored to the relevant structural constraints of the target economy can then be made.
Indeed, this is why structuralist models are structuralist. A model with an investment
function calibrated in this way is ipso facto “path dependent” in that were it adjusted to
track a different set of data, it would have a different y and therefore converge to a dif-
ferent steady state. Whether the logistic equation is engineered to produce full capacity
utilization in the steady state, as above, depends on the time frame for which the model
is to be employed.

The discrete logistic y function is just one of many functional forms that might be
used to describe the time path of investment. It has two fixed points, a trivial one at zero
and one at y = (k — 1)/k, as seen above. The first is a repeller, that is unstable, while the
second is an attractor, or stable equilibrium. Since there is only one attractor, the initial
conditions do not matter; all roads lead to the same destination. Iterative models that
have attracting fixed points, found by way of numerical simulations, allow calibrated
parameters to determine the steady state. Small changes in policy variables do not send
the model off on wholly different trajectories, and thankfully so.2° Other plausible func-
tions to describe investment growth may well have more than one attractor and thus the
initial conditions would indeed matter. Depending on the initial SAM to which the model
is calibrated, a difference equation simulation could converge to one of any number of
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equilibria. Examples include tangent and pitchfork bifurcations, in which fixed (or peri-
odic points) appear for certain parameter values, come together and then disappear for
others. Parameter changes can change a repelling fixed point into an attracting or neutral
one, or vice versa.

“Lock-in” that derives from coordination failure has been discussed by Setterfield and
others (Setterfield, 1997).2” Lock-in is a stronger property than remanence and hysteresis
in that it refers to how equations of motion are themselves formulated. It is one thing
to say that hysterons lead to non-ergodicity in models so that when the model arrives at
some states, other states are not available (Durlauf, 1996). It is another to ignore forces
that might build to break out of the locked-in equilibrium. Indeed, lock-in has been chal-
lenged by Liebowitz and Margolis, among others, on the grounds that if the “unavail-
able” states were Pareto superior, then presumably they could be found (Liebowitz and
Margolis, 1994). Random experimentation in reinforcement learning models can bring
this about (Sutton and Barto, 1998), as well as the standard compensation principle to
allow trading to the new equilibrium even when some agents are locally worse off.

Good modeling is good modeling and so it is incumbent upon both structuralists and
those attracted to the standard approach to think more deeply about the component
parts of the model. Structuralists should strive to model precisely how the decisions
of agents in the past have produced the structures that constrain agents of the present.
These may be rational, or indeed, “predictably irrational” to borrow a fashionable term
from behavioral economics, but they most assuredly must be predictable to some degree.
The standard model clearly requires more attention to bounds on rationality and the
speed with which markets adjust.

Finally, there is nothing to say that the SGM really needs to focus on the adjustment
process to a steady-growth full employment, full capacity utilization equilibrium. The
structuralist model, shorn of these moorings, is a fine model with which to simulate an
economy. Fine, so long as one is confident in the forecast for the investment path as well
as the structural rigidity of the productive structure. Above all, labor can have no mean-
ingful role in determining output and the rate of unemployment can increase or decrease
with no direct feedback on the capital-output ratio. These are all significant assump-
tions, of course, and probably explain why the structuralist model is often referred to as
a medium-run model, that is, not really designed to capture the “long run”, in which the
economy is fully adjusted to factor availability.

5 Conclusions
What then is the essential ingredient that makes a model structuralist? It has been argued
here that both the standard and structuralist models rely on an exogenous independent
variable. In the case of the standard model, it is the growth of the labor force. For the
structuralist model, it is rather the animal spirits component in the growth of investment.
In the case of the latter model, part of the structure is the investment climate, but it is
not amenable to full theoretical treatment. It is inherently subjective, historical or other-
wise, locally determined and not subject to treatment within the standard optimization
framework.

The capital stock will only achieve steady growth when investment and the capital
stock are growing at the same rate, and this is true for models of either stripe. Steady
growth of the capital stock, at whatever rate, therefore necessarily implies steady growth
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of investment. All the feedback that arises from the short-run equilibrium between
savings and investment must therefore dampen out when the model reaches the steady
state. One of the major hurdles of the structuralist framework is getting the effect of
capacity utilization on the growth path of investment to dampen out as the model
reaches full capacity utilization. Here the shortage of capacity is at its greatest and one
would expect that investment would surge. In fact, other forces must always come into
play to keep investment in check.

The irony of the structuralist model is that these forces are themselves rooted in short-
run reactions of variables with significant degrees of freedom, variables that cannot be
determined structurally. Agency must intervene and structuralists have conceded to this
point to various degrees and in a multiplicity of ways. Other contributions to this volume
show this can be done in interesting and creative ways, but it has been the purpose of
this chapter to show more precisely how and why a comprehensive theory of individual
agents making investment decisions is necessary.

Notes

1. Thanks to Diane Flaherty, Mark Setterfield, Roberto Veneziani and the members of the Analytical
Political Economy group, Queen Mary University, London, for invaluable comments in the preparation
of this chapter.

2. An important exception to this is Setterfield and Budd (2008). See also Gibson (2007).

3. Most structuralists, post-Keynesian and Kaleckian writers, ignore factor substitution or the choice of
technique problem. There are exceptions, see for example Skott (1989). Mostly, however, the production
function that governs the path of the capital-output ratio in the standard model is absent and without a
production function, the default option is to assume a constant capital-output ratio. Unfortunately, this
assumption is flatly contradicted by the historical record; see Mohun (2008) and references cited therein.

4. Thatis, K is the growth rate of the capital stock, or K, /K,—1.

5. The stationary state is then just a special case of the steady-state growth in which the growth rate is
Zero.

6. Alternatively, if we knew the growth rate of investment, say from the SAM in the following period, we
could determine the capital-output ratio. If, for example, investment is growing at 4 percent per year and
depreciation is 5 percent, I/K must be 9 percent. If o can be read from the SAM, say at 18 percent of GDP,
then the capital-output ratio would be 2 percent for steady growth.

7. Proof: C>0—>K,— I/(y +8) >0—>y> 117‘1 — &. If the growth rate of investment is /ess than that of
the capital stock, then the constant is negative and the growth rate of the capital stock is slowing down as
the system approaches equilibrium.

8. Let v’ be the capital-output ratio for the standard model and v be that of the structuralist model. From
equation (2) we have

so if they pass through the same SAM, v = v'.

9. TItis possible to define a capital constrained SGM for which the two Keynesian principles are held in abey-
ance, such that income is determined by the time path of the capital stock. We will see shortly, however,
that it is not possible to have a constant fraction of output devoted to accumulation in the capital-
constrained model without introducing instability. See section 3.6 below.

10. But why is labor multiplied by the factor (1 — )? One way to think of this is that in the SGM, investment
had a direct effect on K, but now labor growth must be filtered through the production function before
it affects the growth of the capital stock. The production function must be reduced by a to get to invest-
ment. The growth rate n is reduced for the same reason: the impact of labor growth on capital accumula-
tion is diminished by its co-participation in production.

11.  Some structuralists view this as an advantage of the methodology, that there is path dependence in the
model, in that where the economy ends up depends on the path taken (Dutt, 2005). See section 4.3 for
further discussion.

12. It makes no conceptual difference whether full capacity utilization is defined as u = 1 or u = i1, where
the latter is defined as some “normal” or “desired” utilization rate. Lavoie et al. (2004) have argued
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that the desired rate can be determined endogenously, but in each case the long-run equilibrium is
defined exogenously. Actual utilization deviates from desired by some rule that reduces desired uti-
lization until it is consistent with the expected y. Skott (2008) notes that this generates a stable two-
equation system that converges to some y and . But this adds nothing to the determination of 7y since
whether u converges to one or some other given number makes no difference to the necessity that it
converge. .

While it would be formally possible to have # just equal to the difference between y and K, this cannot
persist in the steady state since # would display a trend. Since u is bounded by one, a trend in « seems
infeasible. Critically damped cycles are, however, possible and would give rise to cyclical behavior of u.
When C < 0, the process unfolds in reverse and u falls continuously.

The logistic approach is but one way to impose the order on the y function that all SGMs must do. It is,
for example, possible to make v, follow a path that explicitly depends on u, but with the effect dying out
asymptotically. This can be accomplished with the negative exponential function.

Yy =7+l —e]

where @ is an adjustment factor. Note that when u = 1 the rate of growth of investment is y. Simulation
of a model that employs this functional form produces results similar to Figure 1.6, except that there is
some curvature in the investment growth rate.

The distinction does not normally arise in the standard model, but it can. If investment is taken to be a
share of profits, as it is for example, in its golden rule version, then the standard model is by definition
exhilarationist or profit led (Barro and Sala-i-Martin, 2004). But if investment rises with the share of
labor, then the standard model can also be stagnationist. The usual way in which the standard model is
designed produces neither result, since investment is a fraction of total output and is not responsive to
changes in its distributive components.

One argument is that competition, domestic or foreign, imposes limits on the movement of ®, which in
turn implies limits on the profit share. Another is that profit and wage shares are structurally determined
and evidence from the historical record is adduced to support the idea that they are constant and do not
fluctuate much. This argument is somewhat self-referential since shares cannot, by definition, have a time
trend.

See Ros (2003) who uses imported inflation to the same effect, arresting the growth in investment as
capacity utilization nears one.

Note that f'can be written as function of f alone without loss of generality since now

fB) = I/K = Bulv

from which u is determined as a function of . The wage-rental ratio is also implicitly present, since with
both B and u known, ® is determined by equation (18).

This says that the response of investment to the profit share is very large. If B is 20 percent, moving from
a profit share of 0.4 to 0.41 would have to give more than a 5 percent increase in the rate of growth of
investment and from 0.4 to 0.5 would give an increase of 50 percent.

The original model is embedded in this system of equations. Drop the second equation and hold f con-
stant, as it usually is, and the equilibrium condition reduces to equation (2) with y = K. If y is greater than
n, unemployment must be falling. The second equation slows down the growth of investment, given that
a rise in //k reduces B. The negative relationship between B and vy is then stabilizing.

The first of these two equations is strikingly similar to the standard growth differential equation,
expressed in per capita terms

k=sft) —n—35 (23)

where the term sf(k) simply describes how much of total output is saved on a per capita basis.
The solutions are
po P g™
u,(8 + n) T
Dutt shows that this can be done when introducing the expected rather than actual rate of profit into the
I/K function (Dutt, 2005). He lets
dr¢

Eze(r—i")

be the adjustment of the expected profit rate , r¢ to the actual, r.
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25.  Setterfield and others have raised the question of whether models that solve simultaneously for all vari-
ables can be path dependent in the same way, as say a random walk (Setterfield, 2001).
26. Consider this:

The existence of sensitive dependence in dynamical systems has profound implications for scientists
and mathematicians who use difference or differential equations as mathematical models. If a given
system exhibits sensitive dependence on initial conditions, then numerical predictions about the fate of
orbits are to be totally distrusted [emphasis added]. For we can never know the exact seed or initial con-
dition for our orbit or solution because we cannot make physical [or indeed social! BG] measurements
with infinite precision. Even if we had exact measurements, we could never carry out the necessary
computations. The small numerical errors that are always introduced in such numerical procedures
throw us off our original orbit and onto another whose ultimate behavior may be radically different
(Blanchard et al., 2002, p. 685).

27.  See Setterfield (2001) and references cited therein.
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2 The classical theory of growth and distribution
Duncan K. Foley and Thomas R. Michl

Since the purpose of this chapter is to locate the classical theory of economic growth in
relation to both Keynesian and mainstream neoclassical theories of growth, we begin
with an overview of the problem before elaborating the theoretical frameworks and
examining their interrelationships.

Economic growth is the cumulative increase in the productive power of human labor
effort to meet human needs through changes in the scale and technology of production,
the acquisition of skills and knowledge, and the accumulation of means of production
such as tools, buildings, and transportation systems.

Economic growth was slow and irregular for most of human existence, up to the emer-
gence of industrial capitalism in Europe starting in the fourteenth to sixteenth centuries
CE, though the comparison of the Roman or Chinese empires with Stone Age societies
shows that substantial economic growth cumulated over many millennia. A dramatic
acceleration of world economic growth occurred starting in Europe at the end of the
Middle Ages, which has spread to the whole world economy over the last 500 years.
Economic growth in this period is based on the organization of a complex division of
labor through the exchange of products as commodities bought and sold in monetized
markets, the spread of the institution of free wage labor, the establishment of private
property rights in means of production including land and natural resources, the emer-
gence of strong national states with effective legal and regulatory systems, and the sys-
tematic application of scientific methods to the improvement of productive technology.

It is useful to classify theories of economic growth in terms of the key factor that
they identify as limiting or constraining growth. The main candidates for limitations
on growth are natural resources (land), human resources (skilled and knowledgeable
workers), produced resources (capital), and aggregate monetary demand. The early clas-
sical economists emphasized constraints arising naturally, such as the limited availability
of fertile land, but their analytical framework envisions growth as a self-regulating activ-
ity in the absence of such external constraints, limited only by the ability of the economy
to manufacture its own resources on an expanded scale. This vision of growth as a kind
of bootstrap operation remains vibrant among modern followers of the classical econo-
mists. To a lesser extent, it also informs the New Endogenous Growth theorists that
have broken off from the mainstream neoclassical model. The mainstream neoclassical
theory of growth takes human resources as the ultimate constraint on growth. A central
tenet of neoclassical growth theory is that capitalist economies fully employ the available
labor force in the long run and that the labor force evolves independently of economic
growth. The rise of Keynesian economics in the last century introduced a new potential
constraint on growth: insufficient growth of aggregate demand. While both the modern
classical economists and the neoclassical economists acknowledge this constraint over
short time horizons, a substantial school of demand-constrained growth theorists insists
that aggregate demand cannot be ignored, even in the long run.

49
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1 Classical political economy

Classical political economy, whose outstanding figures are Adam Smith, Thomas
Malthus, and David Ricardo, building on the analytical foundations provided by its
physiocratic predecessors, developed a comprehensive theory of economic growth within
the framework of capitalist economic institutions. The basis of this theory is the organi-
zation of production through a division of labor sustained by the exchange of products
on markets. Through their ownership of means of production (factories, mills, mines,
transport) capitalists organize the productive effort of workers hired on wage contracts.
Because wages on average represent a fractional claim on real production (and a smaller
money value than the whole value created through production) capitalists can appropri-
ate a profit. Competition among capitalists leads them to re-invest a large fraction of
these profits in expanding production, which increases employment, extends the social
division of labor, and raises the productive power of labor. This virtuous cycle explains
the surge in economic growth associated with industrial capitalism. Individual capitalists
also have strong incentives to seek out cost-reducing technical innovations, which secure
higher-than-average profits to their first adopters. Thus industrial capitalism institution-
alizes the process of technical change, eventually leading to the systematic organization
of scientific and engineering effort toward strategic cost-reductions in the economy. High
wages tend to channel technical change toward labor-saving innovations which reduce
labor costs to capitalists.

In this classical political economy perspective, the growth of human population is a
consequence of economic growth. To the extent that the accumulation of capital out-
paces labor-saving innovations, the demand for labor grows, leading to higher wages,
and hence to an increase in population by reducing infant mortality and attracting
migration from less-productive regions and societies. Improvements in nutrition, sanita-
tion, and basic medical care that accompany industrial capitalism also reduce mortality
and increase population.

Classical political economy is divided in its projection of the long-run tendencies of
economic growth based on capital accumulation. Smith foresaw a gradual rise in wages
keeping pace with labor productivity, and hoped that the widening division of labor and
technical ingenuity could overcome resource limitations on economic growth indefinitely.
Malthus and Ricardo emphasized the limits to growth inherent in limited supplies of land
and other natural resources that could eventually choke off economic growth through the
operation of diminishing returns that cannot be offset by a widening division of labor and
technical innovation. Karl Marx, who based his theory of revolutionary change on the
classical political economic analysis of capital accumulation, foresaw limits to capitalist
economic growth arising from the social class divisions on which industrial capitalism
rested, and leading to a new phase of economic growth organized through socialism.

The central regulating factor in the classical political economists’ theory of economic
growth is the division of value created (or value-added) in production between wages and
profits. Economic growth paths on which the wage share in value added continually rises
or falls are not sustainable. If wages grow less rapidly than labor productivity, the wage
share approaches zero, and the social contradictions of capitalism become unmanage-
able as workers’ contribution to aggregate demand vanishes. If wages grow more rapidly
than labor productivity, the wage share approaches unity and the profitability of produc-
tion vanishes, taking with it the incentives to organize and improve production that drive
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economic growth. The average rate of profit, r, which regulates the capitalist economic
growth process, can be expressed as the product of the profit share (which is one minus
the wage share, denoted by the Greek letter @) multiplied by the ratio of value-added to
the value of the capital stock (sometimes called the productivity of capital), denoted by
the Greek letter p:

r=(1-w)p ()

If the proportion of profits reinvested is s, the rate of growth of the capital stock is

g:Spr:Sp(lfw)p (2)

The rate of growth of employment, e, which ultimately regulates the rate of growth
of population, #, in the classical theory of economic growth, is the rate of growth of the
capital stock less the rate of labor-saving technical innovation, y (assuming a constant
productivity of capital):

e=g-Y (€)

This three-equation framework in seven variables can be elaborated as a determi-
nate model of economic growth paths under assumptions of closure specifying the
mechanisms determining four of the variables (o, p, s,, and y), either as exogenously
given parameters or as outcomes of more complex economic interactions. For example,
the rate of labor-saving technical change may be treated as exogenously given or as
endogenously regulated by the availability of labor.

Modern theorists often utilize the concept of the effective labor force, which is the
natural labor force adjusted for any changes in technology that enhance the productive
power of each actual worker. We will make frequent reference to the rate of growth of
effective employment (e + ) and the rate of growth of the effective labor force (n + 7).

Classical political economy sees economic growth primarily as a process of trans-
formation of individual economies. International trade and investment bind separate
economies into a single world economic system, and mediate the differences in pace
and intensity of economic growth in individual economies. The world economy grows
because its component individual economies grow. Marx in particular is prescient in
recognizing that economic growth of individual capitalist economies can only be under-
stood as aspects of a world-wide process of social transformation of production.

2 Keynesian growth theories

The theory of economic growth, with a few important exceptions, such as work in the
Marxist tradition, Allyn Young’s interest in increasing returns phenomena, and the work
of the German historical school on the institutional foundations of capitalist economic
growth, went into eclipse in the final decades of the nineteenth and the first decades of
the twentieth centuries. Theoretical interest in economic growth revived, however, with
the appearance of Keynesian economics on the intellectual stage as a response to the
world-wide economic crisis of the depression of the 1930s. Keynes’s General Theory of
Employment, Interest, and Money proposes a theory of the determination of employment
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and economic output based on the analysis of aggregate demand, rather than on the
analysis of the growth of inputs to production and improvements in technology. Keynes
takes the utilization of productive capacity, u, as a variable fraction between 0 and 1. The
actual value of net output per unit of capital value thus becomes up, and is determined in
the short run by the demand for consumption goods on the part of workers and capital-
ists, and the demand of capitalists for investment (abstracting from government spend-
ing and international trade). If workers’ propensity to save out of wage income, wup is
s,,» workers’ consumption is (1 — s, )oup, and capitalists’ consumption (1 —s,)(1 — ®)up,
both expressed per unit value of the capital stock. Keynes’s innovation is to argue that
capitalists’ decisions to invest are independent of social saving, so that the growth rate of
the capital stock (abstracting from depreciation), g, is exogenously given in the short run.
The actual net output per unit value of capital thus satisfies the equation up = (1 —s, )oup
+(1—s,)(1 - @)up + g, which can be solved:

up = gl(s,@ + s,(1 —w)) = gls 4)

Here s = 5,0 + 5,(1 — @) is the social marginal (and, in this case, average) propensity
to save out of income, and 1/s is the Keynesian multiplier, the ratio of aggregate demand
to autonomous spending (in this case investment). Only one rate of growth of the capital
stock is compatible with a given level of capacity utilization (say u = 1), social saving
propensity, and productivity of capital, the warranted rate of growth:

gW = Sp

Following Keynes’s discovery of the role of aggregate demand in determining employ-
ment levels in the short run, Roy Harrod and Evsey Domar raised two questions about
the compatibility of this warranted rate of growth with a natural rate of growth of the
effective labor force, n + vy, that depends on exogenously given growth in labor supply
and labor productivity. The first is simply whether it is possible for the warranted rate
to adjust to the natural rate, recognizing that the warranted rate is determined by two
parameters that do not have any self-evident connection to the natural rate. This is the
existence question. The second is whether growth at the warranted rate would be stable
(even if the warranted and natural rates happened to correspond). This is the stabil-
ity question. If the actual growth rate differs from the warranted rate, what process
will force the actual rate to converge toward the warranted rate? If the warranted rate
exceeds the natural rate, Harrod argues that the failure of the economy actually to grow
at the warranted rate will (somewhat counterintuitively) depress the rate of capacity
utilization, discourage investment, and lead through a chronic deficiency of aggregate
demand to economic stagnation. If the warranted rate falls short of the natural rate, the
tendency of the economy to grow faster than the warranted rate will induce a chronic
shortage of capital, excess aggregate demand, and structural inflation. These observa-
tions posed the question of what mechanisms in real economies might operate to bring
the actual, warranted and natural rates of growth into line, to allow balanced growth
with full employment in the context of exogenously given rates of growth of the labor
force and labor productivity. Most of the attention of growth theorists has been devoted
to the existence question, taking the growth path as stable.
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Nicholas Kaldor and Luigi Pasinetti, returning to classical political economic themes
linking distribution and growth, proposed a model in which changes in the distribution
of income between wages and profits raise or lower the social saving propensity for a
given exogenous productivity of capital to bring the warranted rate of growth to equality
with the natural rate and resolve the existence question. If the propensity to save out of
profit income is higher than the propensity to save out of wage income, s, > s,,, when the
warranted rate is lower than the natural rate, the pressure of structural unemployment
on wages will lower the wage share and raise the warranted rate, stabilizing the economy
toward a balanced growth path.

Pasinetti discovered that the relationship between the rate of growth and the rate of
profit in the steady state would be fully described by equation (2), a remarkable fact
given that it does not contain any reference to workers’ saving, as does equation (4).
This result is called the Cambridge Theorem. It is surprising that an increase in workers’
saving has no long-run effect on the distribution of income, assuming a given natural rate
of growth. An increase in workers’ saving will have only a temporary effect on income
distribution; its permanent effect, raising the share of capital wealth held by workers,
accounts for the absence of any long-run effect of workers’ saving on the rate of profit.
(To see this, as Pasinetti discovered, equation (4) needs to be amended to allow workers to
save out of the returns to the capital they own.) The Cambridge Theorem points toward
the classical theme that capitalist agents occupy a privileged position in the class struc-
ture of accumulation. As Michl (2009) argues, this theorem has important implications
for the political economy of fiscal policies involving public debt and pension systems.

The Kaldor-Pasinetti model of long-run growth is essentially a classical growth model
specialized by the assumption of full employment of a predetermined labor supply. The
Goodwin (1967) model is a classical growth model lying intermediate between Kaldor—
Pasinetti and the traditional classical model. In Goodwin’s model, the effective labor
force is assumed to grow independently at a natural rate. The employment rate (share
of workers employed) then evolves with the capital stock that provides jobs. Goodwin
assumes that the growth rate of the wage share is a positive (and linear) function of the
employment rate. The rest of his model is identical to the classical model outlined above
(with no worker saving). Thus a period of high employment creates the conditions for
its own demise, because the wage share rises, shrinking the rate of profit and the growth
of capital. Eventually the employment rate will have to decline as the growth of capital
dips below the natural rate of growth. This model creates growth that cycles around
the (predetermined) natural rate of growth, with corresponding cycles in the employ-
ment and unemployment rates. These cycles have the same mathematical form (the
Lotka—Volterra equations) as biological models of predator—prey dynamics. A reserve of
unemployed workers emerges as a natural accompaniment to the accumulation process
that modulates and contains the conflict over the distribution of value added.

Yet another resolution to Harrod’s existence question has been to return to the classi-
cal conception that the growth of the labor force accommodates changes in capital accu-
mulation. In this case, if the warranted and actual growth rates were below the natural
rate for an extended period of time, potential workers would be discouraged from
entering the labor force, perhaps choosing non-market activity or emigration. Modern
post-Keynesian economists, such as Lance Taylor (2004), following Michal Kalecki and
Joseph Steindl, have pursued models of demand-constrained growth that incorporate
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this resolution. Because they recognize the Keynesian independence of investment and
saving, these models exhibit the paradox of thrift. An increase in the saving rate will, in
itself, increase the warranted rate of growth. But as argued above, that will express itself
in economic stagnation, depressing the rate of utilization below unity because of the
decline in consumer demand. If the presence of unused capacity has a further dampening
effect on investment spending, it will also depress the actual rate of growth. In terms of
equation (4), the increase in the saving rate leads to a combination of lower growth and
lower utilization (the paradox of thrift). When the increase in the saving rate is the result
of a redistribution of income toward profits, this is called the paradox of cost because
lower wages have (counterintuitively) reduced the level of activity. This class of model is
sometimes called wage-led or stagnationist to emphasize the tendency for growth to bog
down without injections of demand.

3 The relationship between classical and Keynesian theory

The classical and Keynesian theories of growth have a complex relationship with one
another. The stagnationist models, with their paradoxes of cost and thrift, seem to repre-
sent a dramatically different paradigm, and although there are other important types of
Keynesian growth models (see, for example, McCombie and Thirlwall, 1994), the stagna-
tionist models provide a particularly clear contrast with the classical theory. It comes as
no surprise that lively debates have erupted between representatives of the stagnationist
and classical approaches. At their heart stand two different interpretations of the rate of
profit. In the classical theory, the rate of profit regulates the rate of growth in a direct and
transparent fashion through equation (2). Any change in technology or the distribution
of income, such as a wage decrease, that improves profitability can be expected to stimu-
late capital accumulation. In the Keynesian theory, the profit rate both regulates growth,
through the investment equation, and reflects growth in aggregate demand through the
effect of utilization on profitability. It is not inconceivable that a wage cut would reduce
both aggregate demand and profitability from this vantage point.

This difference is dramatized by the paradox of cost, a variant of the paradox of thrift
in which a decrease in the real wage results in a reduction in the rate of utilization rather
than an increase in the rates of profit and growth. In the Keynesian system, the rate of
profit is defined as r = u(1 — ®) p, so that it is algebraically possible for a simultaneous
decline in ® and u to lower r or leave it invariant.

The central issue in these debates is the meaning of an equilibrium in which firms
operate with excess or underutilized capacity. The stagnationist theorists work with an
investment equation of the form

g =g, 0,0

where # represents the utilization gap between normal or desired utilization and actual
utilization. The hypothesis is that an increase in utilization signals that entrepreneurs
need to expand their capital stock to avoid capacity shortages. The remaining variables
indicate that entrepreneurs respond to the expected profitability of capital in formulating
their plans. Anything that improves the profit rate can be expected to arouse their appe-
tite for more investment and expansion. With this kind of investment equation coupled
with a saving equation like equation (2), the stagnationist model generates an equilib-
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rium in which there can be a permanent gap between actual and desired utilization. A
demand shock, such as an increase in capitalist consumption (equivalently a reduced
capitalist saving rate), will raise utilization and reduce the gap. In effect, this kind of
system can accommodate a surge in demand by utilizing its existing capacity more fully,
without having to accumulate more capital resources.

The criticism raised by classical economists has been that in the long run, we would
expect capitalist entrepreneurs to adjust their capital stock so that they operate at their
normal or desired rate of utilization. In this interpretation, the stagnationist theory is
not incorrect on its own terms. Rather, it describes an equilibrium that is only partial,
since the firms remain out of balance in terms of the utilization gap. Recent attempts to
explain how a system like this achieves a fully adjusted equilibrium include Duménil and
Lévy (1999). They argue that (1) the presence of a central bank which regulates the value
of money, (2) the sensitivity of the price level to the utilization rate and (3) the presence of
financial influences on investment together can explain why the stagnationist investment
equation could describe the short-run behavior of an economy that gravitates toward a
fully adjusted equilibrium with utilization at desired or normal levels in the long run. For
example, a temporary equilibrium with a large utilization gap would generate a declining
price level, inducing a looser monetary policy that stimulates investment spending. The
resulting acceleration in demand will increase utilization, closing the utilization gap. A
model with this kind of adjustment mechanism exhibits Keynesian properties like the
paradox of thrift in the short run, but operates more like the classical model in the long
run; in particular, its long-run growth rate is described by the saving equation (2) alone
since the investment equation adjusts to close the utilization gap.

For their part, the stagnationist theorists have responded to this criticism by insist-
ing that the basic insights of their model can be preserved, even in a fully adjusted long
run with no utilization gap. One argument, advanced independently by Lavoie (1995)
and Dutt (1997), is that the normal level of utilization is inherently subjective, and that
it evolves in an adaptive way, much like habit formation. This provides an alternative
mechanism for eliminating a utilization gap. For example, a temporary equilibrium with
a large utilization gap would generate changes in the norms of entrepreneurs. As they
become accustomed to operating with more unused capacity, their standards change and
the desired or normal level declines until the gap is eliminated. A model with this kind of
adaptive mechanism exhibits the key hallmarks of the stagnationist paradigm, such as
the paradoxes of thrift and cost. This subjective treatment of the normal rate of utiliza-
tion calls to mind Keynes’s notion that capitalist entrepreneurs are motivated to invest
in new business ventures more by their animal spirits than by their spirit of rational
calculation.

The paradox of cost, really a corollary of the paradox of thrift, has been shown to
depend on special assumptions about the worker saving rate and other details of the
model, as explained by Blecker (2002). Thus, the main disagreement between these two
models revolves around the paradox of thrift. Despite some heroic efforts (Pollin, 1997)
to resolve this question empirically, it is very difficult to imagine how national income
data can ever distinguish the direction of causality between saving and investment since
the realizations of these categories are equalized by accounting convention.

While these alternative resolutions seem diametrically opposed, it would be a mistake
to overlook their deep commonalities. Both schools of thought are skeptical of the
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neoclassical belief that the long run is defined by full employment of a predetermined
labor force (see below), in favor of the belief that the long run is defined by full or normal
utilization of the capital stock. Both deploy a methodology that seeks to identify and
understand the macroeconomic foundations of economic behavior in such structural
features as social class or the corporate form of business enterprise, eschewing the
methodological individualism of neoclassical theory. And both envision the level of
employment as a consequence rather than a cause of the amount of capital and its rate of
utilization. In short, they both see the accumulation of capital as the animating force of
capitalism. In the Duménil-Lévy resolution, a demand shock that does not affect equa-
tion (2), say an autonomous decrease in investment, will temporarily reduce the rate of
capital accumulation. The system will recover its original rate of growth after undergo-
ing the adjustment process described above, but at a lower level of capital and employ-
ment than it would achieve in the absence of the original shock. In the Dutt-Lavoie
resolution, the same demand shock might permanently reduce the growth rate (by
depressing the rate of utilization). Both resolutions recognize that demand shocks can
have permanent effects. In this case they disagree about whether these are growth rate
effects or level effects. Given the shared preconceptions that unite the classical and stag-
nationist economists, it is tempting to conclude that the disagreements that remain chart
a common research program rather than a gulf of irreconcilable scientific differences. In
other words, some kind of hybridization or synthesis between Keynesian and classical
theory seems almost natural.

Because these theories treat the supply of effective labor as an endogenous response to
accumulation, they would explain the relative stability of the unemployment rate over
long spans of historical time as the result of adjustments in the supply of labor rather
than a reflection of the accommodation of accumulation to the growth of the labor
force as in the Kaldor—Pasinetti or Goodwin models described above. But this remains
an incomplete part of the heterodox research program. For example, it is not clear to
what extent the adjustment mechanism relies on changes in the rate of technical change
induced by labor shortages (which augments the effectiveness of an existing supply of
labor) as opposed to changes in the actual labor force induced by the flows into and out
of the reserves of labor, although there is some good evidence (Thirwall, 2002) that one
or both of these mechanisms operates at business cycle frequencies in advanced capitalist
economies.

4 Neoclassical growth theory

Robert Solow (and independently, Trevor Swan) proposed a different mechanism to
guarantee the convergence of the warranted rate to a given natural rate, the substitu-
tion of capital for labor leading to a change in capital productivity, p. Full employment
is achieved in every period in the Solow—Swan model through the flexibility of wages
leading to the substitution of capital for labor in just the proportions necessary to employ
the existing labor force with the existing capital stock. If the resulting warranted rate of
growth is higher than the natural rate of growth, the potential excess capital is absorbed in
the next period through a rise in the wage, and a consequent increase in capital employed
per worker and fall in the productivity of capital. This process continues over time until
the warranted rate declines through intensive capital accumulation to the given natural
rate, at a steady-state balanced growth path. While this process is compatible with the
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wage share, and hence the social saving propensity, changing as the wage rises or falls,
expositions of the Solow—Swan model emphasize the case where the elasticity of substi-
tution between capital and labor with respect to the wage is unity, so that the shares of
wages and profit are technologically fixed (the Cobb-Douglas production function). This
scenario emphasizes the ability of capital-labor substitution to bring about convergence
of the warranted growth rate to a given natural growth rate with a fixed social propensity
to save. The role of the social saving rate in the Solow—Swan model is to determine the
steady-state capital intensity, and thus the productivity of effective labor (adjusted for
labor productivity changes) on the steady-state growth path.

This model predicts that economies with the same technology, natural rate of growth,
and social savings rate will converge on the same steady-state growth path. Extensive
statistical study of this convergence thesis has provided limited evidence to support con-
vergence among a group of high-income economies, but the evidence to support conver-
gence in conditional form (controlling for differences in saving rates and natural growth
rates) in the world economy as a whole has been mixed.

On the one hand, it does seem true that controlling for these differences brings out an
inverse relationship between a country’s initial level of output per worker and its rate
of growth. While that finding is consistent with a convergence effect, it is important to
note that other explanations besides those arising from the neoclassical growth model
are also consistent with conditional convergence. For example, Mark Roberts (2007)
has shown that the hypothesis of dynamic economies of scale, ultimately due to Adam
Smith, can also generate conditional convergence of a similar type when it is embedded
in a Keynesian growth model. Foley and Michl (1999, Chapter 7) point out that these
convergence patterns could also reflect the diffusion of technology from the advanced
industrialized countries to the emerging countries that are identified by the high saving
rates that accompany rapid capitalist development.

On the other hand, there are two difficulties with the evidence. First, the magnitude
of the effect is not consistent with the observed shares of profit and wages in national
income accounts. The observed profit share of around one-third implies that diminishing
returns to capital are quite strong. A poor country or region whose workers are equipped
with little capital should enjoy relatively high productivity of capital that will enable it to
accumulate capital rapidly and converge quickly towards the rich countries. The condi-
tional convergence that has been observed, however, proceeds relatively slowly. The esti-
mated rates of convergence typically imply much weaker diminishing returns to capital
that are consistent with a profit share of around two-thirds, much higher than the share
of one-third typically observed in real economies. One resolution to this problem offered
by Gregory Mankiw, David Romer, and David Weil has been to broaden the defini-
tion of capital to include the acquired productive skills of workers, often called human
capital. This can be accomplished fairly easily within the Solow—Swan framework by
adding human capital to the production function while maintaining the assumption of
constant returns to scale. Second, much of the catching-up seems to be the result of trans-
fers of technology from rich to poor countries rather than the capital deepening along
a common production function predicted by the Solow—Swan model. Instead of acting
as a form of capital that enters into the production process like an ordinary resource or
factor of production, human skills may play a central role in facilitating the transfer of
technology, possibly undermining Mankiw, Romer, and Weil’s resolution of the first
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problem. The evidence that catching-up is driven by technology transfer provides some
of the motivation for theories of endogenous technical change discussed below.

The Solow—Swan model has been criticized on the ground that the assumption of
smooth macroeconomic substitutability between capital and labor on which it rests
presumes that the value of capital goods can be used as a measure of capital intensity,
which is not true for general disaggregated models of production. Despite the fact that
this Cambridge critique has proved to be theoretically well founded, the Solow—Swan
production function model became the paradigm for neoclassical investigations of eco-
nomic growth. The historical statistics of an economy that grows with steady rates of
increase in labor and capital productivity and relatively constant wage and profit shares
in income (the pattern most industrialized capitalist economies tend to produce) will
fit the Cobb-Douglas production function very well, even if there is no substitutability
between labor and capital. Indeed, as Anwar Shaikh (1974) demonstrated, under these
conditions a good econometric fit of the Cobb-Douglas function is guaranteed by virtue
of the fact that it can be derived algebraically from the national income identity between
value added and the sum of wages and profits.

The Cobb-Douglas production function provides a framework for the statistical
aggregation of labor and capital (and potentially other) inputs to economic produc-
tion. Solow’s concept of total factor productivity rests on this mathematical-statistical
method. The Cobb-Douglas production function represents the value of output in a
period ¢, Y,, as proportional to a geometrical weighted average of labor and capital
inputs in the same period, K, and N,

Y, = A KN~ (5)

Neoclassical economic theory predicts that the profit and wage shares of an economy
will be equal to the weights o and (1 — o). With these assumptions equation (5) can be
used to construct an index of changes in total factor productivity, 4,, given statistics
on the value of output, the value of capital, and the labor input. (The index of total
factor productivity is the weighted average of the separate indexes of average capital
and labor productivity, using profit and wage shares as weights.) Studies based on this
methodology tend to attribute a large proportion, in the order of 80 percent, of historical
increases in output to rises in total factor productivity, and a relatively small proportion
to increases in inputs to production.

5 Semi-endogenous economic growth

The assumption of strictly exogenous technical change can be relaxed in order to extend
the Solow—Swan model by positing the existence of a distinct research and development
sector that produces new knowledge according to its own production function. New
knowledge is assumed to increase total factor productivity, A. The rate of production of
knowledge can be measured by the change per unit of time of total factor productivity,
or mathematically, by the time derivative, symbolically represented by placing a dot over
a variable, 4. The production function for the research and development sector can thus
be written:

IA

A, = aR,A° )
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In this equation, a is a scaling parameter, R, represents resources devoted to R&D (in
the simplest case the number of scientists and engineers), and the coefficient 6 is a param-
eter representing the returns to technology, whose presence was suggested by Charles
Jones. For example, if fundamental discoveries like calculus empower future scientists
to make more rapid progress, this parameter will exceed zero. But the parameter will be
negative if making new breakthroughs becomes progressively more difficult as the stock
of possible discoveries is depleted.

Some early efforts to construct a model of endogenous growth (discussed more fully
below) assumed that 0 is exactly unity. In this case, the rate of technical change will
depend on the number of scientists. An increase in the proportion of a fixed labor force
that works in the research sector would permanently increase the rate of growth. This
formulation was vulnerable to the critique of Charles Jones: the rising number of scien-
tists and engineers in the developed economies should be generating steadily rising rates
of technical change, and there is no sign of that happening. If instead, 0 is taken to be
strictly less than unity, the rate of technical change (that is, the rate of growth of total
factor productivity) will stabilize around a steady state value given by:

A, n

A, 1-90

This equation has been derived by recognizing that in a steady state, the proportion
of the labor force working in the research sector will be constant (by the definition of
a steady state) so that the number of scientists and engineers, R,, will rise at the same
rate as the population, n. This equation demonstrates that even when technology has
been rendered endogenous, its growth rate can depend on the rate of population growth
(which is still exogenous) for the simple reason that new ideas require people (scientists
and engineers) to discover them. An increase in the proportion of workers who are scien-
tists and engineers will only increase the rate of technical change temporarily; eventually
it will return to its original rate given by the equation above. The level of total factor pro-
ductivity will be endogenously determined, even though its rate of growth is not; hence
this extension of the Solow—Swan model is called a semi-endogenous growth model.

6 Endogenous economic growth

The structure of the Solow—Swan model implies that the rate of long-term growth of
an economy converges to its natural growth rate, n + vy, the sum of the rates of growth
of the labor force and labor productivity. An economy that saves and invests more of
its output will grow faster in the short run, but as its capital stock grows faster than the
effective supply of labor, diminishing returns will set in and its growth rate in the steady
state will return to the underlying natural rate. Even the semi-endogenous extension of
the Solow—Swan model ultimately succumbs to the law of diminishing returns. In this
respect the Solow—Swan model echoes Ricardo’s analysis of capitalist growth as limited
by the finite availability of land and natural resources, with labor constraints taking over
the role of land (and wages being determined by relative scarcity, like Ricardian rents to
land). The classical political economic vision, on the other hand, sees economic growth
as a self-sustaining interaction of economic decisions to produce, invest, and innovate.
Furthermore, the statistical implication of the Solow—Swan approach, that most eco-
nomic growth actually results from residual increases in total factor productivity due to
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unexplained changes in the efficiency of labor and capital inputs in production, greatly
diminishes the explanatory power of the theory.

Attempts to transcend the exogeneity of the growth rate in the Solow—Swan model
have led to the revival of classical themes in a spectrum of endogenous growth models,
as Heinz Kurz and Neri Salvadori (1998) have pointed out.

Human skills and knowledge accumulate as the result of investment in education
and research. If we include this investment in human capital in the Solow—Swan frame-
work, it has the effect of raising the labor input. But investment in human capital is part
of overall social saving. Human capital, H, can be incorporated in a Cobb-Douglas
production function:

Y, = AK}HN)'"* = AKH;~*N;~* (6)

In this formulation there are no diminishing returns to the combination of physi-
cal and human capital, as there are in the Mankiw, Romer, and Weil extension of the
Solow—Swan model discussed above. Since both human capital and physical capital are
accumulated by saving out of output, the steady-state growth rate of an economy that
saves more of its output will be higher.

Variants of thisidea overcome the limitation of diminishing returns in the Solow—Swann
model in other ways. For example, if the accumulation of physical capital also produces
an accumulation of knowledge and experience that augments the productivity of labor, it
may be that each individual productive enterprise, i, has a production function:

Y, = AKKIN, @

Here total factor productivity depends on the average social accumulation of capital,
K. Though each enterprise sees diminishing returns to physical capital accumulation
given labor input, the economy as a whole may, if the coefficient f§ is large enough, expe-
rience constant or even increasing returns to the accumulation of physical capital. These
modifications to the Solow—Swan model bring it into a form very similar to the classical
political economists’ vision of economic growth based on the endogenous accumulation
of productive capital.

In some versions of this story, the average stock of social capital is interpreted as an
accumulated stock of knowledge from investment in research and development. Because
of the inherent increasing returns to scale in the accumulation of knowledge in these
models, the paradigm of price-taking perfect competition among enterprises breaks
down. Considerable ingenuity (as in the models of Paul Romer, Robert Lucas, and
Phillipe Aghion and Peter Howitt) has been expended in adapting models of monopolis-
tic competition to allow for the calculation of market equilibrium in the production of
knowledge in a way that is compatible with these increasing returns to research activity.

Any economic activity, such as research, which has effects on production that extend
beyond the enterprise that undertakes the activity, implies a discrepancy between the
private marginal costs and benefits perceived by decision makers in the enterprise, and
the social marginal costs and benefits of the activity. In the case of research in endog-
enous growth models, this externality has the form of positive spillovers, which imply
that in equilibrium private markets will allocate too few resources to research. Thus
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endogenous growth models of this class suggest some intervention in market outcomes
to correct this pervasive (and possibly extremely large) externality, such as government
subsidies to research or the creation of property rights in spillovers to internalize the
costs and benefits of research.

Endogenous growth models also call into question the presumption in the Solow—
Swan framework that each economy undergoes economic growth as a separate unit.
Developing countries often acquire new technology not by developing it themselves, but
by adopting it from other more advanced economies, either through attracting foreign
investment that embodies the new technologies, or by imitation. This perspective suggests
that it is necessary to conceptualize economic growth as a unified process of transforma-
tion of the world economy, operating through individual economies. A small number of
advanced economies specialize in the production of new knowledge and supply the world
with the raw material for productivity-enhancing innovation.

7 The relation between classical and neoclassical growth theories

From the classical perspective, the neoclassical approach to economic growth, either
in its original Solow—Swan form, its more modern semi-endogenous form, or even its
more radical endogenous form, rests on several questionable preconceptions. First,
the neoclassical theories all presume the full employment of labor, and this assump-
tion is supported by their free use of the Cobb-Douglas or similar aggregate produc-
tion function. With this kind of function, any excess demand or supply of labor can be
eliminated by a change in the wage rate that induces firms to change the capital-labor
ratio in the direction needed to eliminate the excess demand or supply. For example, an
excess supply of labor will depress real wages, incentivize the use of more labor-intensive
techniques, and thus soak up the unemployed labor resources. Another way of putting
this is that with the Cobb-Douglas assumption, there can never be too little capital to
support full employment. While classical models of full employment (Kaldor—Pasinetti)
or labor-constrained growth (Goodwin) do exist as we have seen, these are treated more
like special, polar cases since the natural presumption in classical theory is that growth is
constrained by capital rather than by labor.

Second, the neoclassical theories rely on the marginal productivity theory of income
distribution, in which the real wage and profit rate are equal to the marginal products of
labor and capital. The Cambridge critique of the aggregate production function attacks
both of these foundation stones of neoclassical theory. Since the value of capital per
worker does not have a predictable relationship with the real wage in a general disaggre-
gated model of production, the first presumption cannot stand because there may be no
mechanism that will guarantee that the capital stock is sufficient to support full employ-
ment of a predetermined labor force. Similarly, in a disaggregated model of production,
it will generally be impossible to define a marginal product of capital or labor, rendering
the marginal productivity theory moot. In the classical theory, capital is treated first and
foremost as a social relationship between workers and the owners of productive wealth.
From this perspective, the marginal productivity theory obscures or distorts the nature
of this relationship by reifying capital, treating it as a productive resource (factor of pro-
duction) on a par with labor-power or land. Without the crutch provided by the neoclas-
sical production function, there seems to be no resolution to the existence problem posed
by Harrod and Domar, except returning to the classical assumption of a class structure
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of saving rates (which is just another expression of the idea that capital is in essence a
social relationship), or to the classical assumption of an endogenously generated effective
labor force.

The classical alternative to the neoclassical production function emphasizes the
incentives for technical change that are internal to capitalist property relations. The
well-established fact that the output elasticity of capital exceeds the profit share by a
wide margin, for example, is analytically equivalent to a wage that exceeds the apparent
marginal product of labor (Foley and Michl, 1999). (The apparent marginal product is
equal to the hypothetical wage that would make a new technique and the old technique
it replaces equally profitable.) Under these conditions, capitalists have an incentive to
introduce more capital-intensive techniques, even if these reduce capital productivity,
because they increase the rate of profit for the innovating firm. And the technical dyna-
mism of the capitalist mode of production depends on the increases in real wages that
are necessary in order to reproduce this inequality between the wage and the apparent
marginal product of labor. In this way, the classical approach emphasizes the role of
capital as a social relationship per se in ushering in the modern capitalist era of techni-
cal dynamism, unlike neoclassical economists such as Lucas (2002) who emphasize the
emergence of intellectual property and individual investments in human capital.

Many modern classical models of growth (Foley, 2003) treat the relationship between
wages and technical change as reciprocal. Rising wages not only reflect rising labor
productivity, but also induce capitalists to seek more technical improvements that can
further raise labor productivity, a hypothesis that has been explored empirically by
Marquetti (2004). In this tradition, the neoclassical separation between capital deepen-
ing (moving along a production function) and technical change (shifts in the production
function) is replaced by the view that capital accumulation and technical change are
both aspects of the same dynamic process of development and growth. The hypothesis
of induced technical change provides a specific mechanism through which the effective
labor force can be considered an endogenous resource that adjusts to the requirements
of capital accumulation. Rapid accumulation that depletes the reserves of available labor
and bids up wages as a result will create powerful incentives for capitalists to intensify
their search for labor-saving technical changes that ultimately reduce the demand for
workers and overcome the labor shortages. In this way, the original classical vision of
capital accumulation as a self-contained process of development and transformation
finds expression in the modern conversation of economic theory.
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3 Evolutionary growth theory
J. Stan Metcalfe and John Foster

Our general conclusion must be that in the field of economic progress the notion of tendency
towards equilibrium is definitely inapplicable to particular elements of growth and with refer-
ence to progress as a unitary process or system of interconnected changes is of such limited and
partial application as to be misleading rather than useful. (Knight, 1935/1997, p. 176)

1 Introduction
An evolutionary theory of economic growth is naturally designed to answer the all-
important question “How is wealth created from knowledge?” No serious economist
doubts that the growth of per capita income and welfare is a consequence of the growth
of understanding about the human built and natural worlds, but how useful knowledge
is created and translated into economic development is a matter of great complexity. At
the heart of this problem is the need for a disaggregated framework of understanding
that explains much more than the rate of growth of aggregate economic activity and the
evolution of broad macroeconomic ratios. Of course, many different theoretical frames
can be consistent with the same broad aggregate facts, but they must also be consistent
with many more disaggregated facts about the way a capitalist economy develops, par-
ticularly those facts that are ultimately traceable to the role of enterprise and creative
thought in economic growth.! Inventive creativity is part of this process, as is its rela-
tionship to the development of formal, general scientific and technological knowledge.
But invention alone is insufficient; it must be translated into innovation, which depends
greatly on specific knowledge of time and place and conjectures of market opportunity,
quite different dimensions of knowing. Moreover, if innovations are to have significant
growth effects, the allocation of resources and patterns of demand must adapt to the
possibilities opened up by new methods and new goods and services. Market proc-
esses loom large in this scheme but so do other instituted systems, such as the science
and technology system or the education system.? The interplay between these different
forms of organisation leads to a two-way interaction between economic growth and the
growth of knowledge that fully deserves to be labelled an endogenous growth theory.
It is the nature of the two-way interaction that is the primary focus of this chapter. It
is certainly not a comprehensive treatment of evolutionary growth theory but rather an
exposition of some of the links between technical progress and structural change in an
evolving economy. The foundations are Schumpeterian, and there are strong elements
of Marshall too. We build on these foundations in a way which renders compatible the
diverse circumstances of innovation and investment with aggregate patterns of economic
change.’ How innovations in firms and markets “add up” to constitute industry and
whole economy level adaptations is the evolutionary problem that we are addressing.
There are three themes to this chapter that follow from its evolutionary perspective.
The first is that capitalist economies grow as they develop, so that growth cannot be
treated meaningfully by a concept of uniform expansion in which all the components of
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an economy expand at the same proportionate rate. Balanced growth is a chimera, it is
the heterogeneity of growth rates within the economy that needs to be explained, and dif-
ferential rates of growth lead us directly to structural change and development. It follows
that an aggregate rate of growth or an aggregate ratio has no more substance than the
individual components from which it is constructed by the observer. Indeed, even in a
multi-sector economy, there may be no activity that grows at the aggregate, average rate.
Consequently, the evolutionary modes of explanation used below are essentially statisti-
cal in nature and relate to changes in population ensembles. Second, as the epigraph to
this chapter indicates, growth is not an equilibrium process and cannot be if it is knowl-
edge based, for what sense is there in the idea that the growth of knowledge is an equilib-
rium process?* Yet the possibility of evolution depends on order and on the organising
processes that generate coherent structures of economic activity, whether in firms, in
markets or in other organisational forms that sit within the wider set of evolved and
instituted rules of the game (Abramovitz, 1989; Nelson, 2005). Thus there is a paradox
at the centre of capitalism: the presence of order depends on stabilising forces that give
coherence and durability to patterns of organisation, but the development of the system
requires that the prevailing order is open to invasion by economic novelty, and to this
degree it is marked by instability.’ It is the inherent openness of the market system to
the challenge contained in novel economic conjectures, its capacity to stimulate and
resolve disagreement about better ways to allocate resources and meet changing needs,
which gives innovation and the entrepreneur such a powerful role to play in evolution-
ary growth theory. This is Schumpeter’s argument but it was surely also Marshall’s point
when he identified knowledge and organisation as “our most powerful engine of produc-
tion” (1920, p. 138). Third, like Nelson and Winter (1982), we believe that aggregate
explanations of economic growth should be compatible with the vast diversity of micro
level, historical evidence concerning the events and processes that equate to the notions
of “innovation” and “enterprise”. Technical progress has measurable aggregate effects
but it is not generated by any aggregate process. Thus, any respectable evolutionary
explanation of growth should connect to the rich literatures that study innovation and
its management, the history of technology and business organisation, and the developing
capabilities of firms and other institutions that jointly influence the growth and applica-
tion of knowledge. These literatures are natural complements to an evolutionary theory
of economic growth; they frame our understanding of the processes generating and limit-
ing innovation, and they provide countless empirical examples to shape our thinking on
the knowledge—growth connection.

Several formal consequences follow that differentiate an evolutionary account from
modern equilibrium growth theory, endogenous or otherwise. First, we make no appeal
to the representative agent, or more accurately described “the uniform agent”. What is
statistically representative cannot be chosen on a priori grounds. Rather, representative
action is an emergent, developing consequence of the economic process, and no evo-
lutionary theory can operate by eliminating diversity in economic behaviour. Indeed,
our whole scheme generates growth because of non-representative behaviour. Second,
while our economy is competitive, we do not mean by this a state of perfect competition
but rather a process of competition within and between industries, the grand themes of
Marshallian flux and Schumpeterian enterprise. The importance of competition is not to
be understood narrowly, in terms of optimal resource allocation but, broadly, in terms
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of the connection between technical progress and the widespread diffusion of gains in
real income through reductions in the prices of goods and services. Finally, we make
no sharp separation between factor substitution within a given technique and changes
in technique, for the two phenomena are inseparable. All change in methods requires
some new understanding that is only obtained by investing resources in problem-solving
activities. In part this is because we do not accept the neoclassical production function as
a frame of analysis (Bliss, 1975; Harcourt, 1972), but more fundamentally it is because
we do not reason in terms of aggregate stocks of knowledge. There is no metric to reduce
knowledge and its changes to a meaningful real aggregate, and the attempt to construct
such an aggregate serves only to disguise the role of new knowledge in the process of
development. What matters is the uneven development and ever changing heterogeneity
of what is known and understood (Kurz, 2008; Steedman, 2003; Metcalfe, 2001). This
does not mean that capital accumulation is reduced to a relatively minor, passive role in
the growth process, far from it. The accumulation of capabilities through the embodi-
ment of new understanding in the labour force and in the stock of capital structures is a
central channel of economic growth, and we place great emphasis on investment proc-
esses as the vehicle of change (Nelson et al., 1967). It is important to recognise that these
problems are treated here at a price. It is that we enter the argument at the level of the
industry, suppressing all the lower level evolution that is occurring between and within
firms, the evolution that is the epitome of enterprise and innovation. The origins of eco-
nomic development and growth are not to be found at the aggregate level, even though
there are high level constraints on the evolution of firms and industries. At most we have
half an argument, but nonetheless an interesting half that allows us to draw together
previously unrelated strands of thought in classical and evolutionary reasoning.

The remainder of this chapter is structured as follows. We begin by outlining com-
peting stylised facts about economic growth and then set out the relations between
structural change and aggregate productivity growth contingent on the evolution of the
pattern of demand. We then introduce the concept of an industry level technical progress
function, and show how rates of technical progress are mutually determined as a conse-
quence of increasing returns and the changing distribution of demand. We next sketch
a macroeconomic closure of the evolutionary process, expressed in terms of the mutual
determination of rates of capital accumulation and rates of productivity growth. This
takes us to the final section where we elaborate on the restless nature of innovation-based
economic growth and the conditions under which Kaldor’s stylised facts are compatible
with the Clark—Kuznets stylised facts.

We may summarise our perspective quite sharply. What distinguishes modern capi-
talism is not only its order-imposing properties that lead to the self-organisation of the
economy, but also the self-transforming properties that create wealth from knowledge
and in so doing induce the further development of useful knowledge. It is the manner
in which self-organisation and self-transformation interact that is at the core of this
chapter.®

2 The competing stylised facts of growth and development

We have alluded above to the fact that economic evolution arises at multiple levels
throughout an economy of which the aggregate, whole economy level, is only one
element in the total picture. Indeed, prior to the Keynesian revolution and Harrod’s
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formulation of aggregate growth theory in the late 1930s, a rich empirical and theo-
retical literature had developed on the problem of secular economic change, a literature
that posed the problem of economic growth in terms of a set of meso level stylised facts
relating to growth rate diversity, structural change, innovation and the development of
demand in different industries. When growth theory turned “macro”, economists largely
forgot about the between and within industry detail and replaced one set of stylised facts
with a quite different set, expressed in terms of aggregate growth rates and ratios. The
two very different, and on the surface incompatible, sets of facts are those most usually
associated with Colin Clark and Simon Kuznets on the one hand and Nicholas Kaldor
on the other. The Clark—Kuznets facts relate to patterns of growth in different industries
and point to the large-scale changes in economic structure that accompany economic
growth.” This is transparent in terms of the movements in the relative importance of
the “high aggregates” such as agriculture, industry and services® but it becomes even
more manifest when we consider the economy at more disaggregated levels where, for
example, there are greater differences in rates of growth of individual industries relative
to the manufacturing average, and even greater differences in the growth rates of individ-
ual firms relative to an industry average. Consequently there are large inter- and intra-
sectoral shifts in shares in output, employment and capital stocks over time that reflect
a wide dispersion of growth rates around the economy-wide averages.’ These shifts are
also associated with the entry of new industries and the elimination of old industries
along the lines that leading economic historians rightly emphasise (Sayers, 1950; Landes,
1969; Mokyr, 1990, 2002). On this the historical record is absolutely clear; measured
economic growth flows from a process of structural change driven by long sequences of
innovations in technique and organisation that may usefully be summarised as distinct
technical epochs (Freeman and Louga, 2001).

However, this uneven pattern of the growth record is only part of the picture. Simon
Kuznets (1929) and Arthur Burns (1934) also identified a further regularity in the process
of restless growth, namely retardation, the persistent tendency of industry growth rates
to decline over time from the inception of the industry. Solomon Fabricant (1940, 1942)
found compelling evidence on the retardation of growth in American manufacturing
output and employment over the period 1899 to 1939. Further studies, by Hoffman
(1949), Stigler (1947) and Gaston (1961) also investigated the empirical basis of the retar-
dation thesis in different bodies of industrial data but without any further development
of the underlying theory. Taken together these authors might be described as espous-
ing “a moving frontier” view of economic growth and structural change, in which, in
Kuznets’” words,

As we observe various industries within a given national economy, we see that the lead in devel-
opment shifts from one branch to another. A rapidly developing industry does not retain its
vigorous growth forever but slackens and is overtaken by others whose period of rapid devel-
opment is beginning. Within one country we can observe a succession of different branches of
activity in the vanguard of the country’s economic development, and within each industry we
can notice a conspicuous slackening in the rate of increase. (Kuznets, 1929/1954, p. 254).

By contrast, Kaldor’s (1961) stylised facts refer to the rough constancy of the growth
rates of aggregate output and capital stocks together with the constancy of several
key aggregate ratios, particularly the capital output ratio, the shares of profits and
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contractual incomes in GDP, and the overall rate of profits (Maddison, 1991). To under-
stand the relation between these very different facts is a major challenge to our think-
ing about economic growth, not least because the familiar devices of semi-stationary
growth (Bliss, 1975), or proportional dynamics (Pasinetti, 1993) are no more than ways
to hide from view the Clark—Kuznets facts, as if the relative proportions of different
activities are frozen in time.'” There is neither structural change nor retardation in these
contrived macro worlds, only uniform expansion or, just as readily, uniform contrac-
tion. In approaching the analysis of economic growth in this way, we effectively rule
out any meaningful connection between the growth of knowledge and the growth of the
economy. Several recent contributions have addressed this problem of reconciliation
by developing frameworks in which rates of growth of demand and/or rates of techni-
cal progress differ sector by sector. In many of these frameworks the rates of technical
progress are treated exogenously, and that is to us an unhelpful restriction that is certain
to misrepresent the relation between the growth of knowledge and the development of
the economy.!!

The important insight here is not that structural change and the growth of aggregate
measures occur together, for that would be quite compatible with the idea of structural
change as a passive, inessential by-product of growth. If that were all that were at stake,
a macro, single-sector approach would be a plausible first step. Unfortunately, this is not
so; for structural change is not only a consequence of differential growth, it is a cause
of that differential growth. This process is autocatalytic — progress generates progress,
structural change generates structural change — which is what we take Schumpeter to
have meant when he wrote of “development from within”, or what Frank Knight meant
when he described growth in capitalism as a “self-exciting” process. Precisely what
one might expect to occur in an economy whose long-run evolution is driven by new
knowledge, by entrepreneurial conjecture and by the reallocation of resources to take
advantage of the opportunities immanent in innovation.

To term this an evolutionary process is entirely appropriate. Structural change is
a product of differential growth, and the mutual determination of growth rate differ-
ences within a population is a leading characteristic of evolutionary theory. Moreover,
the more we disaggregate any given population into its component subpopulations the
more we find evidence for differential growth over any given period, and the longer that
period the greater the diversity of growth experience. Thus there is a simple evolutionist’s
maxim that must always be borne in mind, namely, “the more we aggregate the more we
hide the evidence for and causes of economic evolution”. The evolutionary question is
“Why do rates of growth differ across activities and over time?” not the question “Why
are they uniform and stable?”

It is because a macro perspective hides the very processes that explain the differential
growth of productivity and output that we cannot confront many of the most important
stylised facts of modern economic growth (Kuznets, 1954, 1971, 1977; Harberger, 1998).
Nor can we incorporate the role of demand in shaping growth patterns between indus-
tries; indeed it is remarkable how the modern growth story is a predominately supply
side account of the expansion of productivity and inputs. Changes in the composition of
demand are ignored and the coordinating role of markets in the growth process is lost
from view. Our approach therefore places two processes at the heart of evolutionary
growth, the endogenous generation of industry-specific rates of technical progress, and
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the endogenous evolution of demand as growing per capita income is reallocated across
different lines of expenditure. Let us consider each one in turn.

At the core of any theory of endogenous growth we find some hypothesis about the
origination of innovation and its impact on methods of production. Our approach
develops the notion of an industry-specific technical progress function that follows
from Adam Smith’s central idea linking technical progress to the changing division of
labour within and between activities, and its subsequent elaboration by Allyn Young
(1928). Developing from roots in Smith and Marshall, Young articulated the view that
the extension of the market causes and is caused by the exploitation of new techno-
logical opportunities. We shall suggest below that this is precisely the insight needed to
capture the link between structural change and aggregate growth. Of course, the scope of
Young’s argument was much broader than the linking of growth of market and technical
progress within a single industry. What mattered was the reciprocal dependence between
different industries in which “inventions” in one sphere initiate “responses elsewhere in
the industrial structure which in turn have further unsettling effect” (Young, 1928, p.
532). For Young, for Schumpeter and for Marshall, progress is systemic and the idea of
capitalism as a system in equilibrium did not hold much appeal.'?

As soon as we abandon the equi-proportional method there is immediate scope for
giving demand side forces a key role in the explanation of structural change, and for
giving far more attention to the role of demand in the connection between growth and
technical change. As Pasinetti has expressed it, “any investigation into technical progress
must necessarily imply some hypotheses . . . on the evolution of consumer preferences
as income increases”, while “increases in productivity and increases in income are two
facets of the same phenomenon, since the first implies the second, and the composition of
the second determines the relevance of the first, the one cannot be considered if the other
is ignored” (our emphasis, 1981, p. 69). This is the territory marked out by Engel’s law,
not only in terms of the broad aggregates in relation to agriculture, industry and services
but also in terms of income elasticities for the more narrowly defined outputs of specific
industries (Kindleberger, 1989).

The mutual interdependence between the differential growth of demand and the dif-
ferential incidence of technical progress is at the centre of our evolutionary account
of growth and development. But we are not free to propose any pattern of economic
evolution independently of the constraints implicit in the requirement that aggregate
saving equals aggregate investment. This leads to the central importance of Harrod’s
insight that the aggregate rate of growth also depends on the interaction between capital
productivity and thrift. This is what our frame is meant to capture in terms of the simul-
taneous evolution of the macro and the sectoral such that the one cannot be explained
independently of the other. It is a frame that because it is both “bottom up” and “top
down” allows us to render compatible the competing stylised facts.

3 The population method: accounting for structural change and economic growth

An economy with many industries in which each industry engages in many different
activities is of a level of complexity that places a great challenge to any growth theory.
Yet, if we understand an economy to be a population of different activities, a method of
analysis immediately becomes apparent, one that is central to all evolutionary theories
of a variation-cum-selective retention kind. This is the method that we call population
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analysis. In it an evolutionary population is represented by a set of differentiated enti-
ties that are acted on by common causal forces to transform the population, either by
changing the constituent entities or by changing their relative importance. In our case
the entities are distinct industries. The common causal forces are the reallocation of
demand across the industries as per capita income increases, the different rates of techni-
cal progress in each industry and the constraint imposed by the equality of saving and
investment in the aggregate. One of the immediate advantages of the population method
is that it can be conducted at multiple, interconnected levels so that change at one level
correlates with change at other levels. Thus we could also treat each industry as a popula-
tion of different branches of “similar but not identical” activities, and each such branch
as a further population of closely competing firms. In this way an economy becomes a
population of populations of populations. Even the firm could be analysed as a popula-
tion of different activities under unified managerial control if we wanted to conduct the
argument at its most refined level. For expositional reasons we must suppress the below
industry level of aggregation, recognising that a full account of technical progress at
the level of the industry necessarily requires an analysis of the differential innovation
performance of firms and their differential rates of growth. All we need say here is that
our knowledge-based economy is coordinated in the sense that the average price within
an industry is a long-run normal price, set to maintain full capacity utilisation over time.
Short period deviations from full capacity working are ignored, as seems appropriate in
a treatment of sustainable growth. What we lose is any account of the within-industry
determinants of prices and profitability and thus of the within-industry role of dynamic
coordination through competition. However, intra-industry analysis is already well
developed in evolutionary economic theory, whereas the aspects treated here are not
(Andersen, 2004; Witt, 2003; Dosi, 2000; Metcalfe, 1998; Nelson and Winter, 1982).

One of the principal attributes of the population method is its connection with the sta-
tistical method of analysis that is common ground in modern evolutionary theory. This
is reflected in the fact that the rate and direction of evolution in a population depend on
statistical measures of the variety that are defined over that population. In the presence
of pervasive heterogeneity we use the population moments of various industry character-
istics (means, variances, covariances and so on), to understand the rate and direction of
evolutionary change in that population. Here the three principal characteristics in which
the industries vary are their prevailing levels of productivity, their income elasticities of
demand, and their technical progress functions. Additional dimensions of differentiation
are not ruled out; indeed the greater the number of dimensions of variation the richer is
the evolutionary analysis in prospect. The population moments that play a central role
in the evolutionary approach are always weighted moments, where the weights are the
appropriate measures of the relative importance of each industry in the population. The
weights capture the immediate structure of the population and change in response to
the divergent rates of growth within that population. Moreover, because the weights are
changing so are the moments that they are used to construct. The system is restless and
we do not need to assume that its motion is governed by a stable attractor to which it is
converging: which is fortunate, for the very process of movement necessarily revises the
terms and conditions for future movement.

Within the total population of industries that defines our economy we identify three
classes of structural change: there is the differential growth of the industries that continue
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in operation over some time interval; there is the entry of new industries; and there is the
exit of existing industries. Over a short interval of time the aggregate growth of the whole
population is accounted for by g = g. + n — e, where g is the growth rate of the ensem-
ble of total activity, g, is the growth rate of the aggregate of the continuing industries, 7 is
the proportionate increase in output associated with newly created industries (the indus-
try birth rate), and e is the proportionate loss of output associated with industries that
disappear (the industry death rate).!* For short intervals of time these birth and death
rates may be of negligible importance but over longer intervals they may make up the
bulk of the explanation of population level change. Indeed, for sufficiently long intervals
the output of continuing industries may be of negligible importance: that is to say, the
sets of industries that define the economy at any two census dates may have few elements
in common. However, any newly born industries can only increase their relative impor-
tance if they grow more quickly than the average population, just as the industries that
have disappeared will have grown less rapidly than the economy as a whole. Entry and
exit matter qualitatively but they only matter quantitatively in terms of the subsequent
and antecedent rates of differential expansion. Hence we shall focus exclusively on this
factor of differential expansion and contraction, considering rates of growth defined over
short intervals and setting the net industry entry rate equal to zero.

We must now be precise about the characteristics of each vertically integrated indus-
try. Each one consists of a group of firms supplying final output ready to be consumed
or invested, together with a group of firms supplying the produced means of produc-
tion to produce the final goods. When we speak of employment or investment, we refer
to the total quantities in the supply chain that support the current output of the final
good, including investments to expand capacity to produce the requisite intermediate
goods. The technology of each vertically integrated industry is reflected in a pattern
of division of labour and specialisation that in turn reflects the different technological
and organisational knowledge bases of each component activity. In relation to technol-
ogy and organisation, the capital coefficient, b, (the ratio of capital stock in the whole
integrate industry to the capacity output for the final good) is assumed to be different
for each industry. Moreover, all innovations are assumed to be Harrod neutral process
improvements; progress is purely labour augmenting within the entire supply chain. Let
a; be defined as unit labour requirements within the supply chain required to produce
full capacity output, then labour productivity for the industry, again measured in terms
of capacity output, is ¢, = 1/a;. Notice carefully that at levels of aggregation above the
industry, the ensemble input proportions will change in response to the different final
output growth rates of the various integrated industries. However, this is not factor sub-
stitution in the traditional sense, for there is no smooth industry production function, it
is instead factor reallocation or between-industry adaptation and it is the reallocation or
adaptation effects that play a central role in this evolutionary growth theory.

3.1 Measures of population structure

We need just two measures of population structure to capture the relative importance of
each vertically integrated industry — one in terms of its share of aggregate employment, ¢,
, the other in terms of its share in aggregate capacity output, z,.!* Once we know the pop-
ulation structure we can immediately translate industry labour efficiency (and its inverse
labour productivity) into their population equivalents: reflecting the fact that each
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industry contributes to aggregate productivity in proportion to its share in total employ-
ment, and to aggregate unit labour requirements (efficiency) in proportion to its share
in capacity output. It follows that the average unit labour requirement is a, = >z, and
average labour productivity is ¢, = Xeq;, from which it follows that, a.q, = 1.

Some elementary but important aspects of population accounting now follow from
these definitions. First there is a structural consistency condition

eq, = z4, and za; = ea.. (1A)

From (1A) it follows immediately that the employment structure will differ from the
output structure as individual productivity or efficiency levels deviate from their popula-
tion averages. It also follows that the proportional rates of change in these measures are
related by the conservation conditions'?

q.= —a. (IB)

&+ q=%+qg,and Z,+a,=¢ + a (1)
This is the dynamic counterpart to the proposition that the employment and output
share weights for any industry are equal only when it has a level of productivity equal to
the population average. We can see immediately that proportional growth necessarily
implies the absence of structural change, structure is frozen, and from this it follows that
each industry must have the same rate of productivity and efficiency increase, a require-
ment that is not conformable to the facts. One immediate corollary is that if, say, we
hold the employment share constant in some industry then, in general, the corresponding
output share cannot be constant. The converse is also true. Notice also, that the wider
the spread of productivity levels in the population the greater the difference between
output shares and employment shares.'¢

These accounting relations are no more than bookkeeping devices but they provide the
necessary connections between investment, technical progress and the changing pattern
of demand as we can now establish. Investment is important in three complementary
ways: as the means to expand productive capacity; as a generator of aggregate demand;
and as the carrier of new knowledge and a stimulant to productivity growth. This is the
sense in which we have a long-run growth theory; it is a theory dependent on the deter-
minants and consequences of investment activity. However, by the long run we do not
mean some date far into the hypothetical future when the economy has converged to a
steady expansion path but rather the immediate present when long-run forces of invest-
ment and technical progress are active. As in Marshall’s analysis, different causal forces
are working at every moment but with different velocities, and the different velocities are
the generators of structural change and evolution.

3.2 Demand and aggregate productivity growth

Just as the production side of the economy can be analysed as a population of industries,
so the demand side can be analysed as a population of final consumers, such that the final
demand for the output of any one industry depends on the number of consumers it has
and the rate at which they consume. We assume that the driving causal processes behind
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changes in the pattern of demand are employment growth in relation to the number
of consumers, and the growth of per capita income (the consequence of the growth of
aggregate productivity) in relation to their rates of consumption. In this scheme, pro-
ductivity growth reduces prices relative to money incomes, and the consequent increase
in real income generates a redistribution of expenditure over the different industries
— the Engel law effects that we referred to above. That the rates of growth of demand
differ across industries, differences that would become more marked the lower the level
at which we construct our industry aggregates, is not only one of the most important
empirical regularities in economics, it is the reason why proportional growth models
cannot capture the process of economic growth in a substantial way.!’

Let the per capita income elasticities for each industry, y,, be defined as the ratio of
the growth in per capita demand for the output of each industry to the growth rate of
aggregate per capita income, thus
_&—"
g
where 7 is the rate of growth of total employment, and g. = Xzg; is the rate of growth
of aggregate output.'® These elasticities provide us with the basis for a selection process
across the set of industries since they give rise to different growth rates of demand and
output. The simplification, that employment growth is neutral in its demand composi-
tion effects, is precisely that, a convenient simplification. What matters is that per capita
income growth and population growth have differential demand effects and this is what
we have captured in equation (2) and in its consequences below. Of course, in emphasis-
ing the role of income elasticities in the inter-industry selection process, we should not
be deluded into thinking that we have said anything terribly profound. The elasticities
are averages taken across the population of consumers, contingent on the distribution of
tastes, on the distribution of income (both personal and functional) and on the particular
prevailing pattern of expenditure across very different commodities. What we need is
some empirical and conceptual understanding of the determinants of income elasticities
in general, their relation to the distribution of income, and how they change in relation
to innovation and the entry of new industries. This we do not yet have, nor do we need
it for immediate purposes.'’

From equation (2) we can write the rate of output growth of each industry as

v, (2)

g=n+ \ng]p ®)

where ¢, = (d/dt)logg, is the, yet to be constructed, aggregate rate of productivity
increase. The immediate consequence of this formulation is that the rate of growth of
each industry cannot be determined before we have determined the rates of growth of
employment and productivity across the entire population ensemble. Thus, the pattern
of industry growth rates that emerges is simultaneously determined with the aggregate
rate of growth of employment and of productivity.

The pattern of structural change in terms of output follows immediately from
equation (3) since

f= (g - ) = 20y — i, (4A)
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An industry gains or loses relative importance in the ensemble of total (capacity) output
as its income elasticity is greater or less than the population average income elasticity,
which, of course, necessarily takes the numerical value of one. However, the proximate
driver of the changes in structure is the growth of average per capita income; without
technical progress the output structure of the population and its employment structure
are frozen in time.

Relation (4A) is our first example of the use of the replicator dynamic principle, in
which the changing economic weight of an industry depends on how its characteris-
tics compare to the population average of those characteristics.’® The importance of
the replicator dynamic is that it provides a way of analysing economic change that is
independent of any assumption of the existence of a long-run attractor towards which
the economy is converging. In an open, knowledge-driven economy there cannot rea-
sonably be expected to be any such stable attractor, for the very movement towards it
would create new knowledge and new entrepreneurial conjectures, and thus change the
foundations of that attractor. Replicator dynamics sidesteps these inherent difficulties
by making the relevant rates of change dependent on the distributions of industry char-
acteristics around their current population averages, while simultaneously providing
an explanation of how those averages are changing. We have already pointed out that
evolutionary analysis is inherently statistical in the sense that it relates different statistical
moments within a causal structure, and an immediate illustration of this principle can be
found in the relation between the variance of the industry growth rates and the variance
in the income elasticities of demand, which, making use of (4A) is given by

>zlg —g)> = Vi) = &2V.(y) (4B)

where V() is the capacity-weighted variance in the income elasticities of demand. The
greater the rate of productivity growth the greater is the variance in the industry growth
rates for a given variance in the income elasticities, and the greater is the resultant turbu-
lence in the capacity shares.

There is an implication of the replicator principle that is worth drawing out at this
point. It is that the income elasticities of demand cannot all be constant in a progressive
economy, unless, trivially, they are all equal to one, the necessary condition for propor-
tional growth. This is a deduction that is already implicit in Engel’s law in which the
elasticities decline with increases in per capita income. It follows because the population
average elasticity y. = 1 is a constant even though the structure of demand is evolving
according to equation (3). Consequently,

2wt 20, =0
and from (4B) this becomes
2= =4, 2,500 — ww; = —4.V.(y)
It follows that >z)\y; = 0 if, and only if, productivity growth is zero or if all income

elasticities are the same (unity in value). The former assumption rules out technical
progress, the latter rules out structural change. Hence we are left with the requirement
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that in a progressive economy >z3\y; < 0. On average the income elasticities must decline
as productivity grows, although this constraint is quite consistent with some of them
increasing. This result is an example of what evolutionists call Fisher’s principle, after
the eminent biologist who first formulated some of the statistical rules of population
dynamics.?! It will recur in many different guises below.

3.3 Aggregate productivity growth

We can now explore the implications for the relation between productivity growth in
the individual industries and productivity growth for the entire economy. This is not as
straightforward as it might seem, because the movement in the ensemble averages for
productivity or efficiency is composed of two components, technical progress in each
industry and structural change. Thus, for example, since ¢, = Xeq;, it follows from
equation (1A) that the aggregate rate of productivity growth is given by

q.= 254+ 228 (5A)

With a similar expression applying to the change in average efficiency, thus

a.= e+ De; (5B)

In relations (5A) and (5B) the aggregate rate of change is the sum of the average tech-
nical progress effect and the average structural change effect; two terms that are often
called the “within-industry effect” and the “between-industry effect” in modern produc-
tivity accounting exercises.”?> However, our hypothesis on demand dynamics allows us
to elaborate further the structural change effect and to write ¢, as proportional to the
weighted sum of the industry productivity growth rates.”* Since 7 is the rate of growth
of employment in industry j and g; = n, + g, it follows that n, — n = y g, — q;. If we
weight this last expression by the employment shares ¢, and sum across the population
of industries we find that

el —n) = (Xew)q, — Xed; =0
since Xen, = n by definition. Thus, our weighting scheme is provided by
1

Qe = eq
2?/‘4’/2 ™

(6A)

UnlessX ey, = 1, these weights do not sum to unity. Indeed, it follows immediately
that the employment-weighted income elasticity is given by

Ce (\Vjaqj)

9.
where C,(y,q,) is the “e”-weighted covariance between productivity levels and income
elasticities across the population of industries. Thus, the employment-weighted average
of the income elasticities coincides with the output-weighted average only if this covari-

ance is zero.
By an analogous argument, the rate of decline in unit labour requirements is given by

Sew, =y, =1 (6B)



76  Handbook of alternative theories of economic growth
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a. (7TA)
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And here we can express the employment weighted income elasticity as
C.(y,a)
Dew; =1+ —_ (7B)

a.

[Tt

where C.(y;, a) is the corresponding “z”-weighted covariance between industry income
elasticities and average unit labour requirements in each industry.?* The employment-
weighted average income elasticity plays an important role in our analysis of aggregate
growth and structural change, a result that could not be readily anticipated.

To explore this point further, we can establish how much of the overall growth of
productivity or efficiency is a result of structural change and how much is a result of
technical progress proper. Consider first the decomposition of changes in a.. Let 6, be
defined as the proportion of the rate of change in aggregate efficiency that is a result of
output structural change. Then we find from (5B) and (7B) that 6, = 1 — . It follows
that the corresponding proportion of aggregate labour efficiency change that is a result
of technical progress, 1 — o, is equal to y,. Consequently if C.(y, a) = 0, that is, the
income elasticities and efficiency levels are uncorrelated when weighted by output shares
(v, = 1), then the contribution of structural change to average efficiency growth will be
zero even though the output structure is changing. Moreover, if this covariance is posi-
tive, then changes in the structure of output are offsetting the effect of technical progress
in the generation of average efficiency change, because demand is shifting relatively in
favour of industries that have above average unit labour requirements.

How much structural change in total is generated for this population of indus-
tries? One measure of this is obtained by adding together the weighted changes in the
employment and output shares so that?

Ce (qj» qj) C_— (Gj, &])

Ezjéj + E"’jé/‘ = = @®)

qé’ aZ

In (8) the statistic Ce(qj, 21].) is the employment-weighted covariance between levels of
productivity and rates of productivity change across the population of industries, while
C. (aj, dj) is the corresponding output-weighted covariance between levels and rates of
change in efficiency. When these covariances are zero, it follows that the average amount
of structural change is zero. These covariances play an important role in constraining
the patterns of change in the population. As one might expect, the way the pattern of
productivity change correlates with the pattern of productivity levels is an important
determinant of the overall pattern of evolution.?®

It is less straightforward to establish how much of the change in aggregate labour
productivity is a result of structural change in the pattern of employment, because this
depends on the co-movements of output and productivity. However, if we define 6, as
the proportional contribution of structural change in employment to total productivity
growth then it follows from equation (8) that

C.(q; q)

(Gl - Gll) AL’ = - 9
. q 0 ©)
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From equation (9) we see that 6, and o, are different whenever levels and rates of
change of productivity are correlated, and that 6, < 6, whenever this correlation is
positive. This is an important result in evolutionary productivity accounting. Since the
output structure and the employment structure evolve differently, one would expect
that their changes make different structural contributions to aggregate productivity and
efficiency change (Metcalfe and Ramlogan, 2006). Thus, for example, to discover empiri-
cally that changes in employment structure make a negligible contribution to aggregate
productivity growth, 6,= 0, would be consistent with the simultaneous finding that
changes in the output structure made a large contribution to aggregate efficiency growth
and by implication productivity growth.

From equation (8) we can also decompose the aggregate rate of productivity growth in
a different but illuminating way in terms of the average rate of technical progress and the
average amount of structural change in the population. Let the average rate of technical
progress be defined as 7. = Xz4, = — Xz, from which it follows that

R 1 [T B C(,(q,': @,)]
9.

When C,(g,, ) =0 then T. = vy,g, and the employment-weighted average income
elasticity exactly measures the proportion of aggregate productivity growth that is
contributed by technical progress alone.

Having spelt out the population accounting relations between structural change
and productivity change, we turn next to the determinants of productivity growth at
the industry level, for this is the fundamental driving force in this evolutionary frame.
Structural change in demand, operating through the differentiated income elasticities,
matters, but it only operates in response to these more fundamental forces that create
wealth from knowledge. Since we reject any reference to a neoclassical production
function and to changes in aggregate knowledge, how can we build an account of the
self-transformation of industries and economies? Such an account should generate the
transformation process “from within”, it should connect with the sector-specific growth
of knowledge and it should emphasise the fundamental features of enterprise in relation
to investment and innovation. If we are to choose any principle that draws together these
desiderata it is that the division of labour is limited by, and in turn limits, the extent of
the market. Changes in the division of labour require changes in technology in the broad,
and extension of the market requires the growth of per capita income. No other principle
would seem to have the ability to unify the transformation of production methods and
the extension of demand to create an endogenous theory of enterprise and economic
transformation.

(10)

4 Investment and a technical progress function

In a remarkable empirical investigation into the growth of manufacturing in the USA
over the period 1899-1939, Solomon Fabricant (1942) drew attention to the fact that
rapidly growing output in an industry is usually associated with rising employment and
increasing labour productivity and that when output is in decline so is productivity.
Across industries, there are wide variations both in levels of productivity and in growth
rates of productivity, so Fabricant saw that the way was open to explain these differ-
ences in terms of the differential growth of the markets for different groups of products.
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Moreover, growth of output is usually associated with net investment, and conversely,
such output growth usually implies the growth of measured capital per worker. The
significance of this argument is not only that investment creates the capacity to serve a
growing market but that it is a major channel through which technical advances “cut
into unit labour requirements” (p. 96).

By investment, we mean any use of resources that improves the capacity of productive
assets of any kind, assets being defined in the conventional way, by their ability to yield
future income streams. From this perspective, investment is the activity that enhances
productive economic capabilities, and it is much broader than the laying down of new
plant and physical infrastructure. Investments in human capital, in research and devel-
opment, in improvements in the organisation of firms are all of importance alongside
the development of new plants and structures. Investment can then be interpreted as the
cost of making the arrangements to improve capabilities and thus the cost of generating
improvements in productivity (Scott, 1989). Of course, any change in such capabilities
will require the growth of knowledge somewhere in the economy but the kinds of knowl-
edge required tend to vary enormously and cannot be reduced to any simple metric or
common denominator. Following Harrod (1948) we can distinguish two broad classes
of investment that realise productivity improvements. One is the investment that adds
capacity at the margin of production, and the other is rather more diffuse and includes
any investment that serves to raise efficiency in existing plants without changing their
capacity output. We call the second the “improvement effect” (operating on exist-
ing capacity), and the first the “best practice” effect (operating at the margin of new
capacity), following Salter (1960).

We now introduce the concept of a technical progress function, to connect the rate of
productivity growth to the rate of gross investment industry by industry (Kaldor, 1957).
This function is the realisation of the prevailing scope and scale of innovation and enter-
prise in a vertically integrated industry, and is thus the realisation of the opportunities
opened up by the growth of knowledge throughout the entire vertically integrated supply
chain (Pasinetti, 1981). It combines the two classes of investment such that an industry’s
overall rate of productivity growth is necessarily a weighted average of their different
effects. In general, the relative incidence of the two types of investment will vary industry
by industry, reflecting the particular composition of its vertically integrated supply chain
and the rates of progress in the component parts of that supply chain. However, in all
cases, the faster the growth rate of capacity the faster is the rate of productivity growth
and the greater is the relative importance of investment in “best practice” compared to
the investment in improving the existing population of plants.

Let a; denote the proportionate improvement effect on existing plants inclusive of the
retirement of marginal capacity, and let B; denote the proportionate rate of improvement
in best practice design as embodied in new plants. Both these coefficients are averages
struck across each vertically integrated industry to reflect technical change at plant level,
and the wider effects of reorganisation and differentiation of the supply chain as a market
grows. Then we can write each vertically integrated technical progress function as?’

q;=o; + Bg; (11A)

which is equivalent to
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3=+ mj(é) (11B)

where 1/Q. is the vertically integrated ratio of investment in new plant to physical capacity
and ©; = /b, is the coefficient that translates that investment into productivity growth.?®
This specification informs us immediately that structural change has feedback effects on
the industry rates of productivity growth, because each industry growth rate is arithmeti-
cally equal to the sum of the population average output growth rate and the proportion-
ate rate of change in the output share of that industry. Hence the core evolutionary
principle that productivity growth induces structural change, which induces further
productivity growth without limit provided that knowledge continues to develop.

Relations (11) are fundamental to understanding everything that follows; they are the
basic building blocks of our investment-led evolutionary theory of growth and develop-
ment. Indeed the key point about any endogenous growth theory is that it requires some
specification of the economic determinants of technical progress, some link between new
knowledge and its economic application. We should note immediately that the same
relation has been introduced by Kaldor (1972), in his exposition of the Verdoorn law,
although Verdoorn’s original account has very different foundations from those articu-
lated by Kaldor or Fabricant.?

5 Increasing returns and the interdependence of rates of productivity growth

The immediate consequence of combining the technical progress functions with the
population analysis of productivity growth is to find that the industry rates of productiv-
ity growth are interdependent. Here we are following the line of enquiry that is traced
from Adam Smith, through Alfred Marshall to Allyn Young (1928), to the effect that
increasing returns and the extension of the market generate reciprocal interdependences
of productivity growth between the different industries. As Young put it, “[e]very impor-
tant advance in the organisation of production alters the conditions of industrial activity
and initiates responses elsewhere in the industrial structure which in turn have a further
unsettling effect” (p. 533). The precise forms those changes in organisation and technique
take within each supply chain are not the issue in question, rather it is their reciprocal
effects on productivity growth that matter. There is an organic unity to the pattern of
technical progress, a unity that is conditioned by the structure of the economy and that
changes as that structure changes.

The interdependence of productivity growth rates follows directly from the techni-
cal progress functions (11), the relations between the growth of each industry and the
overall rate of productivity growth (3), and the relation between the aggregate and the
industry productivity growth rates (6A). Thus we can translate each technical progress
function into the corresponding increasing returns function to integrate the evolution of
technology with the evolution of demand,

Eefflj)} (12)

4 =0+ Bj[” + Wj<2€-\lf’
v

This expresses the central point of the Smith/Marshall/Young approach, which is that
productivity growth in any one sector increases with productivity growth in all other
sectors provided that its output is a normal good. The productivity growth rates are
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Figure 3.1  The distributed pattern of technical progress

mutually determined through the coordination of demand and capacity in the market
process, industry by industry. Equation (12) generates an ensemble of simultaneous
productivity growth equations, and the solution in the two-industry case is sketched
in Figure 3.1. The schedules Q, and Q, are the reciprocal increasing returns functions
for each industry, and they intersect at a to determine the market coordinated rates of
technical progress, in each industry, ¢* and §%.

The position and slope of each increasing returns function depends on the structure of
the aggregate population and this structure is captured by the weights u; = ey /y, which
measure the contribution each industry makes to the employment-weighted average
income elasticity of demand.?® The coordinated rates of technical progress thus depend
on the structure of the economy but in the subtle way embodied in the weights, v, Any
change in employment structure, as mediated by the distribution of income elasticities,
implies a different pattern of technical progress across the population of industries, and
it also implies a different aggregate rate of technical progress. Thus structure shapes the
pattern of progress, and the pattern of progress reshapes the structure.

Now draw through point a in Figure 3.1 the straight line Z — Z with slope, — z,/z,
(the relative capacity output shares) to intersect the 45° line at . This point measures
the rate of aggregate technical progress, 7, = Xz4* and, as drawn, ¢% > T > ¢3. This
differs from the aggregate rate of productivity growth by the contribution made by
employment structural change, as given in equation (10) above. Hence, if we also draw
the line £ — E through point a with slope — e,/e,, it intersects the 45° degree line at ¢
to measure y,g,. One can see immediately how the average rate of structural change in
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employment and output combined is determined jointly with the pattern of productivity
growth, because the distance between points b and ¢ measures the covariance statistic
C.(g, 4)/q,. As drawn in Figure 3.1, T. > ,g,, so this covariance is positive,*! and the
overall pattern of structural change is acting to reduce aggregate productivity growth
below the average rate of technical progress. The converse case means that this covari-
ance statistic is negative. When the industry levels of productivity and rates of productiv-
ity growth are uncorrelated then points » and ¢ coincide and the covariance is zero. Here
there are two relevant possibilities. Either the levels of labour productivity are the same
in each industry so that the schedules Z — Z and E — F coincide, or the two increasing
returns functions happen to intersect on the 45°line, to equate the industry rates of pro-
ductivity growth. Now consider point d. This depicts the pattern of productivity growth
when the best practice rates of design improvement B; are equal to zero, so eliminating
the possibility of increasing returns and the mutual interdependence of rates of techni-
cal progress. The difference between points d and « reflects the importance of increasing
returns in this population and of reciprocal interdependence in the growth process: it
measures what we shall term the “Young effect”; the stimulus to growth generated by
the autocatalytic nature of technical progress and the growth of per capita income. The
point about positive feedback, as Young emphasised, is that it augments growth within
and between sectors, amplifying the wellspring of progress, provided by the enterprise-
based relations between processes of innovation and investment.?? In this way, we can
comprehend his insistence that changes in one industry induce changes in other indus-
tries, mutually reinforcing the growth of productivity within the entire population of
industries.

Having dwelt extensively on the relation between industry rates of technical progress
and aggregate productivity growth we should also draw attention to the other lessons
contained in Figure 3.1. The first is that the industry pattern of technical progress
depends on the rate of growth of total employment, and the faster is total employment
growth the faster are the rates of technical progress industry by industry. The second
relates to the fact that the technical progress functions are defined in terms of sets of
supply chain relationships, with the likelihood that different industries have elements of
their respective supply chains in common. Thus, for example, an improvement in steel
or plastics technology will influence the increasing returns functions of all the vertically
integrated industries that utilise steel and plastics in their supply chains. Such a techno-
logical breakthrough of a “general purpose” kind will shift outwards both the increasing
returns functions in Figure 3.1, and induce further technical progress, according to the
pattern of weights u,.

Notice carefully, that Figure 3.1 represents a process of growth coordination at a point
in time. It does not represent growth equilibrium interpreted in some more general sense,
as a fixed attractor on which productivity patterns converge and stabilise. Indeed, it is
a fundamental assumption of our evolutionary perspective that growth is open-ended,
that there is not any state of dynamic rest in the presence of innovation-driven growth.
Thus, points a and b, ¢ and d are continually “on the move” as the relative employment
shares vary over time.

We can now derive the appropriate expressions for the aggregate rate of productiv-
ity growth and the aggregate rate of technical progress. For the former, we weight each
increasing returns function (12) by the corresponding employment share weights and



82  Handbook of alternative theories of economic growth

sum to yield the following relation between aggregate productivity growth and the rate
of growth of total employment

g = St P 13A

Ty -3, (13A)
In (13A), o, = Xe0y is the average rate improvement to existing plant, B, = e, is the
average progress elasticity constructed with the employment shares, while B, = Zuf,
is the average progress elasticity, derived from the weights u;.** The conditions for
Fabricant’s law to hold in the aggregate are 3, < 1, and B, < 1, which are certainly
satisfied if the individual rates of best practice design improvement are less than unity.
Then we are assured that growth is autocatalytic, with demand, output and productivity
growth mutually reinforcing one another.

To derive the average rate of technical progress, 7., we net out the contribution of

structural change to productivity growth by multiplying each increasing returns function
by the capacity output weights z,, to obtain the relation’

T.= |o + “B} + [B- + Bﬁ}n (13B)
v.(1 =B, v (=B

where B, = Xz, and B, = 2w}, are appropriately weighted best practice effect elastici-
ties.3

The formulations in equations (13) map directly into Figure 3.1 because they take as
given the rate of employment growth. However, from our viewpoint the rate of growth
of employment is not an arbitrary given but is rather a derived consequence of the differ-
ence between aggregate output growth and aggregate productivity growth. Rearranging
(13A) we can thus express Young’s law across the ensemble of industries, as the aggre-
gate relation between productivity growth and output growth, thus®’

o, + B.g.

4=V =p) +B.

Equation (14) is the aggregate increasing returns function for this population of indus-
tries. It reflects the implicit growth of knowledge and its rate of application industry by
industry, and it captures the fundamental point that average productivity growth cannot
be independent of the structure of the ensemble of industries and how that structure is
changing. The economy is simultaneously coordinated and restless, as all knowledge-
based economies must be. We shall take up the restless theme in our final section but we
must turn first to the interdependence between aggregate output growth and aggregate
productivity growth.

(14)

6 Closing the system: accumulation and increasing returns

We have shown how productivity growth differences at the industry level and the aggre-
gate rate of productivity growth are simultaneously determined. However, we have yet
to determine what the aggregate rate of output and productivity growth will be, for the
individual industry growth rates are ultimately constrained by the requirement that
aggregate investment is equal to aggregate saving. That is to say, there are limits to the
exploitation of increasing returns and these are naturally set by limits to the aggregate
growth of the market. As Kaldor (1972) pointed out, there is a missing element in the
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Young approach that can only be dealt with by an explanation of the relation between
capital accumulation and effective demand in the aggregate.

To express this more formally, relation (14) provides only one relation to determine
two unknowns. A relation is missing and here there are at least two possibilities. The first
is to claim that the rate of growth of employment, #, is given by virtue of arguments in
relation to the growth of population, labour migration, changing gender composition of
the population, and changes in institutional rules in relation to the market for labour.
Whatever the rationale, the full employment value of ‘»’ determines ¢, through (13A)
and correspondingly determines the growth rate of output, g.. This is the route explicitly
followed by Arrow (1962) and Jones (1995a and 1995b) in their very different accounts
of endogenous growth, for they both end up with the claim that steady state productivity
growth is proportional to the growth in population. Consequently, a stationary popula-
tion implies an end to progress, which seems an unduly tough restriction on the growth
of knowledge and its transfer into the growth of productivity. Instead we follow a differ-
ent approach; one grounded in Harrod’s pioneering treatment of endogenous growth in
terms of aggregate saving and investment. In this view, the requirements for macroeco-
nomic coordination set the aggregate constraints on the relations between growth rates
at industry level. In following this approach, some hypothesis has to be adopted on the
nature of capital markets, investment and saving behaviour.?

We start by assuming that all profits are distributed, all investment is funded via the
capital market, and that the aggregate saving ratio of households is a constant, 5.4’ The
ratio of saving to capacity output is then equal to sx. where x, = Xz, is the average
degree of capacity utilisation and x; is the degree of capacity utilisation (the ratio of
actual to capacity output) in each industry. Long-run normal prices are set to keep each
industry operating at full capacity, x; = x, = 1, and thus ensure that the rate of growth
of capacity is equal to the rate of growth of demand, given each industry’s propensity to
invest. Coordination of the capital market requires that the aggregate saving ratio must
equal the aggregate investment ratio for the economy, but here we must introduce the
two kinds of investment that we alluded to in constructing each technical progress func-
tion. First there is investment that expands capacity. Since capacity is fully employed in
each industry, the ratio of this kind of investment to the industry’s outputis (I/Q), = bg,.
It follows that the aggregate ratio of capacity expanding investment to capacity is given
by

EZ & = : v

where g, = 2vg; is the rate of growth of the aggregate capital stock, defined using the
weights vb. = zb,. The weights v, measure the share of each industry in the total capital
stock, Wthh is equal to the proportlonate contribution that each industry makes to the
aggregate capital output ratio. Second, there is improvement investment that enhances
the efficiency with which current capacity is operated, and we let u denote the aggre-
gate ratio of this kind of investment to capacity expanding investment.*' From this, we
immediately obtain a version of the familiar Harrod condition

N

& =
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Given our assumptions about capacity utilization rates, this is the familiar Harrod
formula, taking account of the distinction between the two kinds of investment. Clearly,
the greater the fraction of investment that is devoted to improvement rather than capac-
ity expansion, the smaller will be the rate of growth of the aggregate capital stock.

However, g, in this formula is not the growth rate of aggregate capacity output as
normally defined, which is g. = Xzg,, the output share weighted average of the industry
growth rates. The two growth rates would only be equivalent in conditions of propor-
tional growth, that is, when growth is not associated with development, but here they are
logically different and are related by the condition

C.(g,b)
b.

8=8& ~

In this expression C.(g;, b) is a secondary covariance since the growth rates are endog-
enously determined. However, because of the relationship between the distribution of
demand growth and aggregate productivity growth it follows that this secondary covari-
ance is equal to C.(y, b)) - q,, where C.(y, b)) is the capacity output weighted primary
covariance between the industry capital output ratios and the industry income elasticities
of demand. Thus, the aggregate rate of output growth becomes
C.y; b)
g =8 — qu

and it follows that the aggregate growth rate of output is related to the aggregate growth
rate of productivity by

C.(y. b,
d [ Y, ’)}L (15B)

£ 0 +wb | b

That is to say, the aggregate growth rate of output is not independent of the forces,
making for uneven rates of growth in the individual sectors.

Now, if we combine together the accumulation relation (15B) with Young’s law (14),
we can simultaneously determine the mutually consistent values for the growth of aggre-
gate output and the growth of aggregate productivity. This solution is sketched in Figure
3.2. The accumulation schedule labelled H shows the rates of growth of output associ-
ated with different rates of productivity growth when aggregate saving equals aggregate
investment. It is a schedule of regular advance as Harrod put it. We have assumed for
purposes of illustration that C.(y,, ) is positive. The resulting negative association
between the rates of growth of output and productivity reflects the “least favourable
case”, in that the industries with above average income elasticities of demand are also
the industries with below average capital productivity. Productivity growth consequently
has a retarding effect on output growth since it concentrates the latter in industries
with relatively lower productivity of invested capital.*? The increasing returns schedule,
labelled Y, imposes a positive association between the two rates of growth, and so the
mutually dependent aggregate solutions for g. and g, follow, and are shown in Figure
3.2 by point y. The solution at y is the “Young” solution, with mutual interdependence
of productivity and output growth. By contrast, the point labelled / is the traditional
“Harrod” solution, with output growth equal to capital stock growth and productivity
growth independent of output growth. The diagram also depicts the aggregate rate of



Evolutionary growth theory 85

Figure 3.2 The coordination of aggregate productivity growth, output growth and
employment growth

employment growth. The 45 degree line in Figure 3.2 shows all combinations of output
and productivity growth that generate a zero rate of growth of aggregate employment.
The distance ya = On measures the positive rate of employment growth consistent with
the solution at point y. Notice also that point e denotes the minimum rate of productivity
growth consistent with non-negative employment growth. That the joint distributions of
income elasticities of demand, productivity levels, and capital output ratios matter for
this outcome, is entirely a product of our evolutionary framework. Structure and variety
matter in an essential way for the performance of the system and our solutions in Figure
3.2 show how.

Some rather obvious comparative static exercises now fall into place with the help of
Figure 3.2. Thus comparing two economies that are identical except for their savings
ratios, we find that the high saving economy has faster growth rates of output, produc-
tivity and employment. Similarly comparing two economies, one of which is technically
more progressive, the latter will have a higher rate of productivity growth, a lower rate
of output growth and a lower rate of employment growth. A more difficult exercise is
to consider the effects of an increase in |, the ratio of improvement to capacity expand-
ing investment. This notional change shifts the H schedule downwards and reduces
the growth rate and the rate of productivity growth for a given aggregate increasing
returns function. However, the expectation is that an increase in the resources devoted
to improvement investment, for example, through more R&D or training, will also shift
this schedule to the right, increasing the rate of productivity growth but further reducing
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the rate of output growth. How this works out in full will depend on how the investments
pay off in terms of improved productivity growth, and this is a question that can only be
addressed industry by industry and firm by firm. This is beyond our remit but at least we
know where to look to see how investments in knowledge generation are translated into
additional wealth, and it is not at the macroeconomic level.

The pattern of coordination in Figure 3.2 represents a perfectly plausible “model”
of evolutionary growth without making any assumptions that the point of coordina-
tion is a stable long-run attractor for the economy. Quite the contrary, what makes this
approach evolutionary is that the determinants of the point of coordination are restless;
they evolve in response to the structural changes that are induced by the processes of
economic coordination at aggregate and industry levels. It is not a system in equilibrium;
indeed, capitalism in equilibrium seems from this point of view a contradiction in terms.
There are always reasons and incentives to change prevailing arrangements, and every
change opens up new opportunities for further change, ad infinitum. This is the power-
ful message first stated by Smith, refined by Marshall and Young, and given empirical
content by Fabricant, Schumpeter, Kaldor and modern evolutionary economists. What
can we say on the nature of restless development and growth and the relation between
the different stylised facts? The discussion is necessarily brief but we hope that it points
to deeper questions about evolutionary growth.

7 Restless capitalism and the stylised facts

We begin by reminding ourselves of the basic dynamics of structural change. An industry
is increasing its share of aggregate output precisely to the degree that its income elasticity
of demand exceeds a value of unity, the population average income elasticity. Nothing
more needs to be said, but when we come to the changes in employment shares, the
outcome is a little less transparent, for employment and output shares do not automati-
cally move in step. An industry is increasing its share of employment if n, > n, which is
equivalent to the requirement, g,y, > §;. That is to say, the ratio of industry to average
productivity growth has to be less than the income elasticity of demand for that industry.
We can decompose this requirement even further using the increasing returns functions,
so that an industry’s employment share is increasing whenever

vl =B) o+ Bp
v.(1-8) o +Bn

This is a condition that captures with neat symmetry the relation between industry and
population characteristics in relation to technical progress and structural change.

Since the shares in output and employment are in continual flux, it is not at all obvious
that the aggregate growth rate can be constant — a definitive test for states of steady state,
balanced growth. For it is immediately apparent that when industry growth rates differ
there may be no industry that grows at the average rate, and consequently the average
growth rate cannot be constant. How does it change? This is where we reconnect with
the work of Kuznets and Burns on retardation and growth rate divergence discussed in
section 2 above. Using (4B) we find that the change in the aggregate growth rate is

dg. _ . .
7 g+ 22
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V.(y)g, + R. (16)

The variance in income elasticities multiplied by the productivity growth rate captures
the structural change effect, while R. = Xzg; is the average rate of change in the indi-
vidual growth rates, and measures the retardation effect. If all the individual growth
rates are constant this second term vanishes and the average growth rate is necessarily
increasing because it is converging on the largest of the given industry growth rates at
a rate that equals the population variance in the industry growth rates.*> Consequently,
the only way the average growth rate can remain constant is if the individual growth
rates are declining, that is to say that the Kuznets/Burns retardation principle holds on
average. If it should happen that the average output growth rate is indeed constant then
the required average rate of retardation is given by R, = —V_(y)§,, which increases with
the average rate of productivity growth. Thus the Kuznets and Burns analysis of indi-
vidual industries has its aggregate counterpart in relations (15).4

Principal among the aggregate stylised facts is the constancy over time of the aggregate
capital output ratio. Within our framework there is no necessity for it to be constant
since the given capital output ratios differ industry by industry. Consequently the aggre-
gate capital output ratio evolves with the output structure according to the relation

C.(y; b) } .
b. ¢

z

b.=g -8 = [ (17A)
Only if the distributions of capital output ratios and income elasticities of demand are
uncorrelated at the prevailing output structure will the aggregate capital output ratio be
constant. This is an important clue to the nature of the evolutionary process; its aggre-
gate consequences are conditional not only on the variety within the fundamental data
of the economy but on their degree of correlation as well. Thus, as a general rule in an
evolving economy, Harrod neutrality at industry level will not produce Harrod neutral-
ity at the aggregate economy level, and the purpose of the aggregation procedure is to
identify how and why the emergent aggregate properties do not mimic the corresponding
properties at industry level. Of course, Figure 3.2 shows a case where the capital output
ratio is increasing over time, so that structural change imposes an “evolutionary load”
on the aggregate rate of growth.

Constancy of the industry capital output ratios also means that each industry’s
capital labour ratio, k;, will be increasing at the same rate as labour productivity in that
industry. At the population level this means that the aggregate capital labour ratio, is
k, = Zek; = b.q,, so its movement depends on the changing patterns of employment
and output. Consequently, from (16a) the growth in the aggregate capital labour ratio
is

C(y, b,
k [1+‘(W’ ’)]31@ (17B)

b.
Notice that in the case of the movement of both of the average ratios in (17A) and (17B),

the rate of change increases with the rate of average productivity growth, precisely because
the rates of structural change increase with the rate of average productivity growth.
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Of course, we are not ruling out the possibility that Kaldor’s stylised facts will hold in
respect of these ratios (although the evidence in their favour is problematic). If they are
validated empirically, it will not be because of the absence of structural change but rather
because of the particular correlation structure between technology and demand across
the ensemble of industries.*’ There is no necessity for steady growth to apply in an evolv-
ing economy; if it does it will be the result of an averaging process and to this degree an
emergent ensemble property of the economy.

It should now be apparent that the point of coordination in Figure 3.2 is a restless
position. It is restless because the economy-wide averages that determine the positions
of the accumulation and technical progress schedules are continually evolving. We
have seen this in respect of the capital output ratio and the “Harrod” schedule, so let us
conclude with a second example, which relates to the change in the “Young” schedule.
Consider then the change in the average rate of improvement on existing plants, o,. This
is a more complicated story. The rate at which this average changes has two components,
one reflecting the impact of the changing employment structure, and the other reflecting
any changes (accelerations or decelerations) in the industry-specific rates of improve-
ment in existing plants and capital structures, o, Thus

do, . .
ar %= 260+ et

About the second term we have little to say, since it is a sum of changes arising below
the industry level and is ruled out of our discussion for this reason. However, the struc-
tural effect in the first term is far more amenable to analysis. By familiar steps it follows
immediately that X éa, = C,(ay, ). If this covariance is positive then the employment
structure is increasingly concentrated on those industries with above average rates
of improvement, necessarily increasing the population average rate of improvement.
Taking account of the fact that the distribution of the employment growth rates around
their average, n, — n, is equal to yg, — ¢, it follows that

Ce((xj) nj) = Ce((xj’ \V/) . @g - Cg(ajﬂ Cflj)

This is a typical product of evolutionary economic reasoning, in that the covariation
between an endogenous variable (in this case n;) and an exogenous variable (in this case
o) reflects the deeper causal structure underlying the changing patterns of output and
employment. This deeper structure is reflected in the covariation between income elas-
ticities and rates of improvement and between rates of productivity growth and rates
of improvement. The system is restless because of the variety contained within it and
because of the correlation between those different dimensions of economic variety. All
is flux, the product of variation, selection and the ongoing development of productivity
within the causal structure of demand and output coordination, industry by industry and
in the aggregate.*

8 Concluding remarks

When the uneven growth of the economy is driven by and drives the uneven growth of
useful human knowledge, we can neither restrict our analysis of growth to the aggregate
economy nor can we treat structural change as a passive epiphenomenon. Innovation
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and technical progress cause and are caused by the patterns of economic restructuring
and differential growth in the economy. At its most fundamental level the system evolves
because of the non-representative behaviours contained within it. Unfortunately, a full
treatment of the origins of wealth from knowledge must necessarily delve below the level
of the industry to the connections between innovation and the competitive perform-
ance of rival firms. This further step will reinforce our claim that capitalism is restless
because knowledge is restless; that capitalism grows unevenly because knowledge grows
unevenly, precisely what Schumpeter meant by creative destruction. Diversity and cor-
relation of determining characteristics are the keys to adaptive, restless capitalism; and
it is the diversity in the conditions of technical progress, in capital output ratios, and in
income elasticities of demand that we have shown to sustain the essential unity of our
two sets of stylised facts. Aggregate growth and structural self-transformation are one
and the same problem. Needless to add, in an open economy these evolutionary forces
are further amplified through international trade and investment, although that really
must be another story.
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Notes

1. See for example Nelson and Winter (1974) where an evolutionary model of innovation is used to replicate
the aggregate behaviour of a Solow-type, neoclassical growth model. The two theoretical worlds are poles
apart, yet they are consistent with the same aggregate facts. See Fagerberg and Verspagen (1999) for
further elaboration.

2. For a powerful exposition of knowledge-related factors in economic growth, together with the impor-
tance of distinguishing different kinds of knowledge, and an understanding of the instituted context in
which useful knowledge is developed and applied, see Mokyr (2002).

3. Schumpeter (1912) and (1928) are the key texts here, and Marshall (1919) is at least as significant as
Marshall (1920).

4. For alternative, complementary approaches to out of equilibrium growth theory, see Amendola and
Gaffard (1988, 1998), and Silverberg and Verspagen (1998).

5. A stationary state is in this sense a closed economic system, a system without history as Schumpeter
pointed out.

6. That an economic order is self-transforming is not to be taken for granted but depends on wider instituted
and encultured factors that overcome the conserving tendencies which reinforce the prevailing order. See
Mokyr (2002) Chapter 6 for an extended discussion, and Nelson (2005) Chapters 5 and 8.

7. See Colin Clark (1944) and Kuznets (1971) for original statements of the relation between aggregate
growth and large-scale structural change. Saviotti and Pyka (2004) simulate industry entry and exit effects
in an evolutionary growth model.

8. For some interesting commentary see Baumol et al. (1989, Chapter 3). The idea that development is a
process of reducing the relative importance of agriculture is a common theme among development econo-
mists.

9. See Kuznets (1971) Chapter 7 for the details, particularly Table 4.

10. This is not to deny that proportional dynamics has its uses as, for example, in the Von Neumann growth
model. However, this method seems entirely incapable of addressing the two-way relation between the
growth of knowledge and the growth of economic activity. Does any economic historian ever find pro-
portional dynamics a useful device with which to order the record of the past? We think not.

11.  See for example, Kongsamut et al. (2001), Ngai and Pissarides (2004), Echevarria (1997), and Acemoglu
and Guerrieri (2008). For a very good synopsis of the developing literature, and of the different kinds of
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stylised facts, the reader is referred to the paper by Bonatti and Felice (2008). This latter paper is more
closely connected to our approach than any of the other papers referred to above, since the authors incor-
porate endogenous technical progress into their two-sector model by effectively assuming a Kaldor style
technical progress function (as do we). They also assume non-homothetic preferences, equivalent to our
reliance on Engel’s Law, and differentiated income elasticities of demand, sector by sector. Nonetheless
our approaches to the broad problem are very different.

For an excellent account of Young’s approach and its relation to the wider literature on economic devel-
opment and cumulative causation see Toner (1999). The problem of cumulative causation is precisely the
problem addressed here in terms of the disaggregated connections between increasing returns and the
aggregate growth of per capita income.

See Metcalfe (2008) for a more detailed examination of the statistical nature of evolutionary population
analysis.

The measure of output shares is contingent on the particular set of price weights used to construct the
aggregate measure of capacity output, just as the employment shares are contingent on the prices of dif-
ferent kinds of labour within the employment aggregate. The shares in final output are different from the
shares in value added industry by industry. The two differ by the product of the economy-wide ratio of
intermediate to final output and the fraction of the value of total intermediate output used by an indus-
try.

We use a carat over a variable to indicate its logarithmic rate of change, and a dot above a variable to
indicate its differential rate of change.

Carlin et al. (2001) point out that the 90th decile of the UK manufacturing productivity distribution is
almost five times more productive in labour productivity terms than the 10th decile.

That we ignore pure substitution effects but not the income effects of price changes is simply a conse-
quence of not delving below the level of the industry where prices are determined. See note 38 for further
comment on the role of pure substitution effects.

If we distinguish two final uses for each good, in consumption and in investment, we can further decom-
pose these total elasticities as follows

;= (1 = s)ey,; + siyy

where s is the aggregate saving ratio, ¢; is the fraction of the industry’s output absorbed in consump-
tion, and i, is the corresponding fraction absorbed in investment (¢; + i; = 1). Thus y,, is the per capita
consumption elasticity, and v, is the per capita investment elasticity for industry j. Summing across the
industries yields the relation

v.= 2w = 1= -9y, + sy,

A constant saving ratio, as assumed below, implies a unitary income elasticity of demand for wealth. See
Laitner (2000) for an analysis of non-unitary income elasticities for assets and the growth process.

See Bianchi (1998) and Saviotti (2001) for a very useful discussion of innovation and consumer behaviour
relevant to these questions.

See Montobbio (2002) for an exposition of the replicator principle in the context of industry dynamics.
See Andersen (2004), Foster (2000), Knudsen (2004) and Metcalfe (2008) for further analysis and critical
discussion of Fisher’s principle. Aldrich et al. (2008) provide a detailed, general discussion of evolutionary
variation-cum-selection dynamics.

There is an extensive literature on this topic. See Bartelsman and Doms (2000), Disney et al. (2003),
Baldwin and Gu (2005), and for an evolutionary perspective, Nelson (1989) and Metcalfe and Ramlogan
(2006).

See Cornwall and Cornwall (2002) for a closely related derivation.

To derive this result, write, Zey; = Sz, + X (e; — z)y, and recall that ea. = za,, witha, = 3za; The
analogous result in equation (6B) is proved similarly.

Using the fact that §, = — a. we can rearrange equations (1A) and (1B) to derive (8).

Another way to express (8) is to note that 3z2, = (C,(n, ¢))/(g,) and that Jez, = (C.(g;, a))/(a.),
results that make use of the relations between output shares and employment shares noted above in equa-
tion (1).

It is easily shown that the weight applied to the improvement effect, o, is (1 + g) ! and the weight
applied to the best practice effect, B, is g;- (1 + g) ~'. When the growth rate, g, is small, and the time
interval short, we can approximate the technical progress function by (11A) of the text.

See Eltis (1973) Chapter 6 for an extended discussion of analogous technical progress functions. If we
express the rate of productivity growth in terms of actual output (¢;) rather than capacity output (g;), then
§; = q, + X, where %, is the rate of change of the average degree of capacity utilisation in the industry. For
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reasons that we have already made clear it is appropriate in a long-run analysis to hold capacity utilisa-
tion constant.

For outstanding reviews of this literature see Scott (1989), Toner (1999), Bairam (1987) and McCombie
(1986).

These weights change according to the rule &, = &, — {,. Since >u; = 0, it follows that §, = Jug,.

If we consider the increasing returns function for industry one we find that its slope is equal to
u,B, (w,/w,) [1 — u,B,]1" and that the intercept is equal to (o, + B,n)[1 — u,B,]17", with corresponding
expressions for industry two.

That is to say, §* > ¢%, implies that ¢, > ¢,, which implies that e,/z, < e,/z,.

Of course, it is trivially obvious that without innovation there would be no technical progress functions,
no positive feedback and no productivity growth. We haven’t yet escaped from Usher’s (1980) warning,
that no progress means no growth.

The reader can visualise this in terms of shifts in each increasing returns function in Figure 3.1.

Neither of the aggregate progress elasticities B, and B, are constants; they vary with each change in the
structure of employment. Exactly as one should expect, the dynamic properties of the economy change
as its structure changes. A little manipulation establishes, for example, that dB,/dt = C,(B, g) and that
dB/dt = C,(B, g), and that these secondary covariances can be expressed in primary terms as in the case
of relations (17) below.

Summing each technical progress function by the output shares gives 77 = a. + B.n + B,g.. The rate of
growth of productivity is eliminated using (13A).

The weights w; = zy, measure the contribution that each industry makes to the output-weighted income
elasticity of demand, remembering that y. = 1. We can always reduce a difference between the differently
weighted means of a variable to an appropriate covariance Thus, for example, g (o. — &) = C,(g;, o)
expresses the difference between the different weighted averages for the industry rates of improvement.
Similarly, ¢,(8. — B,) = C,(g,B) and B, — B. = C.(y,,B). If desired, the reader can, for example,
rewrite (13B) in terms of various covariances to eliminate all the averages except those constructed using
the employment weights.

An analogous expression in terms of the aggregate growth rate of output can be derived for (13B).
Technical progress has such a powerful effect on some relative prices, that the reader may rightly wonder
how the results are changed if we give pure substitution effects a more explicit role. Briefly, we can state that
the full analysis of relative price effects requires that (3) be replaced by g; = n + w3, — 2 (P — 5.,
where the y;, are the own and cross (pure) price substitution elasticities of demand for industry j with
respect to each industry price, the p, are the proportional rates of change in the industry prices, and
p. = Xz.b, 1s the rate of change in the average price level — the standard of value. The aggregate income
equals expenditure constraint and homogeneity ensure that the elasticities “add up” to give g. = n + g,
so that the relative price effects net out to zero in the aggregate. That is to say, >,z = 0 for the effect
of changes in the price of industry 7 across all industries, and >;x, = 0 for the effect of changes in all
prices on the demand for industry i. To go further requires a theory of price formation and change at the
industry level and this is why we do not take the discussion any further here. However, if one assumes that
the dominant factor in changing prices is technical progress then one could, for example, approximate
and set p, = —§, and find that the analysis of Figure 3.1 is reproduced, but with the slopes and positions
of the Q schedules depending on the own and cross price substitution elasticities as well as on the income
elasticities.

The Harrod model is a more sophisticated version of the so-called AK model of endogenous growth,
by virtue of requiring an independent investment function. The crucial change introduced by Solow’s
growth model was not the assumption of a variable capital output ratio but rather the disappearance of
an independent investment function. It is Say’s law model in which savings and investment are automati-
cally equal in all economic circumstances. See Kurz and Salvadori (1998) for an elaboration and critique.
Other, post-Keynesian, approaches differentiating savings by type of income are equally applicable but
would take us too far afield in this preliminary exposition.

As noted above, this is tantamount to assuming a unitary income elasticity of demand for per capita
wealth.

The distinction was first made in relation to growth theory by Harrod (1948, p. 79).

The converse case of a negative value for the covariance between capital output ratios and income elas-
ticities we leave to the reader to explore. The comparative static exercises below are contingent on the
assumed positive value of this covariance.

This is a straightforward consequence of Fisher’s principle in which the change in one statistical moment
is related to the value of other statistical moments. Just as the average is not in general stationary, neither
is the variance, for the average is changing along with the output weights, and additionally the income
elasticities have already been shown not to be constants in section 3 above. A little manipulation shows
that (dV.(y))/(d) = S.(y)) + 2C.(y, ). In this expression, S.(y) is the third moment of the income
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elasticities around their population average, and C. (v, ) is the output-weighted covariance between the
elasticities and their rates of change.

44. The reader can work through the consequences for other aggregate growth rates, for example the growth
rate of the capital stock, g, = Xvg;. Because g, = gx — & it follows that the rate of change of the
aggregate accumulation rate can be expressed as g, = — [(C.(y;, b))/(k.)g, + V,(g)]. In this expression,
V,(g) is the variance of the industry capital stock growth rates constructed using each industry’s share in
the aggregate capital stock as weights. This variance effect reduces the growth rate of the capital stock,
but the covariance term may work either way. In Figure 3.2, the two effects are in the same direction since
the covariance is there assumed to be positive.

45. We leave it to the reader to explore the movements in the aggregate rate of profits, in the share of profits
in income and in the rate of change of the average rate of technical progress, 7. = Xz4*

46. The reader can go further and eliminate the endogenous productivity growth rates in C,(a, ¢;) by using
the increasing returns functions (11). After some manipulation, using the different weighting schemes
introduced above, we find that this is reduced to the rather complicated but readily intelligible expres-
sion C,(oy, n) = =V, (o) — nC,(a, B) + 4.[C,(w, a)(1 —B,) — y,C,(a, B)]. A special case arises
when the primary elements, o, B, y, are uncorrelated one with the other. Then this expression reduces to

C, (o, n) = —V,(a), the latter being the employment-weighted variance in the rates of improvement. In

this case, the effects of structural change result in a decline in the average rate of improvement.
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4 The post-Keynesian theories of growth and
distribution: a survey*
Heinz D. Kurz and Neri Salvadori

1 Introduction
The main idea underlying the post- or neo-Keynesian theories of growth and distribu-
tion is that of aggregate savings adjusting to an independently given volume of aggregate
investment. The adjustment of savings to investment, rather than the other way round, is
seen to be a central, if not the central, message of Keynes’s General Theory (see Keynes,
CwW, VII). As Keynes emphasized in the year following the publication of his book,
“the initial novelty” of The General Theory “lies in my maintaining that it is not the rate
of interest, but the level of income which ensures equality between saving and invest-
ment” (Keynes, 1937, p. 250). The idea that investment, governed by “animal spirits”,
is independent of savings, was dubbed the “Keynesian hypothesis” by Nicholas Kaldor
(1955-56, p. 95). The following argument will be largely based on this hypothesis. Since
many of the ideas that play an important role in the field of research surveyed in this
chapter can be traced back to contributions by Michal Kalecki, one could also speak of
a post-Kaleckian theory. The post-Keynesian theories of growth and distribution are
essentially an offspring of the principle of the multiplier, developed by Richard Kahn
(1931) and then adopted by Keynes (CW, VII, Chapter 10). There are essentially two
channels by means of which the adjustment of savings to investment can take place. As
Kaldor pointed out, the principle of the multiplier can be “alternatively applied to a
determination of the relation between prices and wages, if the level of output is taken as
given, or to the determination of the level of employment, if distribution (i.e., the relation
between prices and wages) is taken as given” (Kaldor, 1955-56, p. 94). That is to say,
in conditions of continually full capital utilization and full employment of labour, the
adjustment of savings to investment is envisaged to be effected via prices changing rela-
tive to money wages and thus a redistribution of income between wages and profits or
classes of income recipients. In conditions of less than full utilization of the capital stock
and of the labour force, on the other hand, savings can adjust to investment via a change
in the degree of capital utilization and the level of employment, without any marked
change in the real wage rate, at least within limits. This case is, however, not restricted to
the short run with which Keynes was mainly concerned. It applies also to the long run,
with the average degree of capital utilization and the average rate of employment reflect-
ing different levels of pressure of effective aggregate demand. While in the short run the
adjustment takes place via changing levels in the utilization of given productive capacity,
in the long run it takes place via changes in the average degree of capital utilization and/
or in the rate of growth of productive capacity.

The idea that the long-term rate of accumulation determines the distribution of
income is frequently traced back to the so-called “widow’s cruse” parable in Keynes’s
Treatise on Money:

95
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If entrepreneurs choose to spend a portion of their profit on consumption . . . the effect is to
increase the profit on the sale of liquid consumption goods by an amount exactly equal to the
amount of profits which have been thus expended. . . . Thus, however, much of their profits
entrepreneurs spend on consumption, the increment of wealth belonging to entrepreneurs
remains the same as before. Thus profits, as a source of capital increment for entrepreneurs, are
a widow’s cruse which remains undepleted however much of them may be devoted to riotous
living. (Keynes, CW, V, p. 125)

While in the Treatise an excess of investment over saving is reflected in a change in
the general price level only, given the level of output and employment, Kalecki in his
early contributions, that is, prior to Keynes’s General Theory, developed essentially the
same idea but allowed for quantity adjustments (see Laski, 1987). He emphasized that
investment “finances itself” (Kalecki, 1954, pp. 49-50) via changes in economic activity
and total profits. By assuming that workers consume all their wages while capitalists
consume only a fraction of their profits, Kalecki (1938, p. 76) arrived at the conclusion
that total profits are equal to investment plus capitalists’ consumption. In a subsequent
paper, he interpreted this equality by saying that it is capitalists’ “investment and con-
sumption decisions which determine profits, and not the other way round” (Kalecki,
1942, p. 259). However, both Keynes’s analysis in the General Theory and Kalecki’s are
predominantly short-run.

In this chapter we deal first with the post-Keynesian theory of value and distribution
in conditions of full utilization of productive capacity (section 2). This variant of the
theory is associated especially with the names of Nicholas Kaldor and Luigi Pasinetti.
It has became prominent in the 1950s and early 1960s and has triggered a rich literature
dealing with various aspects of the problems under consideration. The section provides
an overview of the most important contributions to this line of thought. We then turn
to a brief summary account of approaches that dispense with the assumption of the full
utilization of productive resources (section 3). In such conditions the interplay between
economic growth and income distribution is more complex and also more interesting.
The approaches under consideration can be traced back to Keynes himself and then
especially to contributions by Michal Kalecki. The latter saw levels of utilization of
productive capacity below full utilization as reflecting both failures of effective aggregate
demand and expressions of oligopolistic and monopolistic structures in the economy,
with firms deliberately keeping margins of excess capacity in order to deter potential
competitors from entering the market.

2 Full employment and full capacity utilization

2.1 Kaldor’s contribution

The full employment version of the post-Keynesian theory of growth and distribution
was first proposed by Kaldor (1955-56). Kaldor called his new theory “Keynesian”, even
if, he emphasized, Keynes had never developed it himself. The theory, as mentioned, is
derived from the principle of the multiplier. Kaldor’s original presentation is character-
ized by a distinction of groups of income-earners, whose saving habits are homogeneous
within each group and are differentiated among the groups. Kaldor made a distinction
between wage-earners and profit-earners, noticing that the propensity to save of the first
group can be assumed to be smaller than that of the second group, simply as a conse-
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quence of the fact that the bulk of profits accrues in the form of company profits and a
high proportion of these profits is put to reserve (see Kaldor, 1955-56, pp. 95 fn.). In a
later contribution Kaldor (1966, pp. 310-11) confirmed his intention to refer to a situa-
tion in which profits were generated by companies with a high propensity to save (i.e. a
high quota of undistributed profits to favour self-finance). Kaldor’s saving function is,
therefore,

S =s, W+ s, P,

where S is total savings of a given economy, and W and P are total wages and total
profits. Since, in equilibrium, planned saving equals planned investment, and since wages
plus profits equal the national income, it is possible to write

I=(s; —s,)P + 5,7,

where 7 is net investment and Y is net national income. Finally, because of “the

‘Keynesian’ hypothesis that investment, or rather, the ratio of investment to output, can

be treated as an independent variable” (Kaldor, 1955-56, p. 95),
P 1 1 Se

Y s;—s,Y s.—5,

()

The rate of profits is then obtained by multiplying equation (1) by the output—capital
ratio, Y/K, which Kaldor (1955-56) assumed to be constant with respect to changes in
distribution:

P 1 I S Y

K s5,—SoK s;—5,K @
where /K is the rate of capital accumulation. Since a fairly constant capital-to-output
ratio, K/Y, is taken to be a “stylized fact” of recent economic history, the rate of growth
of output equals the rate of capital accumulation.

As early as in the 1930s, Kaldor had analysed the relationship between the rate of
profits and the rate of growth (see Kaldor, 1937). However, he did not think at that time
of reversing the causal link between the former and the latter variable. A “great deal of
stimulus” to move in this direction was provided, according to Kaldor (1955-56, p. 94
fn.), by a paper published by Kalecki (1942) and by some discussions he had with Joan
Robinson who was then working on her book The Accumulation of Capital (Robinson,
1956). The links with the Kaleckian aphorism that “capitalists earn what they spend, and
workers spend what they earn” are clearly apparent in the special case in which s, = 0
since equations (1) and (2) then become:

p_11
Y s, Y
P_11
K 5. K
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2.2 The contributions of Pasinetti

In contradistinction to Kaldor, Luigi L. Pasinetti (1962) regarded steady growth analysis
“as a system of necessary relations to achieve full employment” (Pasinetti, 1962, p. 267),
thus avoiding any reference to the working of actual economies. Besides, he dealt with
classes (capitalists and workers) rather than with income groups, suggesting the use of the
following saving functions, which assume that the propensity to save out of the profits
earned by the capitalist class, s,, differs from the propensity to save out of the profits
earned by the working class, s,

Sw = Sw(W + Pw)’

S.=sP..

Further, Pasinetti explicitly introduced the dynamic equilibrium conditions, accord-
ing to which capitalists’ and workers’ capitals, like all variables changing through time,
must, in the steady state, grow at the same rate as the economy as a whole. In addition,
he pointed out that, since those who save out of wages must receive a part of the profit
as interest for what they lend to capitalists, to determine the rate of profits it is necessary
to specify the relationship between the rate of interest and the rate of profits in steady
growth. He maintained that “in a long-run equilibrium model, the obvious hypothesis
to make is that of a rate of interest equal to the rate of profit” (Pasinetti, 1962, pp.
271-72).

Let us now present what became known as the threefold savings ratio model. This
model, introduced by Chiang (1973), has the property of being general in the sense that
both the Kaldor model of 1955-56 and the Pasinetti model of 1962 can be obtained from
it by an appropriate choice of parameters.

There are two social classes: workers and capitalists. Workers’ earnings comprise
wages (W) and profits (P,) as interest on loans to capitalists. Capitalists receive only
profits (P.). Workers’ and capitalists’ savings (S,, and S,, respectively) are defined by the
following linear functions

S, =s,. W+ SpwPy
S, =s.P..
It will also be assumed that
0<s,,<s,, =5 <L

Furthermore, steady-state growth is assumed. Then workers’ and capitalists’ capitals
grow at the same rate g. That is, the following constraints hold:

S+ 5,,P, = gK, (3)

ww pw w

s.P, =gk, )
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where K, is workers’ capital loaned to the capitalists, and K, is capitalists’ own capital
(K, + K, = K).

If it is assumed that interest and profit rates coincide, then P, = K, and P,, = rK,,. If,
moreover, K, > 0, then the rate of profits is immediately obtained from equation (4):

r= )

N

¢

If K, > 0, then equation (3) merely serves the purpose of determining the capital shares
(K,/K and K /K) via the K /W ratio. In fact, from equation (3) we obtain

K K}

w

w B g~ Spwr'

ww

Therefore
K, WK, 1-r s

w

K KW v g-—s,0

ww

where v is the capital-output ratio. Hence, K, /K = 1 if and only if

1 g~ Spwr
—=r+—
, =T P (6)

ww

Let us now investigate the case in which K, = 0. Equation (4) is satisfied whatever
the value of r and K,, = K, since capitalists have disappeared. Therefore, equation (3)
determines a relationship between 1/v and r:

1 g - Spwr

;=r+S7. (7)

ww

The above analysis is presented diagrammatically in Figure 4.1, where the horizontal
axis gives the rate of profits r and the vertical axis the output—capital ratio (1/v). The 45°
line OD cuts the first quadrant in two parts: only above the line OD are wages positive
(W > 0); along OD wages vanish (W = 0). Curve AD represents equation (7). Because
of inequality (6), capitalists’ capital is positive only below curve AD. Line BC represents
equation (5). Steady-state growth is only feasible either along the segment AD or along
the segment BC.

Taking into consideration the technological relationship between v and r, a long-run
equilibrium exists whenever the technological relationship cuts segment AD or segment
BC.! If this relationship meets BC at C, then only capitalists earn income. If it cuts AD
(point B included) then there is a one-class long-run equilibrium in which capitalists’
capital equals zero. A two-class long-run equilibrium is only possible if the technological
relationship cuts the segment BC, excluding the extreme points B and C. Hence a two-
class economy exists if and only if the technological relationship satisfies the following
inequalities®

* < EV* < 1’
S, + 8, — S S,
where (g/s,, v*) is a point of the technological relationship.
Equation (5) is a direct consequence of the assumption that the rate of interest is equal
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Figure 4.1 Steady-state growth and income distribution

to the rate of profits and is totally independent of any assumption about workers’ saving
habits. This assumption, though clearly stated by Pasinetti (1962, p. 272), has not always
been properly taken into account. Samuelson and Modigliani (1966b, p. 269), for instance,
failed to mention it when presenting the so-called “Pasinetti theorem”. The same failure
can be found in the Introduction to Volume 5 of Kaldor’s Collected Economic Essays
(Kaldor, 1978, p. xv) and in more recent literature. Marglin (1984, p. 121), for instance,
claims that the “Cambridge equation” was obtained by lowering the propensity to save
on the profit “that accrues to workers from s, to s,,”. He does not mention at all Pasinetti’s
assumption of equality between the rate of interest and the rate of profits.

The fact that Kaldor obtained a different result for the rate of profits (see equations
2 and 6) calls for an explanation. Pasinetti (1962) suggested that Kaldor had slipped on
the simple truism that people who save accumulate capital and then obtain profits. But
Samuelson and Modigliani (1966a) remarked that there need not be a “logical slip” in the
Kaldorian model, as long as it is assumed that the propensity to save out of income from
capital is s, whether that income is received by capitalists or by workers. This hypothesis,
which may or may not be empirically sound, is certainly not logically self-contradictory.
Following this remark, Gupta (1977) and Miickl (1978), rectifying Maneschi (1974),
clarified that, if the rate of interest is equal to the rate of profits, the saving habits in
Kaldor’s analysis require that

s,WK.=0,

where s,, is the saving ratio out of wages; and Fazi and Salvadori (1981) have shown
that if the rate of interest is lower than the rate of profits, then the Kaldorian model is
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perfectly consistent (see also Fazi and Salvadori, 1985, and Salvadori, 1991). This means
that even if Kaldor’s formulation of the theory does not need to specify the relation-
ship between the rate of interest and the rate of profits in order to determine the latter,
nevertheless a two-class economy with Kaldorian saving functions can exist in long-run
equilibrium only if the rate of interest is lower than the rate of profits.

In subsequent writings, Pasinetti himself (1974, 1983) and other authors (Laing,
1969; Balestra and Baranzini, 1971; Moore, 1974; Fazi and Salvadori, 1981, 1985; and
Salvadori, 1988, 1991) examined the implications for post-Keynesian theory of a rate of
interest lower than the rate of profits, meaning by that a ratio of workers’ profits to their
capital lower than the ratio of total profits to total capital. This assumption makes it pos-
sible that capitalists and workers hold shares and bonds in different proportions and that
the rates of return on these assets are different.

2.3 The “Pasinetti theorem”

The “Pasinetti theorem” gave rise to a large debate that turned around the limits of
Pasinetti’s result: see Meade (1963, 1966), Meade and Hahn (1965), Samuelson and
Modigliani (1966a, 1966b), Pasinetti (1962, 1966a, 1966b, 1974), Kaldor (1966), and
Robinson (1966). Meade (1963) and Samuelson and Modigliani (1966a) deserve credit
for having drawn attention to the case in which K, = 0, and therefore to the problem of
the existence of a two-class economy.

The alternative saving functions advocated by Kaldor and Pasinetti suggests that a
more general formulation including them as special cases can be found. As mentioned
above, Chiang (1973) introduced the threefold savings ratio model. This model has also
been utilized by Maneschi (1974), Gupta (1977), Pasinetti (1983), and others. Fazi and
Salvadori (1985) have presented a formulation where workers’ and capitalists’ savings
are defined by the following functions:

SW = F(Pwﬂ W)’
S. = G(P,).

More recently, Salvadori (2004) has proposed a formulation that considers also capital-
ists’ and workers’ wealth as arguments of the saving functions:

SW = F(PW’ W’ I(W)’
S.= G(P., K.).

As mentioned above, in order to close the model, a technological relationship between
the rate of profit r and the capital-output ratio v has to be considered. The neoclassical
participants in the debate often assumed that the technological relationship has all the
properties generated by a typical neoclassical production function. Kaldor (1955-56, p.
98) assumed that the capital-output ratio is constant with respect to the rate of profits.?
Franke (1985) and Salvadori (1988) clarified some aspects concerning the construction
of this technological relationship. (They also added some remarks on the case in which
there is joint production.) Morishima (1964, 1969) was probably the first economist who
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inserted Pasinetti’s saving functions in a von Neumann-type model. This route was then
followed by people interested in generalizing the post-Keynesian theory of distribution
in order to take into account joint production and fixed capital. Bidard and Hosoda
(1987), Bidard and Franke (1987), and Salvadori (1980) worked out this problem under
different assumptions about technology and consumption habits.

2.4 The technological relationship

Let us clarify how the technological relationship mentioned above is built up. First of all
such a relationship is a correspondence, v € V(r), since at the levels of the rate of profits
that are switchpoints there is a range of values v can assume. Such a relationship depends
on (i) the technology, (i) the growth rate, (iii) workers’ consumption habits, (iv) workers’
saving habits, and (v) capitalists’ consumption habits. It is built up in the following way
on the assumption that single production prevails.

For a given rate of profits » lower than the maximum one, R, there exists a cost-
minimizing technique (A, 1), where A is the material input matrix and 1 is the labour
input vector. If more than one cost-minimizing technique exists — which is the case at
the switchpoint levels of r — let us apply the following procedure to each cost-minimizing
technique. The price vector p is determined by the equation

p=(_1+rAp + wl

and by the equation stating the numeraire, whereas the intensity vector q is determined
by the equation

[W+ (r — 9K,] r— gk,
T=(+gq"A+ =bl + ———b!
q"=(0+gq bp bp !
where

W=wq"l,K, = L(wq’l), K = q"Ap — A(wqq),
g~ Sy = Sp
and workers consume commodities in proportion to vector b!, whereas capitalists
consume commodities in proportion to vector b?. (We do not exclude the possibility that
b7 and b! are functions of vector p.) If r is a switchpoint, then vector p is still uniquely

determined, but for each cost-minimizing technique a vector q can be calculated. Then
_ q'Ap q'Ap
¢ - Ap  wql + rq"Ap’

At a switchpoint more than one vector q can be determined, and therefore more than one v.
In this case V(r) coincides with the range limited by the possible values of v. Otherwise, V(r)
= {v}. Obviously, V(r) depends on s,,,,, s,,., b} and b} unless b/ = b} orr = g (i.e. 5. = 1).
The technological relationship v € V(r) is utilized in order to determine: (i) the capital
shares in the case in which two classes exist; (ii) whether one or two classes exist; and (iii)
the profit rate if only workers exist. Obviously, if capitalists do not exist, that is, K, = 0
and K, = K = q"Ap, then s,,,,, 5,,,, and b} do not matter in determining the technological
relationship. It is possible to prove that these data may be excluded from the construc-
tion of the technological relationship when it is utilized to determine whether one or two
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classes exist. This can be relevant with respect to two facts. First, in comparative static
analysis the technological relationship can remain unchanged if workers’ saving habits
or capitalists’ consumption habits change. Second, from a theoretical point of view,
whether one or two classes exist is independent of capitalists’ consumption habits: a two-
class economy exists if and only if the one-class economy cannot save enough to sustain
growth at rate g and at the rate of profits g/s..

It is possible to show that if fixed capital is introduced into the picture, then there
is no other complication than that concerning the positivity of capitalists’ capital. But
if general joint production is allowed for, then the problem of the choice of technique
cannot be separated from the determination of quantities produced.

3 Less than full employment and full capacity utilization
Several critics have pointed out that the assumptions of full capacity utilization and
full employment are difficult to reconcile with the assumption of downward flexible real
wages. This is, however, what Kaldor implied in his profit inflation argument: with a rise
in the rate of accumulation, g, the rate of profits, r, will rise and the real wage rate, w, will
correspondingly fall. It is via this mechanism, which implies a variable overall savings
rate, that savings are taken to adjust to investment. To this Joseph Steindl (1979), among
others, objected that a situation of full employment can hardly be supposed to favour
a shift away from wages towards profits if accumulation is speeded up. Trade unions
can be expected to be strong in conditions of full employment and thus able to ward off
any pressure on real wages. Money prices may rise, but money wages will follow swiftly,
annihilating any tendency of real wages to fall. In conditions of full employment it is
considered even more probable that real wages rather than the rate of profits will rise,
because firms, competing for scarce labour, can be expected to bid up wages. Hence,
Kaldor’s argument is not all that convincing and actually finds little empirical support.

According to some critics, the Kaldorian theory is also difficult to reconcile with
Keynes’s more mature point of view. Keynes in The General Theory, it is true, adopted
the traditional hypothesis that the marginal product of labour is inversely related to the
amount of employment, which, in turn, paved the way for acceptance of what he called
the first “classical” postulate, that is, the real wage is equal to the marginal product
of labour (see Keynes, CW, Vol. VII, p. 5). This implied that even in the short run an
increase in employment as a result of an increase in investment is accompanied by a
reduction in the real wage rate(s). From this perspective Kaldor’s theory may be consid-
ered a faithful extension of Keynes’s theory from the short to the long run. However, as
is well known, in response to several critics, in particular J.G. Dunlop, L. Tarshis and M.
Kalecki, Keynes in his article “Relative movements of real wages and output”, published
in 1939, retracted his previous opinion and argued: “We should all agree that if we start
from a level of output very greatly below capacity, so that even the most efficient plant
and labour are only partially employed, marginal real cost may be expected to decline
with increasing output, or, at the worst, remain constant” (ibid., p. 405). An increase in
employment would therefore be possible “without seriously affecting real hourly wages”
(ibid., p. 401).

When a similar criticism was put forward against the full employment version of the
post-Keynesian theory of growth and distribution, its major advocates responded in a
similar way. Both Kaldor (1964, pp. xvi—xvii) and Robinson (1969, pp. 261-2) admitted
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that their models were deficient because they focused attention on adjustments in prices
and income distribution rather than in quantities. They also implied that one ought to
distinguish between the normal rate of profits and the actual or realized rate. For a given
real wage rate the former will obtain when productive capacity is utilized at its desired
degree, whereas at lower degrees of utilization a below normal rate will be realized.

Ever since, a large number of macroeconomic and multisectoral models allowing
for below normal degrees of utilization of productive capacity both in the short and in
the long run have been elaborated and refined. Early contributions came from, among
others, Rowthorn (1981), Kurz (1986, 1990), Dutt (1986), Kalmbach and Kurz (1988)
and Marglin and Bhaduri (1990). More recent works include Lavoie (2003). We do not
have the space to provide a detailed account of the various directions in which the theory
based on the Keynesian hypothesis within a non-full employment of resources frame-
work developed (but see Blecker, 2002 and Lavoie Chapter 6 in this volume, for surveys).
It must instead suffice to emphasize the basic idea that underlies the theory.

In the case in which there are sufficiently large margins of spare capacity, an increase
in investment activity may indeed increase the rate of profits without any decrease in the
real wage rate. A simple macroeconomic argument may illustrate this case. In obvious
notation we have

Y=W+P=wL+rK

Dividing by Y and calling the desired (or “optimal”) labour—output ratio and the desired
(or “optimal”) capital-output ratio /* and v*, where /* = L/Y* and v* = K/Y*, with Y*
giving capacity (or “potential”) output, we get

L Y* K Y owl vk

=+ =+ —
1 WY*Y rY*Y » » )

or

where u = Y/Y*is the degree of utilization of productive capacity. Since u depends on the
rate of accumulation, so does the rate of profits, where in our simple case
ar 1

ou  v¥

In the case in which firms are able to hire and fire workers at will, they could always
realize the desired labour—output ratio and instead of equation (8) we would have
L K Y* rv¥
= — 4 p—— = * + —
l=w v Ty wl » ©)
While in the case depicted by equation (8) the share of wages would fall as the degree of
utilization increases, in the case of equation (9) it would remain constant (at a level to
which in the former case the share of wages would tend as the system approaches full
utilization).
A schematic extension of the argument to the long run is close at hand. Assume two
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identical economies except for the fact that one, because of a better stabilization policy,
manages to realize on average, over a succession of booms and slumps, a higher average
rate of capacity utilization than the other economy. With s as the overall savings rate and
v now as the actual, or realized, capital-to-output ratio, we have g; = (S/Y) (Y/K) = s/v
= (S/Y) (Y*/K) (Y Y*) = (s/v¥)u; (i = 1, 2).

Assume, for example, that s = 0.2 and v* = 2, but 4, = 0.8 and u, = 0.7. Then the first
economy would grow at 8 per cent per year, whereas the second would grow at only 7
per cent. This may seem a trifling matter, and in the short run it surely is, but according
to the compound (instantaneous) interest formula, after about 70 years the first economy
would be larger than the second one by the amount of their (common) size at the begin-
ning of our consideration. Hence effective demand matters.

Experience also suggests that there is no reason to presume that actual savings can be
expected to move sufficiently close around full employment and full capacity savings.
Persistently high rates of unemployment in many countries, both developed and less devel-
oped, strongly indicate that the problems of growth and development cannot adequately
be dealt with in terms of the full employment and full capacity utilization assumptions.

In the long run investment cannot sensibly be taken as given. It is safe to assume that
investment behaviour will be shaped by what is happening in the economy. Taking up
suggestions by Keynes, Kalecki and others, there have been attempts to model more
carefully investment behaviour. The presence of an “investment function” in addition
to, and independently of, the savings function is indeed a characteristic feature of the
class of Keynesian models under consideration. This has led to a class of investment-led
growth models, in which growth is typically seen to depend on two main, but interrelated
factors: profitability and effective demand. As regards the second factor there is wide
agreement and strong empirical evidence that investment responds positively (nega-
tively) to rising (falling) levels of capacity utilization. Indeed, the old accelerator model
does not perform too badly in empirical studies. Profitability, in turn, is governed by
the innovative potential that can be exploited at a given moment of time and by income
distribution. Put in a nutshell, the type of investment function typically employed is as
follows

Y = Y(p, p°, i, u)

where v is the share of investment, /Y, p the current rate of profit as an indicator of the
possibilities of internal financing, p¢ the expected rate of profit, i the long-term rate of
interest, and u the degree of capacity utilization. There are three essential characteris-
tic features of these models. First, income distribution and growth are simultaneously
determined. Second, the “paradox of thrift” is not limited to the short run: an increase
in the overall propensity to save, other things being equal, may in certain circumstances
reduce both the rate of growth and the rate of profit. This is exactly the opposite of what
neoclassical models typically predict. Finally, the rate of growth depends negatively on
the real wage rate provided the system is in what is called a “profit-led growth regime”.
However, this need not be the case. There exist constellations of the parameters which
give the model an “underconsumptionist” flavour, with the growth rate rising together
with the real wage rate over a certain range. For a summary account of this class of
models, see Commendatore et al. (2003).
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Notes

*  We should like to thank Mark Setterfield for valuable comments on an earlier version of this chapter. All
remaining errors are, of course, our responsibility.
1. On such a technological relationship, see subsection 2.4 below.
Since C = (g/s., g/s,) and B = (g/s.(gls) + (g5, — 5,,8/s,,5), a two-class economy exists if and
only if
Se = S
§<L<§+g1 o

*
s, v S, Sy,

from which the inequalities in the text are obtained.

3. Kaldor did not deny that the capital-output ratio can vary with the rate of profits. He opined however
“that technical innovations . . . are far more influential on the chosen v than price relationships” (1955-56,
p- 98 fn.)
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5 Growth, instability and cycles: Harrodian and
Kaleckian models of accumulation and income
distribution®
Peter Skott

1 Introduction

Post-Keynesian theory is sometimes seen as encompassing almost anything “non-
mainstream”. Following the seminal contributions by Rowthorn (1981), Dutt (1984) and
Taylor (1985), however, Kaleckian models with stable steady-growth paths have come to
dominate post-Keynesian and structuralist macroeconomics. These models are charac-
terized by a low sensitivity of accumulation to variations in utilization, and with a given
markup, the utilization rate becomes an accommodating variable in both the short and
the long run. Thus, the steady-growth value of the utilization rate is not, as in Harrodian
or Robinsonian models, tied to a structurally determined desired rate. Instead, shocks
to demand (changes in saving rates, for instance) can have large, permanent effects on
utilization.

A substantial literature discusses the long-run relation between actual and desired uti-
lization rates. Kurz (1986), Committeri (1986), Duménil and Lévy (1993), and Auerbach
and Skott (1988) are among those who have faulted Kaleckian models for their failure
to ensure that actual utilization and desired utilization coincide in steady growth.! A
Kaleckian response has been articulated by Lavoie (1995, 1996), Amadeo (1986), Dutt
(1997), and Lavoie et al. (2004). I find the Kaleckian response unconvincing (see Skott
2008 for details), and in this chapter I shall argue that an alternative Harrodian approach
is both promising and analytically tractable. The chapter goes over some of the same
ground as Lavoie’s interesting and influential 1995 article, but the conclusions are rather
different.

Harrodian models are more complex than the standard Kaleckian formulation.
They require a distinction between short-run and long-run accumulation functions
and may generate unstable “warranted growth paths”. Despite these complexities, the
analysis remains tractable and the complexities bring significant rewards. The Harrodian
assumptions, first, can be given clear behavioral justifications. The Kaleckian stability
condition, by contrast, is usually introduced for instrumental reasons to ensure stability,
stability being seen (implicitly but mistakenly) as imperative for the real-world relevance
of the model. Harrodian investment functions, second, can be compatible with multiple
steady-growth solutions, some of which may be stable, and the existence of multiple
solutions carries interesting implications. The (local) instability of a warranted growth
path, third, quite naturally leads to an integration of growth and cycles. As emphasized
by Frisch, Slutsky and Kalecki in the 1930s and 1940s as well as by most contemporary
theories of the business cycle, stochastic shocks may play a role in the generation of cycli-
cal movements. But the presence of shocks does not exclude endogenous mechanisms,
and Harrodian instability provides a powerful foundation for endogenous cycles.?

108
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Section 2 outlines a basic Kaleckian model. A Harrodian perspective is presented in
section 3. Drawing on Skott (1989a, 1989b) and Nakatani and Skott (2007), section 4
analyses a Kaldor/Marshall version of the Harrodian model. Two different cases are
considered: a “dual-economy” case in which the labor supply is perfectly elastic and the
growth of the economy can be determined without any reference to the labor market,
and a “mature” economy in which the labor supply constrains the long-run rate of
growth. The relaxation of the standard Kaleckian assumption of a fixed markup is a key
element in the analysis of both dual-economy and mature cases. In the Kaldor/Marshall
version, the fixed markup is replaced by fast, demand-determined adjustments in the
profit share and sluggish movements of output. An alternative Robinson/Steindl version
assumes sluggish adjustments in prices and the profit share but fast output adjustments.
This version is considered in section 5, which draws on Skott (2005a) and Flaschel and
Skott (2006). Section 6 contains a few concluding comments.

2 A Kaleckian benchmark model

Kaleckian models have been extended and modified in many ways. Some extensions
have introduced a government sector and an explicit analysis of policy issues (e.g. Lima
and Setterfield, 2008); others add financial variables or open-economy complications
(e.g. Blecker 1989, 1999; Lavoie and Godley 2001-02; Dos Santos and Zezza, 2008;
Hein and van Treeck, 2007). For present purposes, however, a stripped-down model of
a closed economy without public sector and without financial constraints on investment
will suffice.

Algebraically, the canonical Kaleckian model is exceedingly simple:

é=(x+[3u+yr (1)
2 = smus )
r = Tuc @)
n=7 (5)

g= K=~ ©

Using standard notation, equations (1)—(2) are the investment and saving functions.
Investment is increasing in utilization («) and the profit rate (r), and the saving rate out
of income (s(1)) is an increasing function of the profit share (7); 6 denotes the technical
output—capital ratio. Equation (3) is the equilibrium condition for the product market;
equation (4) defines the profit rate as the product of the profit share, the utilization rate
and the technical output—capital ratio. Equation (5) is the pricing equation with the
profit share fixed by a markup on marginal cost, the latter assumed constant and equal
to unit labor cost. Equation (6) sets the growth rate of the capital stock (g = K) equal
to gross accumulation minus the rate of depreciation, 8. All parameters are assumed
positive and the Keynesian stability condition is supposed to hold,
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Simple manipulations of equations (1)—(6) imply that
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It is readily seen that if the saving function is linear (s(m) = sm), the stability condition
(7) implies that

a *
a”—ﬁ<0 (10)
a *
—:'E <0 (11)

Thus, the economy is both “stagnationist” (equation (10)) and “wage led” (equation
(11)) in the terminology of Marglin and Bhaduri (1990).3

Marglin and Bhaduri challenged these implications of the model and suggested that
the investment function be recast with accumulation as a function of utilization and the
profit share, rather than utilization and the profit rate,

1
- ¢ + Bu + yw (12)
Using this alternative specification of the investment function, they showed that the
Keynesian stability condition need not produce stagnationist and wage-led regimes.
The utilization rate remains an accommodating variable, however, and the main dif-
ference between the investment functions (1) and (12) is that the sensitivity of invest-
ment to changes in utilization has been reduced, relative to the sensitivity with respect
to the profit share. The non-stagnationist outcomes become possible precisely because,
using (12) instead of (1), we may have (0({/K))/(9m) > (0(S/K))/(9m), even when the
Keynesian stability condition is satisfied, something that cannot occur when the invest-
ment function is given by (1) and the saving function is linear (s(7) = st). Equivalently,
equation (12) does not exclude the possibility that, holding constant the rate of profit, an
increase in utilization may reduce accumulation. This is in sharp contrast to Harrodian
formulations. Thus, although both the Marglin—-Bhaduri formulation and the Harrodian
models below may produce profit-led outcomes, the behavioral assumptions are very dif-
ferent, and from a Harrodian perspective the Marglin—Bhaduri specification suffers from
the same problems as the original Kaleckian model.

To simplify the exposition I shall set y equal to zero. In this special case, the two invest-
ment functions (1) and (12) coincide, the Keynesian stability condition can be written
s(m)o > P, and the equilibrium solutions for #* and g* take the form

(04

" s(mo — P

ES

(13)
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Figure 5.1 The Kaleckian model with benchmark parameters
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The model is illustrated graphically in Figure 5.1. Unlike most illustrations, which
focus on the qualitative properties, Figure 5.1 is based on Kaleckian benchmark values.
Empirically, the gross saving rate s(r) typically falls in the range 0.15-0.3 and the techni-
cal output—capital ratio in the range 1-3. Figure 5.1 uses s(n)c = 0.12; 3 = 0.08 and o0 =
0.03; yielding an equilibrium utilization rate of u* = o/(s(m)c — p) = 0.75.

Figure 5.1 and the numerical example illustrate one of the main weaknesses of the
Kaleckian analysis. Assume that the saving rate drops slightly, with s(%) o falling from
0.12 to 0.11. As a result, the growth rate increases by 2 percentage points while the uti-
lization rate jumps from 75 percent to 100 percent. This strong sensitivity of utilization
to variations in parameters is an intrinsic property of the Kaleckian model. For any
reasonable specification of the saving function, the Kaleckian stability condition puts a
very low ceiling on the maximum value of § (about 0.1). Shocks to the saving function
therefore give rise to fluctuations in utilization rates that are at least about ten times
larger than those in accumulation. Shocks to the accumulation function (changes in o)
produce movements along the saving function and (given the stability condition) the
ratio of variations in utilization to variations in the growth rate is slightly larger, but still
unlikely to be much below ten. These implications do not fit the data. Utilization rates
are difficult to measure, but existing data suggest modest long-run variations. As shown
in Figure 5.2a, utilization rates for US manufacturing industry fluctuate significantly
in the short run (as one would expect) but the long-run trend is quite flat, and the ratio
of long-run variations in utilization to long-run variations in growth is nowhere near
the values suggested by the Kaleckian model (Figure 5.2b gives growth rates of capital
capacity in US manufacturing).

From a theoretical perspective the problems with the Kaleckian specifications arise
from the combination of an exogenous markup with the extension to the long run of a
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standard, Keynesian short-run stability condition: the relative insensitivity of investment
to variations in aggregate demand.* A Harrodian approach addresses these issues.

3 A Harrodian alternative
A Harrodian specification of the investment function makes a distinction between the
short-run and the long-run sensitivity of investment to changes in aggregate demand.
The insensitivity is plausible in the short run, but changes in aggregate demand have
lagged effects on investment, and a weak impact effect (which is required for the stability
of the short-run Keynesian equilibrium) does not guarantee that the long-term effects of
a sustained increase in aggregate demand and utilization will be weak as well.

In a discrete-time framework (and still assuming, for simplicity, that only utilization
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matters for investment), the presence of lags can be captured by a general specifica-

tion,
I 1
)=o) (R ())

The short-run effect of utilization on accumulation is given by the partial derivative
dflou,, and the Keynesian stability condition can be written

)
s(m)o > ai (16)
The long-run effect of changes in utilization, on the other hand, is given by
I |
K=2-8=06@ (17)
with
A 6 o
K i= 61/{,,1
¢ () = — = - 7 (18)
du|u,:u /;:K . 1 - 217
g
k),

The short-run condition (16) carries no implications for the relation between the long-
run sensitivity, ¢’, and s(m)c.

The significance of the distinction between short-run and long-run specifications
depends on the magnitude of the lagged effects. According to Harrod the lagged effects
are large and ¢’ (1) >> s() 6. This condition is satisfied by the following special case of

(15):
1 1
_ = - + —_ —
<K)l Au, — u) <K>l 1 (19)
or, in continuous time,
d
r =K = AMu — 2
g 0 AMu — u?) (20)

where 17 is the desired rate of utilization. The standard Harrodian specification in equa-
tion (20) implies that the accumulation rate becomes a state variable and that there is
no immediate impact of changes in utilization on investment. In the long run, by con-
trast, accumulation is perfectly elastic: utilization must be at the desired rate in steady
growth, but as long as this condition is satisfied, the accumulation function imposes no
constraints on the growth rate. Thus, the specification (20) implies a particularly simple
(even if unconventional) steady-growth accumulation function:

u=ul (21)

Equation (21) is a special case of (17) with ¢’ = © atu = u.
The behavioral story behind the Harrodian specification is quite straightforward.
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Firms have a well-defined objective (to maximize profits) and this objective implies a
desired utilization rate. Since capital stocks adjust slowly and demand expectations are
not always met, actual utilization may deviate from desired rates in the short run. It
would be unreasonable, however, to assume that demand expectations can be persist-
ently and systematically falsified in steady growth. Consequently, it is hard to conceive
of a steady-growth scenario in which firms are content to accumulate at a constant
rate despite having significantly more (or less) excess capacity than they desire. From a
behavioral perspective the only real question concerns the determination of the desired
rate of utilization.’

The desired utilization rate may deviate from unity. A firm may want to hold excess
capacity to deter entry or to enable the firm to respond quickly to variations in demand;
or excess capacity may exist simply as a result of indivisibilities of investment (non-
convexities in adjustment costs). The desired degree of excess capacity, second, need
not be constant over time; changes in the degree of product market competition or in
the volatility of demand, for instance, could affect desired utilization rates. Managerial
constraints or other bottlenecks, third, may make it difficult or costly to expand capacity
at a rapid pace, and the desired utilization rate, consequently, may depend, inter alia, on
the rate of accumulation. This case can be represented by equation (17) which specifies a
long-run relation between accumulation and desired utilization. If the long-run accumu-
lation function is given by (17) with 0 < ¢’ < o, the counterpart to (20) is

g=Mu— ") (22)

Using (22) instead of the Kaleckian investment function (1), the steady growth solu-
tions for u and g are determined by

g* = o) = s(Mu*c — 3 (23)

and the economy is “exhilarationist” and profit led in the long run: by assumption
¢’ > s(T)o and hence

du* s' () ou* dg* du*

— = >0—=¢'WH)—=>0 24

dr &' w*) — s(mo dm ¢ lu )dn 24
A Harrodian steady-growth path, however, may be unstable. This, indeed, is the case
with the simple model based on (2)—(3) and (22). The accumulation rate is predetermined
at any moment and the short-run Keynesian equilibrium is stable, but the trajectory of
Keynesian equilibria does not converge to the steady-growth path. Combining (2)-(3)
and (22), we get a one-dimensional differential equation with an unstable stationary
solution:®

. [et ) o
and (since &' > s(T)0)
dg _ { 11 }
i~ Mmoo o@) 0 20
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The instability of a Harrodian warranted growth path has been viewed as a powerful
argument against this approach. The argument may not be spelled out in any detail but
it is suggested, implicitly, that stability is needed for the model to make sense and/or for
the properties of the steady-growth path to be empirically relevant (e.g. Lavoie, 1995, p.
794). There are several possible answers to these implicit claims. As argued in sections
4.1 and 5.1, stability may be achieved without abandoning a Harrodian investment func-
tion if the fixed markup is abandoned. More importantly, the steady growth path may
be relevant even in the absence of asymptotic stability. Local instability is consistent with
endogenously generated, bounded fluctuations around a steady-growth solution, and an
unstable steady-growth path may provide a good approximation to average outcomes in
the medium to long run.” Sections 4.2 and 5.2 consider how boundedness may be gener-
ated by a Marxian employment effect, but the general argument does not depend on this
particular mechanism.

4 Harrodian instability: a Kaldor/Marshall analysis
Kaldorian models from the 1950s and early 1960s include endogenous adjustments in the
profit share. Since the profit share is determined by the pricing equation, this calls for a
reconsideration of firms’ price and output decisions.

In the Keynesian literature — both old and new — it is often assumed that firms set prices
and that output adjusts instantaneously and costlessly to match demand. The empirical
evidence in favor of significant price rigidity is quite weak, however,® and output does
not adjust instantaneously. Production is subject to a production lag, and increases in
production and employment typically give rise to substantial search, hiring and training
costs; firing or layoffs also involve costs, both explicit costs like redundancy payments
and hidden costs in the form of deteriorating industrial relations and morale. Based on
these considerations, a Kaldor/Marshall approach assumes fast price adjustments and
sluggish output movements: shocks to aggregate demand are accommodated initially by
movements in prices and profit shares, rather than in output and utilization.

In a continuous-time setting the effects of lags and adjustment costs for output can be
approximated by assuming that output is predetermined at each moment and that firms
choose the rate of growth of output, rather than the level of output. If firms maximize
profits (or pursue some other well-defined objectives), the growth of output is chosen so
as to balance the costs of changes against the benefits of moving toward a preferred level
of output and employment; (expected) costs and benefits, in turn, are determined by the
demand and cost signals that firms receive from product and labor markets.

4.1 A dual economy
Consider first a dual economy in which there is a perfectly elastic supply of labor to
the capitalist sector. Endogenous changes in the cost signal from input markets may be
ignored in this kind of economy. A perfectly elastic labor supply, to be sure, does not rule
out shifts in the perceived costs of changes in output. Exogenous shifts in worker mili-
tancy, for instance, may affect these perceived costs, but the dual-economy assumption
implies that labor market conditions do not change endogenously as a result of firms’
output and investment decisions.

The demand signal from product markets, by contrast, is endogenously determined.
If prices are fully flexible, this signal can be captured by the prevailing profit share.
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By assumption the level of output is predetermined, and a rise in demand leads to an
increase in the price of output. Wage contracts are cast in terms of money wages, and it
may be assumed that there is neither perfect foresight nor instantaneous feedbacks from
output prices to money-wage rates. The real wage rate and the share of profits in income
therefore respond to unanticipated movements in prices: a positive demand shock gener-
ates a rise in the profit share, and firms respond to this rise by increasing the growth rate
of output.’
Algebraically, we get a generic growth function'?

Y=h(m);h, >0 (27)

The growth function (27) replaces the pricing equation (5) and may, as the pricing
equation, be influenced by the sectoral composition of the economy and the degree of
competition in the product markets. In general, the function is likely to be highly non-
linear. It seems reasonable to suppose that the adjustment costs for output are convex
as a function of ¥, and there may also be upper and lower limits on the rate of growth,
gmin < ¥ < g™ Thus, the growth rate will be more sensitive to variations in the profit
share for intermediate values of the profit share than for very high or very low values.

In a Kaldor/Marshall model, aggregate demand shocks are accommodated through
variations in prices and the profit share. This accommodation is possible since a rise in
the profit share raises aggregate saving and reduces excess demand, as in Keynes (1930)
and Kaldor (1956). Using a linear version of equation (2),

S
e STUC (28)

the equilibrium condition for the product market yields the following solution for the
profit share

g+
SUG

T = (29)
where both ¢ = K and u are predetermined, given a Harrodian investment function and
sluggish output adjustment.

In order to close the model, equations (28)—(29) need to be combined with a specifica-
tion of the accumulation function. Consider first the standard specification in equation
(20). Using the saving function (28), the steady-growth condition u = u“ (implied by
(20)), and the equilibrium condition for the product market, the set of steady-growth
solutions for (m, g) is characterized by

h(n*) = su‘om™ — & (30)

g* = h(m*) (31)

The non-linearity of the 4-function implies that there may be multiple steady-growth
solutions, as in Figure 5.3b. Outcomes with a unique solution are also possible (Figures

5.3a and 5.3¢), and a case without steady-growth solutions can be obtained when the
lower limit on Y is abandoned (g™ = —oo); this case is illustrated in Figure 5.3d.



Growth, instability and cycles: Harrodian and Kaleckian models 117

g g
sudom -3 g = sulom—3§
) h()
Tr T
a) b)
— o g = o/,
g =sutom -3 g = sulom -3
g
h(r)

c) d)

Figure 5.3 A Harrodian model of a dual economy

Essentially, the cases in 5.3a and 5.3d are identical since with negative growth rates, there
can be capitalist development in neither case.

Figure 5.3b represents the most interesting case. At the two extreme equilibria we have
h' < sou?; at the intermediate equilibrium this inequality is reversed. Not surprisingly,
the inequality is closely related to stability conditions. The profit share at any moment
is given by equation (29), and substituting (29) into the growth function (27), we get an
equation of motion for the utilization rate

. +35
azY—K=h<g )—g (32)

Suo

Equations (20) and (32) define a two-dimensional system of differential equations.
Evaluated at a stationary point, the Jacobian of the system is given by

0 A
J(g,u) = h' g+ 90 (33)
ul ——1 — uh

SCuU sou?
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and

)
() = w2 <0
Sou

!

h
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det(J) = —ku( - 1) >0 iff 4’ < sou
It follows that a steady-growth path is locally asymptotically stable if and only if
h'(n*) < su‘c. The stability condition is satisfied at the two extreme solutions in Figure
5.3b; the intermediate solution on the other hand will be unstable.

Similar results can be obtained if investment is described by the static equation (17).
At first sight, this may seem a peculiar accumulation function in a Harrodian analysis,
but since utilization is treated as a state variable, the seemingly static specification (17)
embodies the main Harrodian principle.!! By assumption the impact effect of changes
in aggregate demand falls entirely on prices and the profit share, and the insensitivity
of investment to short-run fluctuations in demand is satisfied by (17); a strong long-
run sensitivity follows if ¢’ (u) is “large”. Using (17) and (27)—(28), the steady-growth
conditions are given by

g* = h(n*) = sou*n* — § = ¢ (u*) (34)

These equations can be described using a modified Figure 5.3; the only difference is that
the IS-curve (the solutions to the last equation in (34) for given m) will now be non-linear
in a (T, g)-space; see Figure 5.4 which corresponds to 5.3b when the ¢-function takes the
form ¢ (u) = w(u — u,)."> This specification of the model produces a one-dimensional
dynamic system

4= h((b(u) +9

Suc

) — o) (35)

and local stability, again, is achieved at the two extreme solutions. '3

The above analysis of a dual economy has several noteworthy implications. The exist-
ence of multiple steady-growth paths, first, implies that countries that initially seem
quite similar may follow very different growth trajectories and that temporary aggregate
demand policy may raise the long-run rate of growth. Suppose, for instance, that initially
an economy is at the low growth path in Figure 5.3b (an analogous argument applies to
the specifications underlying Figure 5.4): Using a trivial extension of the model to include
a government sector, expansionary policy can reduce the average saving rate. The result
is a rise in the profit share for any given growth rate or, equivalently, a downward shift in
the IS-curve (the g = stu’c — § line in Figure 5.3b). If the shift is large enough, the new
configuration will be as in Figure 5.3c, and a move to the high steady-growth equilibrium
may get under way. Once at the high-growth path, the expansionary policy is no longer
needed. Following a return to the old saving rate, the economy may now grow at the rate
associated with the high solution.

Shifts in the /- or s-functions or in the desired utilization rate u? (more generally, in the
accumulation function ¢), second, have permanent growth effects. An increase in animal
spirits, for instance, may be reflected in an upward shift in the A-function (an increase in
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Figure 5.4 The Harrodian model with a static investment function

the growth of output for any given profit share) and/or a fall in the desired utilization rate
(corresponding to an upward shift in the investment function). At a stable growth path,
not surprisingly, these shifts are unambiguously expansionary. A downward shift in the
s-function also raises the steady-growth solutions for both 7 and ¥ if the initial position
is at a stable steady-growth path. Since the profit share is endogenous, there is no direct
counterpart to the stagnationist Kaleckian “paradox of cost” but an increase in the con-
centration rate and decline in competition will be associated with a downward shift in the
growth function and, starting from a stable growth path, a decline in the growth rate.
The high steady-growth solution may have empirical counterparts in the experience of
successful developing countries, including Japan, Korea and China during their years of
miracle growth (it should be noted in this context that the average growth rate for a suc-
cessful developing economy with a large reserve of hidden unemployment understates the
growth of the modern, capitalist sector). Empirical counterparts to the low-growth trap
are not hard to find either, and the Japanese stagnation since about 1990 and its relation
to the present framework are discussed in Nakatani and Skott (2007). But established
industrialized countries without significant reserves of hidden unemployment and with
relatively stable growth rates in the 1-5 percent range fit neither the low nor the high equi-
librium. The intermediate solution might seem more promising, but the dual-economy
assumption is questionable for these economies and the model needs to be modified.

4.2 The reserve army of labor

Many writers (including Steindl, 1952, Kaldor, 1966, 1978 and Marglin, 1984) have
regarded capitalist accumulation as essentially unconstrained by the growth of the
labor force, a position that is reflected also in the canonical Kaleckian model. This
dual-economy assumption is reasonable for many LDCs (less developed country) and
NICs (newly industrialized country) where the existence of hidden unemployment
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makes the rate of open unemployment largely irrelevant as an indicator of conditions in
the labor market. In most OECD countries, however, measured employment provides
important information about the state of the labor market, and the growth function in
section 4.1 needs to be extended: the cost of output variations can no longer be taken as
independent of the employment rate.'*

The employment rate influences the costs of changing output through its effects on
the availability of labor with the desired qualifications. Labor markets are not perfectly
competitive and it is harder for a firm to attract and retain workers when unemployment
is low. Thus, high employment rates increase the costs of recruitment and since the quit
rate tends to rise when labor markets are tight, the gross recruitment needs associated
with any given rate of expansion increase at a time when low unemployment makes it
difficult to attract new workers. A high turnover of the labor force, on the other hand,
allows firms to reduce production and employment more rapidly without large adjust-
ment costs when the employment rate is high. These standard microeconomic effects may
be reinforced by broader Marxian effects on the social relations of production. A high
rate of employment strengthens workers vis-a-vis management. This shift in the balance
of power may lead to increased worker militancy, and increased monitoring and addi-
tional managerial input may also be needed in order to maintain discipline and prevent
shirking. As noted by Kalecki (1943), high employment is bad for business because
“the self assurance and class consciousness of the working class” will grow and “the
social position of the boss” will be undermined (quoted from Kalecki, 1971, p. 140-41).
Overall, one would expect the general deterioration of the business climate associated
with high employment rates to put a damper on firms’ expansion plans.

These considerations suggest a reformulation of the growth function for a “mature
economy’”’: the growth of production now responds to signals from both goods and labor
markets. Other input or cost signals could play a role but for simplicity intermediate
inputs are left out and firms typically maintain excess capital capacity. As far as produc-
tion decisions are concerned, the labor market therefore provides the relevant signal, and
the employment rate is used as an indicator of the state of the labor market. Thus, the
growth function for a mature economy includes two arguments, the profit share () and
the employment rate (e):!°

Y=h(m,e);h,>0h <O. (36)

As argued above, the key element in the Harrodian approach is the distinction between
a small short-run and large long-run sensitivity of investment to variations in aggregate
demand and with utilization as a state variable, this distinction can be captured by a
static relation between the accumulation rate and the rate of utilization:

K= (37

where ¢ describes the relation between accumulation and desired utilization, and
¢’ > som. Using (36)—(37) we have the following two-dimensional system:

A

=Y —-K=h(me — &) (38)
e=h(m,e) —n (39)
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where n is the growth rate of the labor force. For simplicity I take n as exogenous; a
straightforward extension allows n to depend positively on the employment rate e.'
Retaining the linear saving function (28) and using a Kaldor/Marshall approach, the
profit share is still determined by the equilibrium condition for the product market, as
in (29)

bW + 3
=W TO _

sou

v () (40)

The strong long-run sensitivity of accumulation to variations in utilization (¢’ > som)
implies that y' > 0.

A (non-trivial) stationary solution satisfies #f = ¢ = 0, and it follows that ¢ (1) = n.
With ¢ (1) = n, equation (40) determines a unique value of 7,

n+96
o= 41
sodb " (n) ()

Substituting this value into the growth function, there is at most one steady-growth solu-
tion for e: A solution in the admissible range (0 < ¢ = 1) exists if and only if

h(n*,0) =n=h(n* 1) (42)

The second inequality in (42) must be satisfied: as e increases it becomes progressively
more difficult to expand employment, and if e = 1 it is logically impossible for the rate of
growth of employment to exceed the rate of growth of the labor force. The first inequal-
ity, however, need not be satisfied: firms may be insufficiently dynamic and, as a result,
a capitalist economy may not be capable of growth at the natural rate. The likelihood of
this outcome increases if * is small, that is, for low values of the natural rate and high
saving rates. As argued by Nakatani and Skott (2007), Japan’s stagnation since about
1990 may be related to structural demand problems of this kind: with the exhaustion of
hidden unemployment, the growth rate had to come down, but a high saving rate and
low natural growth rate precluded a smooth transition to a path with minor fluctuations
around a new steady-growth solution with g = n.

Assuming the existence of a steady-growth solution, the local stability is determined
by the Jacobian,

ulhy' — &'l uh,

T, ) = ehy' eh,

(43)
with
det()) = —ued'h, >0
tr(J) = ulh,w' — &'] + eh,
The determinant is unambiguously positive and the trace must become negative if the
employment effect is sufficiently strong. An outcome with a negative trace may require

employment effects that are implausibly strong, but a weaker employment effect is
sufficient to generate a stable limit cycle and bounded fluctuations around the locally
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Figure 5.5 Growth cycles in a mature economy

unstable, stationary solution (see Skott, 1989a, 1989b). The negative feedback effect
from employment to the growth rate of output mirrors the homeostatic mechanism in
Goodwin’s (1967) formalization of a Marxian growth cycle. Goodwin’s model excludes
Keynesian effective demand problems, but the same basic feedback effects tend to
stabilize the Harrodian system.

The phase diagram in Figure 5.5 illustrates the dynamics. The model produces
clockwise movements in an (e, u)-space (or equivalently, since © = y(u), in (e, T)-space).
The predicted movements in employment, utilization and profitability are broadly
consistent with the stylized facts, and the marriage of destabilizing Harrodian effects
with stabilizing Marxian mechanisms provides a unified explanation of growth and
cycles.

The boundedness of the fluctuations implies that the (locally) unstable steady-
growth solution becomes relevant for the long-run effects of changes in parameters
and exogenous variables. The average values of ¢, u and & in the long run need not be
exactly equal to the steady-growth solutions, but the comparative statics of the steady-
growth solution will give a good approximation to changes in the average values.!”
Using the steady-growth conditions, it is readily seen that improved animal spirits (an
upward shift in the accumulation and/or growth function) will be expansionary. But
since the growth rate is pinned down by the growth of the labor force, there is only
a level effect: the employment rate goes up following a rise in animal spirits, as does
the profit share if the accumulation function shifts up.'® Analogously, a decline in the
saving rate raises both the profit share and the rate of employment. An increase in
labor militancy will be reflected in a downward shift in the growth function and, as in
the Goodwin model, the result is a decline in the steady-growth value of the employ-
ment rate.
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5 A Robinson/Steindl approach

Essentially, the Harrodian instability is curtailed in section 4 by abandoning the
instantaneous output adjustments at a given markup and, in the mature economy, by
variations in the reserve army of labor. I have referred to the models as Kaldorian or
Marshallian since demand-determined variations in prices and income distribution are
at the heart of the analysis, but the analysis in section 4 also has affinities with the work
of Robinson (1956, 1962) and Steindl (1952).1

5.1 Dual economies
Robinson set up models with multiple steady-growth paths. The utilization rate is at
the desired rate in these models but the mechanism is different from the one in section
4. Accumulation is a non-linear function of profitability while price competition, she
suggested, keeps utilization at the desired rate.?

Her verbal argument (1962, p. 47) implies that the accumulation function takes the
form

1

g = =10 (44

where 7¢ is the expected future rate of profit on new investment and f” > 0. Retaining the
linear saving function (28), the current rate of profit is determined by the market-clearing
condition for the product market,

SOUt = sr =g 45)

In steady growth we have r* = r, and assuming that the investment function f is
strictly concave, the well-known “banana diagram” emerges with two steady-growth
solutions.

The stability properties of these steady-growth solutions depend on the formation of
profit expectations, and most of Robinson’s analysis seems to rely on static expectations.
Under conditions of imperfect competition, however, firms’ expected profit rate, r¢,
cannot be independent of their investment decisions. Thus, implicitly, the specification in
equation (44) seems to assume perfect competition. This assumption is logically consist-
ent but unattractive, both theoretically and empirically, and Robinson acknowledges as
much. She notes that “in reality, of course, markets for manufacturers are highly imper-
fect, prices are fairly sticky and changes in investment are generally accompanied by
changes in output and employment” (Robinson, 1962, p. 65). The sluggish adjustment
in prices can be formalized by letting the profit share, 7, adjust to the difference between
actual and desired capacity utilization

T =v(u—u (46)

where v > 0 is the adjustment speed. With slow price adjustment it is now instantaneous
movements in the utilization rate u that ensure the equalization of saving and investment
in the short run. The saving—investment balance and the definition of the profit rate,
r = nuc, imply that
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u=50 tom 47

STO

where

1 + 4 2
g =——= u >Oand§n=—g = —so—~
¢ som g+ 6 soT? g+3d

< 0.

Turning to the specification of the investment function outside steady growth, the
distinction between expected and actual profitability in Robinson’s argument essentially
serves to introduce sluggish adjustments in accumulation. In a continuous-time setting,
this can be achieved by a dynamic version of the investment function (44),2!

&=M/flu,m) — gl (43)
where A > 0 and f, > 0, fr > 0, and where the ill-defined variable 7 has been replaced by
the current values of the utilization rate and the profit share.

Equations (48) and (46) yield a two-dimensional dynamic system in the growth rate of
the capital stock and the profit share

g=AM[flEg ), ] — g} (49)
it =v[E(gn) —ul] (50)

Stationary solutions satisfy u = u“ (using (46)) and g = f(u¢, ) = f(u’, %) (using (47)-
(48) and u = u?). Turning to local stability, the Jacobian is given by

AMEE, — D A + 18 )]
]( ’n) — |: uog T uan 51
g vE, VE. (51)
and, evaluated at the stationary point, we have
ud
det(J) = —Av(E, + ,€,) = ?»vg* n 8(scsu" - 1) (52)

ud ud y

tr(J) = |:7\‘(f1;g*‘i‘8 - 1)} - |:Vg* n Sscu :| (53)
The Robinsonian stability condition — desired investment being less sensitive than saving
to changes in the profit share — ensures that det(J) is positive. This condition is satisfied
at the high equilibrium in the banana diagram, ruling out saddlepoint instability. Local
asymptotic stability of the high solution depends on the sign of the trace. In the expres-
sion for the trace, the first term in square brackets may be either positive or negative, but
local stability is assured if the adjustment speed for prices is fast (relative to the adjust-
ment speed of investment). Thus, the explicit introduction of pricing dynamics confirms
Robinson’s main conclusion in a setting without perfect competition.

5.2 Mature economies
The high and stable solution in the banana diagram satisfies the “Robinsonian stability
condition”: investment is less sensitive than saving to variations in profitability. This
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condition (as the corresponding condition with respect to the growth function in section
4) may be plausible at growth rates that are empirically relevant for successful devel-
oping countries, but the model and the high solution seem less promising for mature
economies with modest growth rates. As in section 4, variations in the reserve army can
be included explicitly in the analysis of these mature economies: employment effects may
stabilize the otherwise unstable low solution in the banana diagram.

The size of the reserve army could influence accumulation and/or pricing. As an
example consider the following extension of the dual-economy model:??

g=Mfu,m,e) —gl; £,>0,f/,>0,f£,<0 (54)
T =v(u— u) (55)
k=g-n (56)

where the new state variable k describes the ratio of the capital stock to the labor force.
The ratio k is definitionally related to employment and utilization, and — normalizing
units so that labor productivity is equal to one — we have

e = uck 57

The pricing equation (55) is unchanged (but re-stated for convenience). The innovation
compared to the dual economy is the introduction of the employment rate e as a determi-
nant of the long-run accumulation function f'in (54). The utilization rate adjusts to clear
the product market and is still given by (47).

A stationary solution satisfies

u=u (58)

g=n (59)
n+9

m= sou! (60)

fw, . k) =n (61)

Equations (58)—(60) give explicit and unique solutions for #, g and &, and substituting
these solutions into (61) we get a unique solution for k and thereby (using (57)) for e.
Local stability is determined by the Jacobian

A, + okf)ax — 11 = A, + okf)5e® — fi] M Eao
J(gmk) = vl —yetd 0 (62)

som’

k 0 0

The necessary and sufficient Routh-Hurwitz conditions for local stability are that,
evaluated at the equilibrium,
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tr(J) = AL(f, + okf)= — 1] — vEZ2 < 0
det(J)) + det(J,) + det(Jy) = A — Afviag] — koh f55° >0
det(J) = VAKER et 35 <

—tr(J) [det(J,) + det(J) + det(Jy)] + det(J) >0

bl

The third condition is always satisfied, and straightforward calculations show that
the other three conditions must be satisfied if the employment effect f, is sufficiently
strong.??

Comparing the Robinsonian and Kaldorian formulations in sections 4-5, the steady-
growth equality between desired and actual utilization — equation (21) — is based on
pricing/output behavior in Robinson and on accumulation in Kaldor; to get a steady-
growth relation between growth and profitability, conversely, the Robinsonian model
uses capital accumulation instead of output growth, as in the Kaldorian equation (27).
From a steady-growth perspective these changes in the assignment of pricing and accu-
mulation make no difference.?* The relative adjustment speeds for output and prices
are reversed in the two models, and this reversal affects the short-run dynamics. Both
versions, however, have utilization at the desired rate in steady growth, both versions
endogenize the profit share and use this endogenization as a stabilizing factor, and both
versions yield multiple steady-growth solutions for a dual economy.?>-2¢

In behavioral terms I find the Kaldorian version more persuasive and its short-run
dynamics fit some important stylized facts. A more detailed discussion of the relative
merits of the two versions, however, is beyond the scope of this chapter.

6 Conclusion

The Kaleckian growth model has become a standard work-horse for the analysis of
growth and distribution. The model is simple and tractable and it lends itself to exten-
sions in many directions. The simplicity and tractability, however, come at a cost. The
model includes a questionable stability condition and key predictions of the model,
including the accommodating long-run variations in utilization, find little support
in empirical evidence. At a methodological level, moreover, the standard Kaleckian
approach may have unfortunate consequences since it plays down the need to “think
dynamically”.

Dynamic issues were at the heart of the Keynesian revolution. The fundamental
proposition of the General Theory is that even with flexible prices and wages, the market
mechanism can not be expected to ensure full employment. A market-clearing neoclas-
sical general equilibrium may exist but is unlikely to be stable, even under hypothetical
conditions of highly flexible prices and wages.?’ Harrod extended the dynamic analysis to
movements over time of a Keynesian economy, his basic approach consisting “in a mar-
riage of the ‘acceleration principle’ and the ‘multiplier’ theory” (Harrod, 1939, p. 14). A
number of early contributors (including Samuelson, 1939; Kaldor, 1940; Hicks, 1950 and
Goodwin, 1951), formalized these interactions and although in some ways primitive, the
fundamental insights remain valid: steady growth paths of a mature capitalist economy
are likely to be locally unstable.

These dynamic issues are glossed over by the standard Kaleckian macro model with
its emphasis on stable steady-growth paths, its neglect of lags and its use of utilization
rates as an accommodating variable, in the long as well as the short run. The predomi-
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nant focus in Kaleckian theory on dual economy regimes, moreover, may threaten the
relevance of the analysis with respect to most OECD economies.

This chapter has discussed alternatives to the Kaleckian model. Sections 4-5 used
endogenous variations in income distribution and employment to stabilize an otherwise
unstable economy. I consider these mechanisms theoretically and empirically plausible
but other solutions to the Harrodian “instability problem” have been suggested. Shaikh
(2007), for instance, denies the inherently unstable tendency in Harrod’s argument while
Duménil and Lévy (1999) accept the instability tendency but suggest that the stabilizing
force comes from monetary policy.??

In general, the Harrodian alternatives are more complex than the Kaleckian model.
They remain tractable, however, and the basic models in this chapter can be (and have
been) extended in a number of ways; Skott and Ryoo (2008), for instance, analyze the
implications of financialization, using models that include explicit financial stocks. Most
importantly, in my view, the Harrodian-inspired models tell a behavioral story that is
more convincing and that fits the empirical evidence better than the Kaleckian model.*
The current dominance of the Kaleckian model therefore is unfortunate.

Notes

* I thank Paul Auerbach, Martin Rapetti, Ben Zipperer and participants in the Analytical Political
Economy workshop at Queen Mary University London, May 2008, for helpful comments on a longer
study that included an early draft of this chapter.

1. The desired rate of utilization is sometimes referred to as the “normal” rate or the “target” rate.

Other mechanisms may play a role as well. An example is endogenous, Minsky-type changes in financial
behavior.

3. The canonical model need not be stagnationist if the saving function is nonlinear (or just affine, s (1) =
sy + s with s, > 0) since in this case the “Robinsonian stability” condition ((91)/(ot) < (8S)/(9m)) can
be violated even if the “Keynesian stability” condition ((a1)/(9u) < (3S)/(d9u)) is met. This point, which
may have been noted in the literature, was made by Ben Zipperer in comments on an early draft of this
chapter.

4. Skott (2008) discusses the theoretical and empirical case against the Kaleckian investment function in
greater detail.

5. Chick and Caserta (1997) suggest that although the utilization rate must be at (or near) the desired rate
in long-run steady growth, deviations could last for significant periods of time. Long-lasting deviations,
however, do not justify a depiction of this medium-run scenario as a self-sustaining equilibrium without
internal forces for change.

6. The instability of the “warranted growth path” was emphasized by Harrod himself although he rejected
the knife-edge metaphor (Harrod, 1973, p. 33).

7. Usingthe simple Harrodian specification in (20), it is readily seen that if the fluctuations in the accumulation
rate K are bounded, the time-average of the utilization rate ratio u must be approximately equal to u? when
the average is taken over a long period. To show this, integrate (20) to getu — u’ = (K, — Ko)/(A(t; — 1))
where i is the average utilization rate over the interval [#; 7,]. If |[K, — K, | is bounded below some constant
for all (¢,, t,), it follows that & converges to u* for ¢, — ¢, going to infinity.

8. The study by Levy et al. (1997) of menu costs in five supermarkets, for instance, is often cited in support
of menu costs and price stickiness (e.g. Romer, 2001, pp. 315-16). This study found that on average 16
percent of all prices were changed each week. These frequent changes in prices were not costless but the
finding that menu costs constitute a significant proportion of net profits is largely irrelevant for an evalu-
ation of price flexibility. With prohibitively high menu costs, for instance, there would be no price changes
and the share of menu cost in revenue would be zero; negligible menu costs on the other hand may allow
firms to change prices frequently as part of their marketing strategies, and the observed share of menu
costs in net profits could be very high in this case.

9. Demand signals could also be reflected in inventories. For the aggregate economy, however, changes in
inventories tend to amplify fluctuations in other demand components over the cycle. Thus, the need for
price adjustments would remain, even if inventories were included.

10. The behavioral foundations of the function are discussed in greater detail by Skott (1989a, Chapter 4),
who used the term “output expansion function”.
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11.

12.

13.

14.

15.

16.

17.

18.

19.
20.

21.

22.

The distinction between short- and long-run effects is observed as long as accumulation depends on a
state variable. In the Robinsonian model below, utilization adjusts instantaneously but the profit share
becomes a state variable.

Assuming a linear accumulation function,

g=00w =plu —u)

the equilibrium condition / = S implies

Wi, — 3
g=son——— 9§
U — soTm
Local stability requires
@' — mso
h|—— | —¢9' <0
! { SUG } @
or, equivalently,
dg*
h' <—
dm

where g* is the growth rate that clears the product market for a given profit share, .
A dual-economy scenario fits the OECD countries at an earlier stage of their development. Kaldor’s rejec-
tion in the mid-1960s of his own labor-constrained models should be seen in the context of agricultural
employment shares that were still above 25 percent in countries like Japan and Italy and at or above 20
percent in France; West Germany had a smaller share (just over 10 percent) but had been experiencing
massive immigration in the 1950s (Kuznets, 1971).

Arguably, the assumption still applies to the world economy as a whole, but a one-sector model of the
world economy without spatial disaggregation has obvious limitations.
A static counterpart to this equation can be obtained by setting Y = 0. The equation then defines the
profit share as an increasing function of the employment rate. A short-run equilibrium relation of this
kind could be derived from profit maximization if firms have monopsony power and the (perceived)
elasticity of labor supply to the individual firm is decreasing as a function of the aggregate rate of
employment. Manning (2003) provides an extended analysis of monopsonistic features of the labor
market.
High employment rates may stimulate the growth of the labor force in several ways. Immigration is an
obvious mechanism in open economies; for a closed economy, changes in participation rates may affect
the growth of the labor force in the medium run, and high employment and incipient labor shortages
may serve as incentives for labor saving innovation in the long run. The argument could be formalized by
assuming that n = n(e), n' (e) = 0.
The results will be biased only insofar as changes in a parameter affect the magnitude of the deviation
between steady-growth solution and time-average. The existence of an unchanged deviation between the
two generates no errors.
The absence of a well-defined NAIRU is standard in post-Keynesian and structuralist theory. My own
take on this issue is discussed in Skott (1999, 2005b).
Flaschel and Skott (2006) discuss Steindl’s analysis.
She assumes that “competition (in the short-period sense) is sufficiently keen to keep prices at the level at
which normal capacity output can be sold” (Robinson, 1962, p. 46).
Mathematically this formulation is closely related to Robinson’s own analysis. The equilibrium condition
for the product market implies that r = g/s. If g = £ () and £ = i< = A (r — ), it follows that

. x(f(rv) ) r(,)
S

; V(e — £ () | S
g=rGyic=f (r‘)l{; -f ‘(g)}
Since f’ > 0, this equation has the same stability properties as the equation

g-= ?»{f(g) - g} = AL — g

and hence,

N

The latter equation, in turn, is a special case of equation (48).
This example retains the “dynamic” specification of the investment function in equation (48). It is
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straightforward to set up a two-dimensional analogue to the model in section 4.2. Having employment
enter negatively in the growth function (36) corresponds to an inverse effect of employment on accumu-
lation in this setting, and this effect can be captured by letting desired utilization depend positively on
employment in (55). Thus, let

t=Hue =vlu—u)=vlu—0(@), 80>0

k=K-n=fm) —n
_fm) + 38
~ som

The accumulation function f{r) conforms to the Harrodian principle since the profit share is now a state
variable. The Jacobian for this two-dimensional system is given by

_ [v(u, —0'cku,) — v8'uc
J(m, k) = K 0
and
det(J) = kf've'uc > 0
tr(J) = vu, (1 — 0’ ck)

The derivative um is positive at the low, unstable solution in the banana diagram, and stability requires
that the employment effect on “desired utilization” in the equation for 7t be sufficiently strong.
The expression in condition 4 is quadratic in f,.
Steindl (1952) also set up models with multiple steady-growth paths, focusing on the stable high-growth
solution. Steindl’s verbal argument is close to Robinson’s and includes sluggish adjustments in the
markup. As shown by Flaschel and Skott (2006), however, his focus on a high-growth solution in a
formal model with a fixed markup seems misplaced.
Chiarella et al. (2005) pursue specifications with sluggishness in both prices and output.
Behavioral relations between growth and profitability have been discussed by many other writers, includ-
ing Penrose (1959), Wood (1975) and Eichner (1976).
“Old Keynesians” like Tobin have emphasized this point (Tobin, 1986).
I do not find Shaikh’s argument convincing. Leaving out some minor twists, Shaikh (2007) specifies the
following investment function

K=Y+ k(u— u) (63)

Assuming that short-run expectations are being met (that is, ¥ = ¥¢) and that the technical output—
capital coefficient and the desired utilization rate are constant, this equation implies a stable differential
equation for u,

= —k(u—u) (64)

and utilization will converge to the desired rate.

This argument is correct but it is based on the assumption of fulfilled expectation at all times, and the
Harrodian instability argument is precisely that when all firms reduce investment in order to raise their
utilization rate, the outcome will be an unanticipated decline in aggregate demand and a fall in the uti-
lization rate. Shaikh circumvents the instability by assuming that the economy is always on a warranted
path with ¥ = ¥¢, and his argument shows not the stablhty of warranted growth but the convergence of
a warranted growth path to steady growth with u = u.

The Duménil and Lévy argument has been discussed in relation to standard Taylor rules by Lavoie and
Kriesler (2007). An emphasis on policy is in line with Harrod’s analysis but he also suggested that the
instability would be bounded even “without the application of monetary and fiscal restoratives” (Harrod,
1973, p. 36).

To avoid misunderstanding, let me emphasize that contributors to the post-Keynesian and structuralist
literature cannot be neatly categorized into groups of “Kaleckians”, “Harrodians”, “Robinsonians”, etc.
Some of the main contributors to the Kaleckian literature have also produced important studies that
incorporate Harrodian instability. Conversely, writers, myself included, that may be thought of as critical
of the Kaleckian model have used the Kaleckian model in some of their own work.
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6 Surveying short-run and long-run stability issues
with the Kaleckian model of growth!
Marc Lavoie

1 Introduction

Writing a survey on the Kaleckian model of growth and distribution is a difficult task in
view of the existence of the excellent survey that has already been provided by Blecker
(2002). Since then, another survey, just as complete, has been written in French by Allain
(2009). In addition, at least three other chapters in the present book deal with compli-
cations involving the Kaleckian model. As a result the present chapter will deal with
elementary issues of stability, both in the short run and in the long run. We start with the
former, before addressing the long run in the second half of the chapter. In both cases,
we will show that the generality of Kaleckian results is greater than many critics of the
Kaleckian model have suggested.

2 The standard Kaleckian model

The usual Kaleckian model is made up of three equations: an investment equation, a
saving equation, and a pricing equation. Each of these equations can be made more
complicated at will, as will be shown in other chapters, and of course we may wish to add
other equations, for instance equations defining inflation determination (Cassetti, 2002;
Lavoie, 1992, Chapter 7), or central bank reaction functions (Lavoie and Kriesler, 2007).
Here we stick to the basic model.

r = mulv ()
gi=sr (2
g=y+vu+ym (3)

We assume away overhead labour (but see Rowthorn, 1981 and Lavoie, 1992), so that
the pricing function in terms of the profit rate r depends simply on the profit share m, the
rate of capacity utilization u, and v the capital to capacity ratio. The higher m, the lower
the real wage. We assume no saving out of wages, so that the saving function in growth
terms depends only on the profit rate and the propensity to save out of profits s,.2

Finally there is the contentious issue of the investment function. We adopt a linear
variant of the popular Bhaduri and Marglin (1990) function, which can also be attrib-
uted to Kurz (1990), so that investment depends on some constant, the rate of capacity
utilization, and the share of profit (or more likely on the normal profit rate, as we shall
see later), with v, v, and vy, being three parameters. The advantage of this investment
function, as is now well known, is that it provides for richer possibilities. In addition,
the function can be easily tested empirically, since statistics on both the rate of utiliza-
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tion and the profit share can easily be obtained. A drawback of this function is that it is
not really clear why investing entrepreneurs would care about the profit share, in con-
trast to the profit rate, which is usually the third component of the canonical Kaleckian
growth model. In addition, in a model with overhead labour, the profit share becomes an
endogenous variable, which depends on the actual rate of utilization, so that it cannot in
general be considered as given, resulting from the relative bargaining strength of workers
and firms.

A way out is to argue, from a purely theoretical standpoint, that what Bhaduri and
Marglin really have in mind is that investment depends on expected profitability, com-
puted at normal prices, based on the normal rate of capacity utilization — a point made
frequently by Sraffian authors such as Ciconne (1986, p. 26), Vianello (1989), and Kurz
(1990). This expected profitability at the normal rate of capacity utilization, which we
call u,, is the normal profit rate, which we denote as r,. We may thus rewrite equations
(1) and (3) in a way that is amenable to this reinterpretation:

r= (r,/u,)u (1A)
g=y+tyutyr, (3A)
Obviously, r, = mu,/v where v is the capital to output capacity ratio, and it makes little

difference whether we use one or the other of these formulations.?> Combining equations
(1), (2), and (3) to obtain the equilibrium rate of utilization, we get:

Y +ym
= 4
" s,(mlv) — vy, “)
Whereas combining equations (1A), (2) and (3A), we obtain:
Y+
k=m0 4A
), 4

To make economic sense u* must be positive. Hence, if the denominator is positive, its
numerator must also be positive; and if the denominator is negative, the numerator must
be negative, which then implies (since y,m is necessarily positive) that the y parameter
must be negative and its absolute value sufficiently large.* These conditions will play a
role in our analysis of stability.

3 Some preliminaries

The first issue we wish to tackle is that of short-run stability. For that problem to exist,
there must exist some discrepancy between aggregate demand and aggregate supply, or
at least intended aggregate demand and supply. There are a few ways out.

(a) We may suppose that output, or capacity utilization, is given, and that an adjust-
ment occurs within the period, through changes in profit margins or changes in
prices at given nominal wage rates. In this case aggregate demand immediately
adapts to aggregate supply. This is sometimes associated with a so-called ultra-short
or market period. Some say that this is what Keynes had in mind in some passages
of the General Theory (Dutt, 1987; Hartwig, 2007). This mechanism can be found
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in very few heterodox works (e.g. Skott, 1989). It is also the standard Walrasian
adjustment mechanism. We assume away this mechanism.

(b) By contrast, we may suppose that the short period is sufficiently long for firms to
change output and capacity utilization in line with aggregate demand. In this case, it
is now aggregate supply that very quickly adapts to aggregate demand. The adjust-
ment is a pure quantity adjustment. This is the standard interpretation of Keynes,
and it is sometimes considered to be his key contribution (Leijonhufvud, 1968, p.
52). Keynesian and Kaleckian authors usually make use of this assumption in their
models, and for this reason Duménil and Lévy (1987, p. 136) call it the Keynesian
adjustment process. But because aggregate supply is being equated to aggregate
demand in each and every period, they also call these models, equilibrium dynamics
models.

(c) Finally, another possibility is to assume no market clearing in the short period.
Ideally, one should then take into account the evolution of inventories and their
impact on rates of capacity utilization as firms try to bring them back to their normal
levels (Duménil and Lévy, 1987, 1993; Godley and Lavoie, 2007). But a less demand-
ing strategy is to assume that the adjustment towards aggregate demand and supply
equality is only gradual, and is being done through changes in both profit margins
and rates of capacity utilization, without keeping track of inventories. This is what
we shall do here.

4 The pure Keynesian adjustment process

As a start, let us consider the pure Keynesian adjustment process, the so-called equi-
librium dynamics. To do so, let us distinguish between the realized rate of capacity
utilization u and the expected rate of capacity utilization u¢, that is, the rate of capac-
ity utilization that entrepreneurs expect to realize in the current period when supply
responds to demand. We may presume that entrepreneurs will invest in the current
period as a function of the share of profits (the normal profit rate) and the rate of capac-
ity utilization that they expect to be realized as firms modify output in response to sales.
In this case, the investment function needs to be slightly modified to:

g=y+yu+ym (3B)

The investment function now depends on the expected rate of capacity utilization,
whereas the saving function depends on the realized rate of capacity utilization, which,
combining equations (1), (2), and (3B), is given by:

o Y ym v

s, (m/v) (4B)
We denote by uX this short-period equilibrium rate of capacity utilization, to indicate
its Keynesian or Kaleckian pedigree. Visually, two cases can be distinguished, depend-
ing on the slopes of the investment and saving functions. As we shall see, Figure 6.1
corresponds to the case of Keynesian stability, or stability in dimension as Duménil and
Lévy (1993) like to call it, with the slope of the investment function being smaller than
that of the saving function. The Keynesian stability condition holds when the following
inequality is verified:
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On the basis of the expected rate of capacity utilization, firms engage in investment
expenditures corresponding to g(u¢). At that level of capital accumulation, and with
the given propensity to save out of profits, aggregate demand will be such that sales will
induce a rate of capacity utilization equal to uX — the short-run Keynesian equilibrium
— as shown in Figure 6.1. A very similar process is described with the help of Figure
6.2 that corresponds to the case of Keynesian instability, and where the slope of the
investment function is larger than that of the saving function, such that:

Yy — S,m/v >0 (5A)

Why does Figure 6.1 illustrate Keynesian stability whereas Figure 6.2 illustrates
Keynesian instability? With adaptive expectations about capacity utilization, the evolu-
tion of the expected rate of capacity utilization is described by the following differential
equation:

=0k — u) 6)

In Figure 6.1, the expected and the realized short-run rates of capacity utilization will
converge towards the equilibrium rate of capacity utilization u*, as entrepreneurs realize
that they were overly optimistic. In Figure 6.2, entrepreneurs overestimate the equilib-
rium rate of capacity utilization (u¢ > u*), but the realized short-run rate of utilization
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is even higher than the overestimated rate (u* > u¢), so that entrepreneurs are induced
to raise the expected rate of utilization still further more, thus moving away from the
equilibrium defined by equation (4).

Thus, if we adopt the pure Keynesian adjustment mechanism, condition (5) must hold,
unless other dynamic adjustment mechanisms are put in place.

5 A dual adjustment process

5.1 Questioning Keynesian stability

It has recently been argued by some post-Keynesian authors, most notably Dallery
(2007) and Skott (2008), that the Keynesian stability condition was unlikely to be met
for calibrated values of the main parameters of the model. This can be readily seen. The
main problem is that for utilization rates and growth rates to move within a reasonable
range of values, one needs the y, parameter in equation (3) to be around 0.30. In this
case, rates of utilization varying between 75 and 85 per cent, as they have done histori-
cally, will generate growth rates between 1 per cent and 4 per cent — a range of values
that has been observed within industrialized economies. But the problem is that, even
with generous estimates of s, = 0.8, m = 0.4, and v = 2, the term s,/m/v is no higher than
0.16 and hence the stability condition given by equation (5) is not met. A possible answer
would be to say that the saving of workers has been omitted, and that adding this saving
component would help salvage a modified stability condition, as the saving equation
would include an additional term that is sensitive to changes in the rate of utilization,
helping to fulfil the stability condition. One would have:
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g = symulv + 5,(1 = myulv (2A)
where s,, is the propensity to save out of wages, with (1 — m) being the share of wages.

5.2 Getting away from the equilibrium dynamic model

Whether Keynesian stability is likely to hold or not, is there any way for Kaleckian
models to retain stability, despite the failure of the Keynesian stability condition given
by equation (5)? One possibility has been explored by Bruno (1999) and Bhaduri (2006,
2008), and is the subject of this section.

Both Bruno and Bhaduri start away from the equilibrium dynamics model, assuming
the absence of market clearing in the short period. Thus, in the short (or ultra-short)
period, (intended) investment and saving are not equal. Capacity utilization is fixed,
as are profit margins. But let us assume that both quantities and prices react to dis-
equilibria, so that two adjustment mechanisms get going simultaneously, as shown in
equations (6A) and (7):

u=ulg—g) withy >0 (6A)
m=y(g - g) (7

Equation (6A) represents the quantity adjustment mechanism. Firms increase capac-
ity utilization whenever investment surpasses saving, that is, whenever output demand is
above production. Equation (7) is the price adjustment mechanism. One would presume
that the y parameter is necessarily positive. When output demand is above production
(g'> g°), prices and profit margins rise, thus leading to a rise in the profit share m (or in
the normal profit rate r,). This case corresponds to the standard classical price adjust-
ment mechanism, and it also corresponds to the Cambridge adjustment mechanism,
found in the earlier post-Keynesian growth models a la Kaldor and Robinson, and asso-
ciated with forced saving. Bhaduri (2008) however argues that the alternative, with y <
0, is not inconceivable. With excess demand, firms must raise rates of capacity utiliza-
tion and hence employment rises faster than capacity, and this may generate a stronger
bargaining position for workers. Thus, in some circumstances, when output demand is
above production, it may be that real wages rise and hence that profit margins and the
profit share m falls. We shall call this the Radical case, since this kind of profit-squeeze
behaviour has been underlined mostly by Radical economists.

Because equations (6A) and (7) turn out to be non-linear when one takes into account
their explicit form through equations (1), (2), and (3), we examine the local stability of
this system of differential equations by linearizing the system, making use of the partial
derivatives, and computing its Jacobian matrix evaluated at the equilibrium (u*, m*).
The Jacobian matrix J so obtained, is given by:

_ wly, — sm/v) u(y, — s,ulv)

J
\V(Yu - spm/v) W(Y; - Spl/l/V) (w*, m*)

®)

The determinant of the matrix is zero, implying that this system has a zero root and
hence that there is a multiplicity of equilibria on a single demarcation line. Whether this
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locus of equilibria is stable or not depends on the sign of the trace of the matrix. The
model as modified is stable whenever the trace is negative, and it is unstable whenever
the trace is positive. The trace of the matrix is equal to the sum of the two diagonal
terms:

Tr J = w(y, = s,m/v) + w(y, = s,ulv)

Keynesian stability, or stability in dimension, requires that the first term of the trace
be negative. Given that u > 0, it means that equation (5) is verified, as in the Keynesian
adjustment process. Stability in proportion requires that the second term, associated with
changes in profit margins, be negative. In the case of the classical or Cambridge adjust-
ment process (with y > 0), this will occur whenever investment does not react too briskly
to changes in profit margins, that is, when:

Y, = sulv <0 )

This condition is called the Robinsonian stability condition by Marglin and Bhaduri
(1991, p. 138). When equation (9) is verified, excess demand leads to an increase in
profit margins and profit shares, with a moderate positive impact on investment, and
a more important impact on saving, thus bringing together saving and investment, and
thus bringing the economy towards equilibrium — a point made early on by Pasinetti
(1962). With no quantity adjustment (with u = 0), this process through price adjustment
guarantees the stability of the system.

By contrast, in the Radical case, with y < 0, excess demand leads to a fall in profit
margins and profit shares. To reduce the discrepancy between investment and saving,
investment must react strongly to the fall in the profit share, decreasing faster than
saving does, and thus in this alternative case, stability in proportion requires that
equation (10) be fulfilled:

Y, = Ssulv >0 (10)

With both the quantity and the price mechanisms in action, no fewer than eight cases,
all shown in Table 6.1, become possible. With stability in both dimension and propor-
tion, the trace is necessarily negative, and stability is unconditional. Symmetrically, with
instability both in dimension and proportion, the trace is necessarily positive, and the
model is unstable. In the other four cases, stability is conditional. Thus, in the absence of
Keynesian stability, the Kaleckian growth model may still be stable.

5.3 Profit-led and wage-led regimes

Table 6.1 also highlights the fact that, using the terminology of Blecker (2002), whether
the economy is wage-led or profit-led in terms of aggregate demand, that is, relative to
the rate of utilization, depends on the signs of the first two columns.® This can be seen by
taking the total differentials of the combination of equations (1) and (2), and of equation
(3), each evaluated at a position of equilibrium (g’ = g*), which gives us:

dg* = s,(m/v)du* + s,(u/v)dm*
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Table 6.1 Stability or instability in dimension and in proportion, Cambridge vs profit-
squeeze price adjustment mechanisms, and wage-led vs profit-led regimes

Sign of Sign of Classical or Radical case: du*/dm* =
Y, = s,mlv Y, — s,ulv Cambridge case: v <0 Y. = s,mlv

y >0 Y, = sulv
(-) (-) (A) (B) (-)
Stability in y(y, — sulv) <0 y(y, — sulv) >0 Wage-led locus
dimension Stability in Instability in

proportion proportion

TrJ <0 TrJ=7?

Unconditional Conditional stability

stability if uis large

(+) (©) (D) (+)

(Y, — sulv) >0 y(y, — sulv) <0 Profit-led locus

Instability in Stability in

proportion proportion

TrJ =7 TrJ <0

Conditional stability Unconditional

if u is large stability
(+) (=) (E) (F) (+)
Instability in Wy, — s,ulv) <0 y(y, — s,ulv) >0 Profit-led locus
dimension Stability in Instability in

proportion proportion

TrJ="? TrJ>0

Conditional stability Unconditional

if y is large instability

(+) ©) (H) )

(Y, — sulv) >0 y(y, — sulv) <0 Wage-led locus

Instability in Stability in

proportion proportion

TrJ>0 TrJ =7

Unconditional Conditional stability

instability if y is large

dg' = vy, du* + y,dm*

Equating the above two expressions, we obtain the equation that is in the last column
of Table 6.1. Thus, unless we have a priori opinions about the values taken by the
parameters in the investment and saving functions, a wage-led aggregate demand regime
is as likely as a profit-led regime.® It is interesting to note that some configurations are
impossible. For instance, a stable wage-led (in aggregate demand or in growth) economy
with a classical or Cambridge price adjustment mechanism is only compatible with stabil-
ity in dimension. Similarly, a stable profit-led economy with a Radical or profit-squeeze
price adjustment mechanism requires stability in dimension. Note also that the cases of
stability in dimension are easy to interpret intuitively. For instance, when the economy
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is wage led, an increase in the real wage leads to higher rates of utilization, but this effect
tends to bring the real wage back towards its initial position through the Cambridge
price mechanism, thus ensuring unconditional overall stability. By contrast, with the
Radical price mechanism, the initial increase in the real wage generates a further increase
in the real wage as the increase in the rate of utilization strengthens the bargaining power
of workers, thus leading only to conditional stability. However, when the economy is
profit led, unconditional stability will be achieved with the Radical price mechanism, as
an initial increase in the real wage leads to lower rates of utilization, which in turn tends
to reduce the real wage rate towards its initial value.

5.4 Graphical illustrations of the dynamics

Figures 6.3 to 6.6 illustrate the transition dynamics in the various cases. Figures 6.3 and
6.4 illustrate the Keynesian or dimension stability cases. When there is excess demand,
the rate of utilization rises, and this will tend to bring the economy towards the equi-
librium locus in the Keynesian stability case. When the economy is wage-led, the addi-
tion of the Cambridge price adjustment mechanism (rising profit margins with excess
demand) will reinforce this tendency, as shown with the A arrow in Figure 6.3 (which
corresponds to the A entry in Table 6.1). But with a Radical price adjustment mechanism
(falling profit margins with excess demand), stability may either occur (arrow Bg) or not
occur (arrow Byy). When the economy is profit-led, the reverse occurs. With the addition
of the Cambridge price adjustment mechanism, convergence may either occur (arrow Cg)
or not occur (arrow Cyy), whereas it will always occur with the addition of a Radical price
adjustment mechanism (arrow D).

Keynesian instability is illustrated in Figures 6.5 and 6.6. This time, when there is
excess demand, increases in rates of utilization are driving away the economy from the
equilibrium locus. When the economy is profit-led, the addition of a Cambridge price
adjustment mechanism provides for conditional stability (arrow E,), whereas the addi-
tion of a Radical mechanism makes the model completely unstable (arrow F). With a
wage-led regime, it is the Cambridge price adjustment mechanism that will make the
model unconditionally unstable (arrow G). With a Radical mechanism, convergence
may either arise (arrow Hg) or not occur (arrow Hy).

It could be interesting to link these disequilibrium dynamics to the standard represen-
tation of the Kaleckian growth model. This is done in Figures 6.7 and 6.8. Figure 6.7
illustrates the Keynesian stability case. In the initial steady state, the rate of capacity uti-
lization is given by u,. We then assume an upward shift in the y parameter of the invest-
ment function, so that the investment curve g’ shifts up, so that now we have g’ > g*. With
the pure Keynesian adjustment process, the economy would move to a new steady state,
at the higher rate of utilization u,. This rate of utilization is the same rate u, that can be
found in Figures 6.3 and 6.4. However, with the dual adjustment process, profit margins
will change. Assuming a classical or Cambridge adjustment process, profit margins and
profit shares go up, so that the saving function rotates upwards while the investment
function shifts up. In the case of the wage-led economy, with vy, = s,u/v < 0, the shift in
the investment function will be small relative to the shift in the saving function, so that
the new equilibrium will be u,,;, below the equilibrium u; that would have existed without
the increase in profit margins. This corresponds to the u,; point found in Figure 6.3. In
the case of the profit-led economy, with y, = s,u/v > 0, the shift in the investment function
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Figure 6.7 The impact of higher animal spirits with stability in dimension

will be relatively large, so that the new equilibrium will be u,,, above the equilibrium u,
that would have existed without the increase in profit margins. This corresponds to the
u,, rate found in Figure 6.4.

A similar exercise can be conducted with Keynesian instability, illustrated with Figure
6.8. The economy, initially, stands at u,. There follows a positive shock on the invest-
ment function, shifting the investment curve upwards. With no change in profit margins,
the new equilibrium ought to be at u,. However, this could only be a virtual equilibrium,
for no economic forces will drive the economy towards it. On the basis of the Keynesian
adjustment, u, is not a stable equilibrium, because, with g’ > g* at the initial rate of uti-
lization u,, the rate of utilization tends to rise, moving away from u;. However, with the
addition of a classical price adjustment mechanism, the economy converges condition-
ally towards a new equilibrium, at the rate of utilization u,, for instance. This rate cor-
responds to the rate u,, of Figure 6.5. In this case, the economy is profit-led, because a
higher rate of utilization is associated in equilibrium with a higher profit margin.

6 Kaleckian in the short run, classical in the long run?

Several economists would argue that, so far, the analysis has been confined to the short
and medium runs, or to provisional equilibria, as Chick and Caserta (1997) would call
them. In the long run, critics of the Kaleckian model would say, two things are likely to
happen. First, the rate of utilization should come back to its normal value. Second, the
actual rate of growth of the economy should approximate the natural rate of growth, for
otherwise the rate of unemployment would keep rising or falling without limit. The latter
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problem has been brought up and tackled more recently, and is handled elsewhere in this
book (Dutt, Chapter 11, this volume); the former problem was first noted more than 20
years ago (Kurz, 1986; Committeri, 1986, 1987; Auerbach and Skott, 1988). In dealing
with this issue, we shall assume that Keynesian stability holds.

Now one could argue that the normal rate of capacity utilization is more a norm than
a target, and hence that firms may be quite content to run their production capacity at
rates of utilization that are within an acceptable range of the normal rate of utilization.
If this is correct, then the analysis pursued so far would still be valid in the long run, as
long as the rate of capacity utilization remains within the acceptable range (Dutt, 1990,
p. 59).

But let us admit for discussion purposes that this range is very limited. What mecha-
nisms could exist that would bring back the economy towards a normal rate of utiliza-
tion of capacity, or towards what Sraffians would call fully adjusted positions (Vianello,
1985)? Two French economists, Duménil and Lévy (1999), have long argued that
Keynesian economists are mistaken in applying to the long run those results arising from
the short run. Their claim, in short, is that one should be Kaleckian or Keynesian in the
short run, but classical in the long run. What they mean by this is that, in the long run,
the economy will be brought back to normal rates of utilization — fully adjusted positions
as the Sraffians would say — and that in the long run classical economics will be relevant
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again. Put briefly, this implies that in the long run a lower propensity to save will drive
down the rate of growth of the economy, and that a lower normal profit rate (that is
higher real wages and a lower profit share for a given technology), will also drive down
the rate of accumulation. These authors thus reject the paradox of thrift and the paradox
of costs, with the latter implying that a reduction in profit margins leads to a higher real-
ized profit rate.

In view of the investment function proposed by Kurz (1990) and by Bhaduri and
Marglin (1990), a rejection of the paradox of costs is only incompatible with the canoni-
cal Kaleckian model, which does not include a profit share or normal profit variable in its
investment function. In addition, various authors have shown that the paradox of costs
is weakened by the introduction of saving by wage recipients (Blecker, 2002; Lavoie,
1992, p. 344). On the other hand the paradox of thrift is considered to be a robust com-
ponent of the Kaleckian growth model. Thus one could say that the paradox of thrift is
the crucial relationship at stake here.

Duménil and Lévy (1999) provide a simple mechanism that ought to bring the economy
back to normal rates of capacity utilization. They consider that monetary policy is that
mechanism. Their model, as shown by Lavoie (2003) and Lavoie and Kriesler (2007), is
strongly reminiscent of the New Consensus model, but there is also a great deal of resem-
blance with Joan Robinson’s inflation barrier and the reaction of the monetary authori-
ties that she describes (1956, p. 238; 1962, p. 60). We can write their model as equations
(1A), (2), which we rewrite here for convenience, and equations (3C), (11) and (12):

r = rulu, (1A)

g = s, 2
g=ytyu—vi 30
T =yxu—u, (11)
Ai=¢m (12)

where i is the real rate of interest and = is the rate of inflation. Thus equation (11) is some
sort of non-vertical Phillips curve, while equation (12) is a differential equation that
represents the central bank’s reaction function.’

Suppose that this economy is subjected to a Keynesian adjustment mechanism, and
that inflation kicks off with a lag. A decrease in the propensity to save will rotate the
saving function downwards in Figure 6.9, bringing the rate of capacity utilization from
u, to u;. Through equation (11), this generates demand inflation, which induces the
central bank to raise real interest rates, as shown by equation (12). Interest rates will
keep on rising as long as inflation is not brought back to zero. As a consequence, the
investment function g’ shifts down gradually. It will stop shifting only when it hits the
normal rate of utilization u,,, because this is where inflation is brought back to zero. The
end result, however, as can be read off Figure 6.9, is that the economy now grows at a
slower rate, g, instead of g,.

The lesson drawn from this graph is that the economy might be demand-led in the short
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Figure 6.9 A lower propensity to save leads to slower growth in the long run in the
Duménil and Lévy (1999) model

run, but in the long run it is supply-led. In the long run, the growth rate is determined by
the saving function, calculated at the normal rate of capacity utilization, and hence cal-
culated at the normal profit rate: g* = s,r,. Thus, a reduction in s, or r,, in the propensity

to save or the normal profit rate, induces a slowdown of the rate of accumulation in the
long run. We are back to the dismal science.

7 The Cambridge price mechanism on its own: cul-de-sac or way out?

Are there any alternatives to the return of the dismal science? The old Cambridge story
— the one provided by Joan Robinson (1956, 1962) — provides a fully adjusted position
without giving up the paradox of thrift. As is well known, her suggested investment
function is a function of the expected profit rate, itself determined by past realized profit
rates, so that, as a simplification we may write:

g=vy+yr (3D)

Suppose again that the propensity to save decreases, thus generating the paradox of
thrift by bringing the accumulation rate from g, to g, while the rate of utilization slides
up from u, to u;, as shown in Figure 6.10, thus allowing the rate of profit to rise from r, to
r,. Robinson and the Cambridge economists thought however that the economy would
be back at its normal rate of utilization in the long run. Their proposed adjustment
mechanism is a variant of what we have called the Cambridge price adjustment mecha-
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Figure 6.10 A lower propensity to save leads to faster growth in the long run in the Joan
Robinson model

nism (equation (7)), and, recalling equation (1A), it can be written either as equation (13)
or equation (13A).

i=oWw—u,) with ¢ >0 (13)
n=¢?@—wwm¢>o (13A)

With above-normal rates of utilization, profit margins rise.® As a result, the profit curve
PC, as given by equation (1A), rotates down in the lower part of Figure 6.10, bringing
back the actual rate of utilization towards u,. Since the Cambridge investment function
depends on the profit rate, it is impervious to the change in the profit margin, so that the
growth rate and the profit rate remain at their higher values, g, and r,. Despite the fully
adjusted position, the paradox of thrift is sustained in the long run. Thus, as pointed out
by Marglin (1984, p. 125), in the early Cambridge model, “the key assumption is that
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the rate of capacity utilisation varies on the path between steady-state configurations,
but not across steady-growth states”. This means however that there exists a necessary
negative relationship (for a given technology) between real wages and accumulation in
the long run.

8 Path dependence in the long run: back to Kaleckian results

In a number of places, I have argued that the paradoxes of thrift and costs, as well as
the long-run endogeneity of the rate of capacity utilization, could be salvaged even
when adopting this kind of Cambridge price adjustment mechanism for the long run
(Lavoie, 1992, pp. 417-21; 2003). The reason is that, with bargaining between firms and
labour unions, one must distinguish between the normal rate of profit r,, as assessed
by firms, and the target rate of return r, which is incorporated into prices. What the
Cambridge price adjustment mechanism of equation (13A) tells us is that the normal
rate of profit will change in line with the realized rate of profit. In the long run, these
two rates will equate each other, so that r, = r. However, through bargaining and real
wage resistance, the target rate of return embodied in the pricing equation will be dif-
ferent from the normal rate of profit as assessed by firms, so that r, # r, even in the
long run.’ As a consequence, the rate of capacity utilization does not converge to the
normal rate of capacity utilization in the long run despite the assumed price adjustment
mechanism.

The endogeneity of the actual rate of capacity utilization is thus preserved in both
the short and the long run, and the standard Kaleckian results — such as the paradox
of thrift, or the paradox of costs if it holds in the assumed configuration — are still vin-
dicated. The above is also consistent with Steindl’s rejection of the intuitive belief that
planned excess capacity ought to equal actual long-term excess capacity, as he concluded
that “the degree of utilization actually obtaining in the long run is no safe indication of
the planned level of utilization” (Steindl, 1952, p. 12).

I have taken a different approach in another paper (Lavoie, 1996), introducing two
adjustment mechanisms at once instead of a single one, as was done in the previous
section that dealt with the dual adjustment process. In that paper, one has to distinguish
between fast and slow processes. In the short run, we have a dynamic equilibrium model,
based on a pure Keynesian adjustment process. Thus, in the short period aggregate
supply adjusts quickly enough to aggregate demand for aggregate demand to be at all
times equal to aggregate supply. Keynesian stability is thus assumed. But there is also a
slow adjustment process that operates in the long run, and that involves two variables.
Depending on the exact model being considered, and on the exact adjustment proc-
esses being taken into account, various conclusions can be drawn. Cassetti (2006) uses
a similar method, but drawing on an adjustment process that involves four variables,
including the rate of capital scrapping, which is not considered here.

8.1 Price only dynamics

Let us first start with an even simpler Kaleckian model, where investment only depends
on the rate of utilization, as sometimes recommended by Dutt (1990, p. 59). We have the
following three equations:

r=(r,/u,)u (1A)
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g =8, 2
g =y +yuwithy>0 (3E)

accompanied by the following two long-run adjustment processes, which, with the
present model, obviously only have an impact on the pricing and saving equations:

P,=o0* —r1) = b0, u) W —u,) (14)
it, = o(u* — u,) (15)

where u* and r* are the medium-run values of the model.

With equation (3E) we set aside for the moment the complications that could arise from
considering the shape of the investment function. Whereas I presume that most of my col-
leagues would accept the notion that the normal rate of profit would be influenced by past
realized profit rates, as suggested in equation (13A), certain authors, such as Skott (2008),
are rather reluctant to accept the argument that the normal rate of capacity utilization
will also be influenced by past realized rates of utilization, as proposed in equation (15).
While I have some sympathy for their objections, having myself argued that the normal
rate of capacity utilization may be more influenced by the past variance of actual rates of
utilization than by their past realized values (Lavoie, 1992, p. 330), there is nevertheless
some evidence that normal rates of utilization are influenced by past realized values. For
instance, Clifton (1983, p. 26) remarks that cost-plus prices are based on standard volumes
of utilization taken from historical data that cover several business cycles. In addition,
Joan Robinson has herself argued that normal rates of profit and of capacity utilization
were subjected to adaptive adjustment processes, as the following quote shows:

Where fluctuations in output are expected and regarded as normal, the subjective-normal price
may be calculated upon the basis of an average or standard rate of output, rather than capac-
ity. . . . Profits may exceed or fall short of the level on the basis of which the subjective-normal
prices were conceived. Then experience gradually modifies the views of entrepreneurs about
what level of profit is obtainable, or what the average utilization of plant is likely to be over its
lifetime, and so reacts upon subjective-normal prices for the future. (Robinson, 1956, pp. 186,
190)

Looking now at equations (14) and (15), we see that what we have is a model thatis a
particular case of the dual adjustment mechanism that we described earlier and that gave
rise to Table 6.1. Keynesian stability is assumed, and since y, = 0, the slope of du*/dm* is
necessarily negative, implying a wage-led model. The relative size of the adjustments to
the normal profit rate and the normal utilization rate explain whether the model is driven
by a Cambridge price adjustment process or by a Radical price adjustment process.
Thus, this model corresponds to entries A and B in Table 6.1.

The model reaches its long-run equilibrium — its fully adjusted position — when
u = i = 0, that is when u* — u, = 0. Using equation (4A) with y, = 0, we can compute
that this will occur along the demarcation line defined by:

rr = O, A+ y)s, (16)
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Figure 6.11 Long-run adjustment processes of the normal rate of capacity utilization and
the normal rate of profit in the pricing equation, following a decrease in the
propensity to save

Figure 6.11 illustrates this slow adjustment process that occurs in the long run. The
economy is initially in a fully adjusted position at u,** and r,** on the lower demarcation
line. Then there is a decrease in the propensity to save, which shifts up the demarcation
line, raising both the short-run actual rate of profit and rate of capacity utilization. The
other upward sloping line, marked as r, = (m/v)u,, represents the relationship between
the normal rate of profit and the normal rate of utilization when profit margins don’t
change. With the slow adjusting mechanism associated with normal values, the economy
will move to point A, corresponding to entry A in Table 6.1, if the normal profit rate
rises faster than the normal rate of utilization (that is if ¢ > &). In this case, as shown in
the figure, profit margins are rising, and this corresponds to a kind of Cambridge price
adjustment mechanism. If profit margins remain constant while normal rates of profit
and of capacity utilization rise, then the economy gets to point M (if ¢ = ). Finally, if
the normal profit rate rises more slowly than the normal rate of utilization (if @ < &), the
economy will move to point Bg in the stable case, while it will move along the By, arrow-
head in the unstable case. Instability will occur if the slope of the trajectory towards the
new fully adjusted position is less steep than the slope of the new demarcation line, given
by equation (13), that is if: dr,/du, = (@/c)(r,/u,) <1v,/s, orif (p/c) < (Y,u,)/(s,1,).

An interesting characteristic of the present model is that it features what Setterfield
(1993) calls deep endogeneity. The new fully adjusted position depends on the previous
fully adjusted position. Very clearly, it also depends on the reaction parameters during
the transition or traverse process, and hence we may also say that it is path-dependent.
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Figure 6.12 Long-run adjustment processes of the normal rate of capacity utilization and
the normal rate of profit in the pricing and investment equation, following a
decrease in the propensity to save

It retains the main properties of the canonical Kaleckian growth model, as shown here
with the paradox of thrift.

8.2 Combining price and investment dynamics

We now examine another variant of the Kaleckian model, by assuming that entrepre-
neurs entertain the same value of the normal rate of capacity utilization, both in the
pricing equation and in the investment equation. To take this into consideration, we
must modify the investment equation yet again, adopting an equation that is often found
in the literature. With equations (1A), (2), (11) and (12), we have:

g=vy+vy,(u-u)withy >0 (3F)

While such a model would seem to be more complicated than the previous one, in fact
it is the opposite. What happens is that the fully adjusted position gets simplified, thanks
to equation (3F), because i = i = 0 when u* — u, = 0, which means that g** = v in the
fully adjusted position. Using equation (2), this implies that:

1% =vls, 17

Once more we can illustrate the slow long-run adjustment process, with Figure 6.12,
which is a degenerate version of Figure 6.11. The demarcation line is now a simple
horizontal line, given by equation (17), which shifts up when the propensity to save is
lower (or animal spirits, as proxied by v, are higher). Both the normal profit rate and the
normal rate of utilization rise under such a change. The model is unconditionally stable,
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but there is a cost to this: since the growth rate of the economy is stuck at y in the long
run, the paradox of thrift no longer applies to fully adjusted positions, although lower
propensities to save will generate higher normal rates of profit and higher normal rates
of capacity utilization.

8.3 Investment dynamics

Finally, one may wish to focus on the long-run dynamics involving only the investment
function, as in Dutt (1997, pp. 245-8). In this case, we consider once again investment
function (3F), along with equations (1) and (2):

r = mulv (1)
g =5, (2)
g=vy+vy,(u—u)withy >0 (3F)

The y parameter in investment function (3F) is often interpreted as the secular growth
rate of the economy, or the expected growth rate of sales. Firms speed up accumula-
tion, relative to this secular growth rate, when current capacity utilization exceeds the
target, thus trying to catch up. One would also think that the expected trend growth
rate is influenced by past values of the actual growth rate. With normal rates of capac-
ity utilization also being influenced by past actual rates, the two dynamic equations are
given by:

u, = o(u* —u,) (15)
T =QE* -y (13)

Making the proper substitutions, these two equations can be rewritten as:

, = S o) (15A)
! o=y,

Qv (y —ow) (18A)
-,

with o = s,m/v, and hence the differential function relevant to the perceived growth trend
is:

Y= —"u (18B)

Thus once again we have a continuum of equilibria, such that iz, = ¥ = 0 when y =
o, = (s,m/v)u, as shown in Figure 6.13. With a decrease in the propensity to save, the
continuum of long-run equilibria rotates downward, and two cases arise. Either the
dynamic equations (15) and (18) describe a stabilizing process, in which case the normal
rate of utilization and the perceived growth trend rise up to a point such as Ag in Figure
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Figure 6.13  Long-run adjustment processes of the normal rate of capacity utilization and
the secular growth rate of the economy in the investment equation, following
a decrease in the propensity to save

6.13, or the process is unstable, as shown by arrowhead A;. The process will be stable
provided the transitional path has a smaller slope than that of the new demarcation line,
that is provided we have dy/du, = Qy,/c < o, which means that s,m/v > (Q/c)y,. If the
Keynesian stability condition holds, that is if s,m/v > v,, then a sufficient condition for
dynamic stability is simply o > Q. In other words, the Harrodian instability effect, rep-
resented by equation (18), which tells us that entrepreneurs will raise their expectations
about future growth rates whenever current realized growth rates exceed the current
trend estimate, must not be too large.

Other mechanisms have recently been proposed to tame Harrodian instability or to
bring the Kaleckian model back to normal rates of capacity utilization (Shaikh, 2009),
but the discussion of these mechanisms would overly extend the present chapter. They
are studied at length in Hein, Lavoie and van Treeck (2008).

9 Conclusion

The Kaleckian growth model has proven to be highly flexible and fruitful, being able
to incorporate the concerns of several different schools of thought. I have not dealt
with the important question of the discrepancy between the rate of accumulation as
determined by the Kaleckian model and the natural rate of growth. Neither have I
dealt with finance, debt, or stock-flow issues (Taylor, 2004, pp. 272-8). But all these
questions can be addressed in the Kaleckian framework and, indeed, are discussed
elsewhere in this book (Dutt, Chapter 11, and Hein and van Treeck, Chapter 13, in
this volume).
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Notes

1. Many thanks for the comments provided by Eckhard Hein, Till van Treeck, and Franck Van de Velde, as
well as the mathematical and stylistic corrections provided by Mark Setterfield.

2. We could assume that there is consumption out of wealth, but this would barely change things, as the
saving function would become: g° = s, —c,,, with c,, the propensity to consume out of wealth. But it shows
that the saving function need not arise from the origin.

3. If one considers that equation (3A) is the most correct investment equation, then equation (3) should really
be rewritten as: g = v + y,u + 7, (mu,/v). But we will leave it at that.

4. Although this is a trivial point, both Blecker (2002, p. 137) and Bruno (1999, p. 135) introduce unwar-
ranted restrictions by forgetting that the y parameter could be negative even when the numerator of equa-
tions (4) or (4A) is positive. Lavoie (1992, pp. 341-3) shows that a negative y can also enrich the range of
possible results in a model with overhead labour.

5. Bhaduri and Marglin (1990) call these stagnationism and exhilarationism regimes, while Kurz (1990) uses
the expressions underconsumption and supply-side regimes.

6. With the same two differential equations, one can also assess the conditions under which the economy is
in a wage-led growth regime or a profit-led growth regime. As one would expect, in the case of Keynesian
stability, a wage-led growth regime is more likely when investment is mainly sensitive to utilization rates
and less so to profit shares. The sign of dg/dm depends on the following expression:

Y~ Y m
Y. — smlv

7. More exactly this precise formulation can be found in the earlier working paper that gave rise to Duménil
and Lévy (1999). For a truly New Consensus model, with a vertical Phillips curve, one would need the
change in inflation to depend on the discrepancy between the actual and the normal rates of utilization. In
this case, to avoid a limit cycle, one would need the central bank reaction function to be a function of both
the level of inflation (relative to the target inflation rate) and the change in inflation.

8. Earlier Cambridge economists such as Robinson, Kaldor and Pasinetti thought that this would occur
through some competitive process, whereas Cambridge economists in the 1970s, for instance Alfred
Eichner, Wynne Godley, G.C. Harcourt and Adrian Wood, thought that this would occur through a price-
setting mechanism whereby oligopolistic firms would raise profit margins when trend growth was faster.
Kaldor also came to adopt this point of view later in his life.

9. Dallery and van Treeck (2008) develop this idea in exciting new directions.
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7 Kaldor and the Kaldorians
John E. King

1 Kaldor

1.1 Introduction

Nicholas Kaldor was born in Budapest in 1908. He was educated at the University of
Berlin and the London School of Economics, where he spent 20 years (1927-47) as
undergraduate, research student and lecturer. After two years at the United Nations
Economic Commission for Europe in Geneva he returned to academic life in October
1949 as Fellow of King’s College, Cambridge. Kaldor was appointed to a personal chair
in 1966. He retired in 1975 but remained very active in research and policy advocacy
right up to his death in 1986. There are three intellectual biographies (Thirlwall, 1987;
Targetti, 1992; King, 2009).

Kaldor’s thinking on economic growth passed through four phases, which are detailed
below. His ideas were distinctly “alternative” throughout. He maintained that economic
theorists must never take refuge in imaginary worlds of their own creation, but must
locate their analysis of growth in actual historical experience and should aim to explain
the “stylised facts” of real-world capitalist economies. Kaldor rejected both the mar-
ginal productivity theory of distribution and the use of aggregate production functions,
denying the validity of growth accounting exercises based on them. He also made no
attempt to provide neoclassical microeconomic foundations for his growth models, and
his own microeconomics was Marshallian, not Walrasian. He emphasised the diversity
of economic agents; the crucial role of capitalist expenditure decisions and the rela-
tive unimportance of classless individual consumers; the prevalence of oligopoly in the
product market; the pervasiveness of uncertainty, which rendered vacuous the maximi-
sation of any objective function; and the powerful forces of circular and cumulative cau-
sation that undermined any form of equilibrium analysis. This last point was reinforced
by his insistence that supply curves were irreversible, so that the process of economic
growth was necessarily path-dependent.

1.2 Kaldor’s growth theories: Mark I and Mark IT

Kaldor’s work on the economics of growth began soon after his arrival in Cambridge,
as part of the efforts by British and American Keynesians to “generalise the General
Theory” (King, 2002; Harcourt, 2006). Keynes had deliberately confined his analysis to
the short period, in which investment was allowed to increase aggregate demand but not
to add to productive capacity. It was a simplifying assumption, made in order to keep
the argument manageable in much the same way that he had also restricted his analysis
to the unrealistic but much more tractable case of a closed economy. The first attempt
to extend the analysis to the long period came from Roy Harrod, who distinguished the
actual rate of growth from the maximum or “natural” rate (given by population growth
and technical progress), and both the actual and natural rates from what he termed the
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“warranted rate” (that rate of growth at which entrepreneurs were satisfied with the
outcome of their investment decisions). There was no obvious reason why these three
rates of growth should be equal.

The neoclassical solution to this problem was developed independently by Robert
Solow and Trevor Swan, who relied on capital-labour substitution in response to
changes in relative factor prices. In Harrod’s growth equation, g = s/v, where g is the
rate of growth, s the savings ratio and v the capital-output ratio, and both s and v are
assumed to be constant. In the Solow—Swan growth model v becomes a variable, and this
facilitates the adjustment of the warranted to the natural rate of growth. The underlying
causal mechanism is Say’s Law: saving drives investment, so that the capital stock (and
the labour force) is always fully employed.

In the Cambridge (UK), “Anglo-Italian” or “Post-Keynesian” solution to Harrod’s
problem, developed by Nicholas Kaldor and Joan Robinson, it is s that varies, not v.
Capitalists have a much higher propensity to save than workers, so that a redistribution
of income from wages to profits, which might be expected to occur in a strong boom,
will raise the average propensity to save, and this is what facilitates the adjustment of the
warranted to the natural growth rate. Robinson always regarded the equality of the two
growth rates as an unlikely accident that would occur in what she sardonically described
as a “golden age”. Between 1945 and 1973 the OECD countries did in fact enjoy rapid
growth with more or less continuous full employment, and with hindsight this has often
been described as “the golden age of capitalism”. In his Mark I and Mark II growth
models Kaldor assumed full employment of labour and capital, without ever really pro-
viding a convincing account of the causal mechanism that brought the warranted and
natural growth rates into equality.

He set out his own, avowedly “Keynesian” theory in simple algebra. The model
describes a capitalist economy in which total income (Y) is distributed between wages
(W) and profits (P); investment (/) is equal to saving (.S), which is the sum of saving out of
profits (S,) and out of wages (S,,). Kaldor thus wrote three identities: Y= W + P,I= S
and S= S, + S,,. With s, and s, as the propensities to save out of profits and wages respec-
tively (both assumed to be constant), it can easily be shown that

PIY =1/(s, = 5,). 1Y — 5,/(s, — s,).

“Thus”, Kaldor concluded, “given the wage-earners’ and the capitalists’ propensities to
save, the share of profits in income depends simply on the ratio of investment to output”
(Kaldor, 1956a, p. 95). As he noted, the model works only if 5,> s,. In the special case
where s, = 0, the profit share depends only on the savings propensity of the capital-
ists and the ratio of investment to income. In this case, P/Y = 1/ s, I'Y. “The critical
assumption”, Kaldor continued, “is that the investment—output ratio is an independent
variable” (Kaldor, 1956a, p. 96). He provided a simple numerical example. If 7/Y is 20
per cent, 5, = 0 and s, = 50 per cent, it follows that P/Y = 40 per cent; an increase in I/Y
to 21 per cent will thus increase P/Y to 42 per cent (ibid., p. 96, n. 2).

In the context of economic growth, the investment—output ratio becomes a variable,
given by the relationship between the rate of growth of capacity (G) and the capital-
output ratio (v). Since v = K/Y and G = I/K, I/'Y = Gv. This was Harrod’s first growth
equation. Kaldor rewrote Harrod’s second equation, s = I/Y, in terms of his own theory
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of distribution, that is, as I/Y = (s, —s,). P/Y + s, “Hence the ‘warranted’ and ‘natural’
rates of growth are not independent of one another; the former will adjust itself to the
latter through a consequential change in P/ Y” (ibid., p. 97).This did not mean that steady
growth was inevitable. On the contrary, “the process of growth” might break down, in
which case “the economy will relapse into a state of stagnation”. This, Kaldor argued,
might occur for several reasons. Entrepreneurs might be too pessimistic; an excessive
degree of liquidity preference might put too high a floor under the rate of profit on
capital, which (owing to uncertainty) must always exceed the rate of interest; and inad-
equate competition might lead to “over-saving” because of excessive profit margins. If
none of these difficulties arose, “there will be an inherent tendency to growth and an
inherent tendency to full employment. Indeed, the two are closely linked to each other”
(ibid., p. 99). This last point was to prove extremely contentious, in what was supposed
to be a “Keynesian” model of distribution and growth.

In the following year Kaldor published his first model of the growth process. The
first and most controversial of the “basic properties” of the model was the assump-
tion of full employment. As in 1956, he asserted baldly that “an equilibrium of steady
growth is inconsistent with an under-employment equilibrium” (Kaldor, 1957, p. 594),
since the process of growth must be treated as “a prolonged boom”. The second basic
property of the model was that Kaldor now rejected “any distinction between changes
in techniques (and in productivity) which are induced by changes in the supply of capital
relative to labour and those induced by technical invention or innovation”. More capital
per worker, he argued, almost inevitably involved improved technology, while technical
progress generally had to be embodied in new capital equipment. Thus the orthodox
distinction between movements along a given production function, and a shift in the
function as a result of technical progress, was “arbitrary and artificial” (Kaldor, 1957, p.
596). He therefore replaced the static production function by a new Technical Progress
Function, which related the rate of growth of output per worker to the rate of growth of
capital per worker. Kaldor claimed that “the system will always tend towards the point
where the growth in capital and the growth in productivity are equal” (Kaldor, 1957,
pp- 597-8), which gave one of the historical constancies, or “stylised facts”, that any
growth theory had to be able to explain: a constant capital-output ratio. With constant
savings propensities for both capitalists and workers, both the wage and profit shares
and the rate of profit were also constant; these were additional “stylised facts”. The profit
rate itself “depends only on the rate of economic growth and the division of capitalists’
income between consumption and saving, and is independent of everything else” (ibid.,
p. 613). This became known as the “Cambridge equation™: r = g/s,,.

In 1962 Kaldor published a new, Mark II model of economic growth, retaining the full
employment assumption of the Mark I analysis. But this did not entail full capacity utili-
sation, since markets were assumed to be imperfectly competitive and each entrepreneur
“prefers to maintain an appreciable amount of excess capacity so as to be able to exploit
any chance increase in his selling power either by increasing his share of the market or by
invading other markets” (Kaldor and Mirrlees, 1962, p. 176). Thus full employment of
labour did not mean full employment of capital. There was one further, and much more
radical, change. The new model avoided “the notion of a quantity of capital, and its cor-
ollary, the rate of capital accumulation, as variables of the system; it operates solely with
the value of current gross investment (gross (fixed) capital expenditure per unit of time)
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and its rate of change in time” (ibid., p. 175). Hence the Technical Progress Function was
redefined. It now expressed the relationship between “the annual rate of growth of pro-
ductivity per worker operating on new equipment” (ibid., p. 176; emphasis in the original),
and the rate of growth of investment per worker (not the rate of growth of capital per
worker, as in the 1957 model). It was still effectively a one-sector model, however, since
the rate of technical progress was assumed to be the same in all sectors.

Even more than in the Mark I model, in Mark II technical progress was now

the main engine of economic growth . . . determining not only the rate of growth of productivity
but — together with some other parameters — also the rate of obsolescence, the average lifetime
of equipment, the share of investment in income, the share of profits, and the relationship
between investment and potential output (the “capital/output ratio” on new capital). (Kaldor
and Mirrlees, 1962, p. 188)

The model was Keynesian in the important sense that entrepreneurs’ expenditure
decisions were primary, and it was “severely non-neo-classical” in denying any role to
marginal productivities or marginal substitution ratios. There was no aggregate pro-
duction function. “Everything depends on past history, on how the collection of equip-
ment goods which comprises K, has been built up” (ibid., p. 188). At this point Kaldor
reverted to a theme that he had emphasised back in 1934 and then allowed to fade from
view (Setterfield, 2003). It would later form an essential part of Kaldor’s attack on the
irrelevance of equilibrium economics.

1.3 Kaldor’s growth theories: Mark III and Mark IV

The 1962 model was set at a very high level of abstraction, in an idealised one-commodity,
one-country world where no distinction was made between the agricultural, manufactur-
ing and service sectors and there were no balance of payments problems. It seems likely
that Kaldor had become dissatisfied with it almost before it was published. His doubts
intensified after 1964, when he became special adviser to the Chancellor of the Exchequer
in the newly elected Labour government. In Whitehall Kaldor was forced to reflect on
the real problems of the British economy — slow growth, the “stop—go cycle”, chronic
balance of payments problems and an overvalued currency — which seemed to have only
the loosest connection with either his Mark I or Mark II models of growth.

In 1966 Kaldor gave a public lecture on “Causes of the Slow Rate of Growth in the
United Kingdom”. His analysis was quite different from anything he had previously
published. Kaldor began by noting that between 1950 and 1965 output in the UK had
grown much more slowly than in most other advanced capitalist economies. The prin-
cipal reason for this was the “maturity” of the British economy, which he defined as “a
state of affairs where real income per head has reached broadly the same level in the dif-
ferent sectors of the economy” (Kaldor, 1966, p. 3). This was significant because, almost
alone among the industrialised countries, the UK had no reserves of surplus labour
in low-productivity agriculture that could be transferred to the manufacturing sector.
There was, Kaldor argued, a strong positive relationship between the rate of growth
of total output and the rate of growth of output in manufacturing. This reflected the
importance of increasing returns to scale, which had been emphasised by Adam Smith,
by Alfred Marshall and above all by Kaldor’s old teacher at the LSE, Allyn Young. For
Young, increasing returns were dynamic rather than static in nature; they were related
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to the growth of output, not the level of output. They were connected with learning,
which was itself the product of experience, and they were a “macro-phenomenon”, since
each industry benefited from the expansion not just of its own output but of output as
a whole (ibid., p. 9). Increasing returns were found in the secondary sector (public utili-
ties, construction and manufacturing), but not in the primary or tertiary sectors. Kaldor
now introduced the Verdoorn Law, discovered by the Dutch economist P.J. Verdoorn
(1949): productivity growth is a function of output growth. Regressing the rate of growth
of labour productivity in manufacturing on the rate of growth of manufacturing output
in 12 countries between 1953-54 and 1963-64, Kaldor reported, revealed that it was the
slow growth of manufacturing output that had been primarily responsible for Britain’s
slow productivity growth rate.

What was it, then, that had constrained manufacturing output growth? Kaldor
emphasised supply rather than demand, and distinguished two types of supply con-
straint: commodities and labour. For any individual country, commodity supply prob-
lems tended to take the form of a balance of payments constraint, since otherwise the
necessary commodities could simply be imported. Even in the absence of balance of pay-
ments difficulties, however, the labour constraint would have been binding. “In post-war
Britain”, Kaldor claimed, “periods of faster growth in manufacturing industry invari-
ably led to severe labour shortages which slowed down the growth of output and which
continued for some time after production reached its cyclical peak” (ibid., p. 25). This, in
turn, was a reflection of the country’s economic maturity.

Kaldor’s new model was ignored by the economic historians and won little support
from his fellow economists. Characteristically, Kaldor himself soon abandoned the
labour shortage explanation of Britain’s slow rate of growth, instead emphasising poor
export performance. This was reinforced by his reading of British economic history.
Here he drew on his understanding of the lessons of global development over the previ-
ous two centuries, which showed that “both the level and the rate of growth of output
of the capitalist sector are dependent on the level, or rate of growth, of the effective
demand for its products coming from outside the capitalist sector” (Kaldor, 1977, p. 198;
emphasis in the original). This led him to another fundamental proposition, namely “the
doctrine of the ‘foreign trade multiplier’, according to which the production of a country
will be determined by the external demand for its products and will tend to be that mul-
tiple of such demand which is represented by the reciprocal of the proportion of internal
incomes spent on imports”. This, Kaldor continued, pointed to a demand-side theory of
growth, in which the availability of capital and labour was the result of “the growth of
external demand over a long series of past periods” (ibid., p. 199).

Kaldor did not really offer a model of this process. He did not even write the formula
for the (static) foreign trade multiplier, which Harrod had done back in 1933: Y = 1/m.X,
where Yis thelevel of output and m is the propensity to import. Still less did Kaldor provide
any formal analysis of the determinants of m. To be fair, this was not the purpose of the
paper, which was instead to offer a new interpretation of British economic history in which
the nation’s industrial growth had been export-led from a very early date. After 1945,
Kaldor noted, Germany, Italy and Japan had enjoyed the benefits of export-led growth,
while Britain had again lagged behind because it had been replaced by consumption-led
growth (Kaldor, 1977, pp. 202-203). This was partly the fault of the early Keynesians,
including Kaldor himself, who had worked from a closed economy model that was not
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appropriate for an open economy like Britain. They had “treated the problem of full
employment and (implicitly) of growth as one of internal demand management, and not
[as] one of exports and of international competitiveness” (Kaldor, 1971, p. 5).

He had made similar points in an influential paper on the case for regional policies,
which began by noting that the huge discrepancy in growth rates between rich and
poor nations since 1750 could be regarded as a regional issue, albeit on a global scale
(Kaldor, 1970). It could not, however, be explained in terms of different resource endow-
ments. A growing capital stock, in particular, was as much the result of rapid economic
development as its cause. Kaldor invoked Gunnar Myrdal’s principle of “circular and
cumulative causation” (Myrdal, 1957), according to which any initial advantage that
one region might possess, relative to other regions, tended to increase when trade was
opened up between them, rather than diminishing, as orthodox theory would lead one
to expect. Hence there was a need for regional policies to induce convergence (instead
of divergence) between advantaged and disadvantaged regions. Kaldor again invoked
Verdoorn’s Law, but with a new twist. The growth of productivity in manufacturing was
positively related to the rate of growth of manufacturing output, which in turn — and this
was the novel aspect — depended solely on the rate of growth of exports. The case for
regional policies followed directly from this analysis.

1.4 North and South

Some of the themes that Kaldor emphasised in his post-1966 work on growth had
already emerged in his thinking on economic development. Why, he asked, had Western
Europe and North America pulled away from the rest of the world so dramatically after
17507 What was responsible for the enormous differences between rich and poor coun-
tries in real income per head? Kaldor denied that the answer lay in excessive population
growth, lagging technical innovation or inadequate rates of saving and capital accumu-
lation. These were all consequences of slow economic growth, and not the fundamental
cause, which was the changing human attitude to risk-taking and profit-making. Kaldor
pointed to the survival, especially in agriculture, of a “traditionalist outlook” that dis-
couraged risk-taking and profit-making (Kaldor, 1956b).

Although Kaldor was a strong advocate of industrial development, he did not support
the import substitution industrialisation that had been adopted by many developing
countries in response to the collapse of their export markets in the Great Depression.
He had no objection to the principle of import substitution or to the protection of infant
industries, but protective measures must be moderate, discriminating and selectively
applied, first encouraging the development of “light industries” (such as textiles), with
“heavy industries” (such as chemicals, steel and engineering) coming later. This was a
veiled — but presumably deliberate — attack on the Stalinist approach to industrialisation,
in which consumer goods production was sacrificed to the rapid expansion of the capital
stock, so that priority was given to “heavy” over “light” industry. The Latin American
countries, Kaldor argued, had implemented indiscriminate protection, encouraging
the growth of high-cost industries that were unable to compete in export markets; this
explained the continent’s chronic balance of payments problems. Although he was not a
free trader, Kaldor’s vision of industrialisation in the Third World was always outward-
looking, with growing exports of manufactured goods invariably at the heart of his
policy prescriptions (Kaldor, 1974).
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The fate of the global South was, of course, inextricably linked with the growth per-
formance of the global North. The “golden age” of the world capitalist economy came
to a sudden end in 1973 as inflation accelerated, output fell and unemployment increased
in all the rich countries, with dramatic consequences for the rest (all except those that
were large net exporters of oil). Kaldor’s explanation of the great stagflation began in
the global North, but emphasised the importance of primary product prices and hence
of the global South. He concluded that global macroeconomics must be done in terms
of two-sector models, and must place the terms of trade between primary products
and manufactured goods at the centre of the analysis. International commodity price
agreements were essential to provide price stability, Kaldor maintained; they should be
supported by the holding of substantial buffer stocks of the most important foodstuffs
and raw materials, and these stocks should be used as backing for a new international
currency (Kaldor, 1976).

In his 1984 Mattioli lectures, published posthumously, Kaldor formalised the argu-
ment somewhat, without adding anything substantial to it (Kaldor, 1996, pp. 39-54).
Finally, in his 1985 Hicks lecture, he returned to the important question of the long-run
trend in commodity prices, rejecting the neo-Malthusian approach taken by the Club of
Rome and reaffirming his support for the Prébisch-Singer thesis that the long-run ten-
dency in the relative price of primary products in terms of manufactures was downwards.
Land-saving technical change in agriculture, combined with fierce price competition
between producing nations which ensured that “the benefits of technical progress of both
[industry and agriculture] tend to accrue to the industrial sector”, cast serious doubt on
the fears of the neo-Malthusians (Kaldor, 1986, p. 197; emphasis in the original).

1.5 The irrelevancy of equilibrium economics

For Kaldor, the Mark 111 and Mark IV growth models had fundamental methodological
implications. Myrdal’s principle of circular and cumulative causation demonstrated the
limitations of equilibrium analysis and the necessity for growth theory to be nested in a
deeper understanding of the social and political framework of each individual country.
Kaldor developed an aversion to the closed-system modelling that appealed so strongly
to the great majority of mainstream economists. He attacked “the irrelevance of equilib-
rium economics”, criticising Walrasian theory as “barren and irrelevant as an apparatus
of thought to deal with the manner of operation of economic forces, or as an instrument
for non-trivial predictions concerning the effects of economic changes, whether induced
by political action or by other causes” (Kaldor, 1972, p. 1237).

Far from making progress, Kaldor maintained, economics had been going backwards
in terms of its scientific status ever since “the theory of value took over the centre of
the stage — which meant focusing attention on the allocative functions of markets to the
exclusion of their creative functions — as the instrument for transmitting impulses to eco-
nomic change” (ibid., p. 1240; emphasis in the original). Economic change was inescap-
ably path-dependent. This entailed that technical progress was endogenous, undermining
Harrod’s notion of a “natural” rate of growth determined by the supposedly exogenous
growth rates of the labour force and of technical change (Kaldor, 1996, p. 36). Thus
macroeconomic theory could not be timeless, derived from a set of universal axioms
about rational human behaviour, but must instead be historically specific (Kaldor, 1996,
pp. 4, 41-2). It followed that economists should be modest about their ability to predict,
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which “becomes progressively less as we consider the more distant future as against the
nearer future” (Kaldor, 1985, p. 62).

1.6 Kaldor and his critics

Kaldor’s macroeconomic theory of distribution provoked a torrent of criticism from the
defenders of neoclassical orthodoxy, who objected that his results were valid only under
particular (and unrealistic) values of his parameters (Harcourt, 1972, Chapter 5). His
early growth theories were also heavily criticised for lacking “the discipline of a coherent,
consistent macroeconomic model” (Dorfman, 1961, p. 496) and relying on “extreme over-
simplification” (Baumol, 1961, p. 411). There was also friendly fire, with Geoff Harcourt
(1963) objecting to the full employment assumption and Kurt Rothschild (1959) complain-
ing about the limited number of variables that Kaldor considered, the simplicity of their
functional relationships and the neglect of historical, sociological and institutional factors.
Jan Kregel summarised the differences between Joan Robinson’s approach to the theory
of economic growth and that of Kaldor. “For Kaldor stability is a natural property of
long-period analysis”, Kregel noted, while “for Professor Robinson it is a myth” (Kregel,
1973, p. 187). This led Kaldor to his highly contentious assumptions of full employment
and neutral technical progress. These strictures are relevant to the Mark I and Mark 11
models but not to Kaldor’s later thinking on growth, and it is possible that Robinson’s
criticisms, faithfully reflected in Kregel’s summary, did finally sink home. His later writ-
ings on growth do reflect the profound suspicion of equilibrium theorising that he had
revealed in one of his very first papers (Kaldor, 1934), but had subsequently forgotten.

Kaldor’s post-1966 interpretation of the “lessons from Britain’s experience” was not
shared by the majority of economic historians. Nicholas Crafts rejected his analysis,
attributing the country’s slow growth after 1945 to supply-side factors, including poor
industrial relations, low and misdirected spending on research and development, poor
technical education and poor management. Similar factors also accounted for the
poor growth record of the UK in the much longer term, from 1870 to 1950 (Crafts, 1991,
pp. 270-81). The emergence of so-called “new growth theory” in the years immediately
before his death was, however, a substantial vindication of Kaldor’s insistence that tech-
nical change could not be treated as exogenous and that returns to scale were increasing,
not decreasing (at least in manufacturing). But the neoclassical proponents of “endog-
enous growth” also made many of the serious errors that he had identified many years
before, disinterring the aggregate production function and resurrecting the marginal
productivity theory of distribution, both of which should have been laid to rest in 1966
when the Cambridge (US) side conceded defeat in the great capital controversies.

But there were real problems with Kaldor’s own ideas on growth. First, he always
assumed that dynamic increasing returns to scale reflected the special role of manufac-
turing. But these are two separate propositions. There may well be increasing returns to
scale in modern corporate agriculture — Kaldor never took account of the great differ-
ences between agribusiness and peasant farming — and in many business service activities
that have themselves become very closely integrated with manufacturing, more narrowly
defined. A second and related criticism concerns the increasing diversity of the activi-
ties that Kaldor lumped together as “manufacturing”, which range from elementary
“screwdriver assembly” operations carried out by unskilled workers to the production of
“elaborately transformed manufactures” with a very high input of scientific and technical



Kaldor and the Kaldorians 165

knowledge. Related to this was Kaldor’s failure to take into account in his thinking on
growth the “new international division of labour”, in which low-skilled manufacturing
operations have increasingly moved to the global South. “Who needs manufacturing?”,
Kaldor’s mainstream critics ask. “Leave it to the Chinese”. At any rate, the word “manu-
facturing” probably conceals as much as it reveals. For this reason all empirical work on
Kaldor’s growth laws may prove to have been mis-specified.

A third, and again related, criticism is that Kaldor entirely ignored intellectual prop-
erty and the income accruing from its ownership, which was important in his lifetime
and has become massively more important since his death. It is also true that he did not
especially emphasise the role of human capital (as opposed to physical capital) in think-
ing about economic growth. Fourth, and finally, there is a very important question about
the direction of causation (Caves, 1968). Does output growth cause productivity growth,
through scale economies and the reduction of the average age of the capital stock? Or
does productivity growth cause output growth by shifting supply curves outwards,
reducing prices and increasing sales? Or both? And in what proportions?

To summarise: Kaldor’s writings did not add up to a comprehensive and coherent
alternative to mainstream economic theory, and indeed he himself never really aspired
to anything of the sort. But he did supply a large set of rich and provocative ideas,
positive as well as negative, to be used in the construction of an alternative economics
of growth.

2 The Kaldorians

2.1 Introduction

Three classes of growth theory can legitimately be termed Kaldorian. These are the
balance-of-payments-constrained growth models of A.P. Thirlwall and his co-authors;
models of increasing returns and circular and cumulative causation in the tradition of
Young, Verdoorn and Myrdal; and elaborations of Kaldor’s own global, North-South
model. The three theories overlap to a considerable extent, but it will be convenient
to treat them separately. In conclusion, brief reference will be made to some points of
contact between Kaldorian and other non-mainstream thinking on growth.

2.2 Balance-of-payments-constrained growth
The Harrod trade multiplier, discussed in section 1.2 above, was a short-period, static
construction. It was extended to the long period and applied to theory of economic
growth by Kaldor’s first biographer, A.P. Thirlwall (1979), who has published exten-
sively on these matters. The essential reference is McCombie and Thirlwall (1994); an
excellent short summary is provided by McCombie and Roberts (2002).

Thirlwall’s Law states that, for any individual country (or region), the balance-of-
payments-constrained growth rate is

gs = €z/m, (D
where € is the world’s income-elasticity of demand for the country’s exports; 7 is its own

income-elasticity of demand for imports; and z is the rate of growth of world income.
This can be expressed as
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gs = XIm, 2

where x (=€z) is the rate of growth of exports. Equations (1) and (2) can also be written
in a more complicated version that incorporates the price-elasticities of demand for
exports and imports, but most advocates of Thirlwall’s Law follow Kaldor in assuming
that non-price competition is fundamentally important in international trade, with the
implication that fluctuations in exchange rates cannot be relied on to restore balance of
payments equilibrium. Thus the parameters € and © depend more on product quality,
innovation, marketing and after-sales service than on relative prices. Kaldor himself
noted that, in the 1950s and 1960s, those industrialised countries whose currencies
depreciated had a declining share of world trade; this has been described as “Kaldor’s
paradox” (McCombie and Thirlwall, 1994, pp. 298-99).

Equations (1) and (2) give the maximum rate of growth that is consistent with balance
of payments equilibrium (that is, a zero current account deficit). Sensitivity analysis
reveals that international capital flows do not make much difference to the balance of
payments constraint on economic growth (McCombie and Roberts, 2002, pp. 92-6). The
analysis does not, of course, entail that the constraint will be binding on all countries, at
all points in time. A useful taxonomy of the six possible cases, involving all the relevant
combinations of the warranted, natural and balance-of-payments-constrained growth
rates, is provided by Thirlwall (2001).

How, exactly, does the constraint operate? Three mechanisms can be distinguished.
First, in extreme cases like Cuba in the 1990s and Zimbabwe in the 2000s, a short-
age of foreign exchange makes it impossible fully to operate the existing capital stock
(since spare parts can no longer be imported), and growth declines or becomes negative.
Second, during the fixed exchange rate regime imposed by the Bretton Woods system
(1945-73), governments were forced to implement deflationary monetary and fiscal poli-
cies to protect the currency in face of often quite small payments deficits. This generated
the “stop—go” cycle that Kaldor regarded as the principal cause of Britain’s poor growth
performance in this period. Third, in a floating exchange rate regime, the principal con-
straint on output growth is the rate of growth of export demand. Kaldor himself came
to believe that exports were the only source of autonomous aggregate demand, since all
other categories of expenditure were fully determined by income: consumption directly,
investment indirectly through the accelerator coefficient, and government spending
indirectly through taxation receipts, themselves a function of income. This is a charac-
teristically extreme position, which is difficult to justify. But it is not necessary to deny
the existence of some autonomous consumption, investment and government spending
in order to recognise the importance of export demand as a factor in economic growth.
For most small countries, and for all regions within countries, exports are indeed the
most important factor.

Three (related) questions remain contentious. First, what are the policy implications
of the model? Second, what determines the values of the two crucial parameters, € and 7w?
Third, are we really dealing here with a demand-side theory of growth, or have Crafts’s
supply-side factors been smuggled back in to the analysis once again, as determinants of
€ and ©?
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2.3 Beyond Verdoorn

Thirlwall’s Law is an equilibrium relationship, which sits uneasily with Kaldor’s own cat-
egorical rejection of equilibrium economics. To be genuinely Kaldorian, some elements
of circular and cumulative causation, increasing returns and path-dependence must be
introduced into the balance-of-payments-constrained growth model. The first attempt
to do so was by Dixon and Thirlwall (1975), who sought to provide an analytical basis
for constant (that is, neither converging nor diverging) regional growth rate differences;
the model can, however, easily be applied also to national differences. There is a strong
flavour of balance-of-payments-constrained growth: “All investment is induced” in this
model, with exports as the only source of autonomous demand (Dixon and Thirlwall,
1975, p. 203, n.5). The Verdoorn relation is written as

ro=r, Mg, (€)

where 7, is the average rate of growth of labour productivity; g, is the rate of growth of
output; r, is the rate of “autonomous” productivity growth (that is, the rate at which
productivity would grow if output were constant); and A is the Verdoorn coefficient.
The final expression for g, is much more complicated than this (ibid., p. 205, equation
8), but the underlying argument is simple. Differences between regions in the Verdoorn
coefficient (A) lead to differences in regional growth rates. Even if A does not vary across
regions, it will amplify any inter-regional differences in the other parameters: “once a
region obtains a growth advantage, it will keep it. . . In models of cumulative causa-
tion, this is the essence of the theory of divergence between ‘centre’ and ‘periphery’ and
between industrial and agricultural regions” (ibid., pp. 205-206). The policy implications
are also clear. To raise a region’s growth rate it is necessary to make it more competitive
in inter-regional trade and/or to change the industrial structure in favour of industries
with a higher income-elasticity of demand. The same arguments apply across countries.
Dixon and Thirlwall conclude that devaluation is likely to ossify the industrial structure,
and instead propose export promotion and “import substitution properly directed” to
stimulate growth in lagging regions and countries (ibid., p. 211).

This has become the “standard model” of cumulative causation in the Kaldor tradition
(McCombie, 2002, p. 83). It has been criticised for failing adequately to encapsulate the
spirit of Kaldorian path-dependency, though it can be extended to analyse the traverse
from the initial to the ultimate growth rate, with the parameters changing over time in
what is intended to be a model of “evolutionary hysteresis” (Setterfield, 2002, p. 216).
This might overcome objections to the equilibrium nature of the Dixon—Thirlwall model,
given Kaldor’s own strong opposition to all equilibrium theorising. Empirical evidence
on the Verdoorn coefficient is summarised in McCombie et al. (2002); see also Pieper
(2003) and Reinert (2005). Some measurement problems are discussed by McCombie
(2002, pp. 95-9). They include the possibility of simultaneous equation bias and the dif-
ficulty of distinguishing Verdoorn’s Law (a long-run relation between output growth and
productivity growth) from Okun’s Law (a short-run, cyclical relationship between the
levels of output and productivity).

Verdoorn’s Law itself has been subject to a variety of explanations, which are not
necessarily inconsistent with each other. It “may result from a combination of ‘learning
by doing’ and increasing returns at the firm level, together with an increasing degree of
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specialisation at the inter-firm or inter-industry level” (McCombie, 2002, p. 75). There
are obvious parallels both with the early Smithian analysis of increasing returns by Allyn
Young (1928) and with post-1975 mainstream developments in “new” or endogenous
growth theory, though Chandra and Sandilands (2005) argue convincingly that that the
latter fails adequately to represent many of Young’s fundamental insights, subsequently
adopted by Kaldor. As intimated by Dixon’s and Thirlwall’s allusion to “centre” and
“periphery”, these insights are also highly relevant to the third set of Kaldorian growth
models, which have a global or North—South emphasis.

2.4 North-South growth models

The informal character of Kaldor’s own work on this question has often been noted. He
“provides a suggestive sketch of a model but it is merely a sketch” (Skott, 1999, p. 366).
Early formalisations of the North—South model came from David Canning, Amitava
Dutt, Hassan Molana and David Vines, Ferdinando Targetti and A.P. Thirlwall (King,
1994, Part IV). More recently, in an extended review of Kaldor’s (1996) Mattioli lectures,
Peter Skott (1999) set out an elaborate model of a world economy with diminishing
returns in agriculture and increasing returns in industry. Sustained growth is possible in
this model, avoiding the dangers of a Malthusian trap, so long as the “average” returns
to scale, taking primary and secondary production together, are non-decreasing. The
effects of agricultural supply shocks are more complicated. A negative shock will induce
global stagflation, as Kaldor argued, but the consequences of a positive shock (that is,
one that reduces the price of agricultural products in terms of manufactures) depend on
the precise assumptions made about the determinants of investment in the agricultural
sector. Almost certainly Skott makes more concessions to mainstream thinking than
Kaldor would have found acceptable. His aim is to establish an equilibrium growth path.
There are aggregate production functions in both sectors, with neoclassical technology in
agriculture and Leontief (fixed-coefficient) technology in industry. The positive effect of
increased saving on the growth rate is obviously non-Keynesian (Skott, 1999, pp. 362-3).
Although Skott does invoke Verdoorn’s Law (ibid., p. 359, equation 7), there is also little
or no cumulative causation, path dependence or hysteresis in his model.

An alternative version, closer to the spirit of Kaldor’s work, takes as its starting-point
W. Arthur Lewis’s model of economic development, in which the surplus product in
agriculture operates as a binding supply constraint. In the model of Amit Bhaduri and
Rune Skarstein, in contrast to Skott, “the availability of agricultural surplus . . . is exog-
enous, but the extent of its realisation into purchasing power is governed endogenously
by demand from industry” (Bhaduri and Skarstein, 2003, p. 588, italics in the original).
In the short run an increase in the demand from the industrial sector for primary prod-
ucts generates higher purchasing power in agriculture and expands the sector’s capacity
to import, setting in motion the familiar Harrod trade multiplier process. In the long
run the dynamic (Thirlwall) trade multiplier applies, slightly revised to express the rela-
tive growth rates of the two sectors as functions of the “purchasing power elasticities of
imports by agriculture and industry, respectively” (ibid., p. 590). Engel’s Law suggests
that industry will grow more rapidly than agriculture, but whether this will shift the long-
run terms of trade in favour of primary products depends also on the strength of real
wage resistance, and the forces preserving profit mark-ups, in the industrial sector.

Bhaduri and Skarstein conclude, with some justice, that their version of the
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North—-South model incorporates two of Kaldor’s most important insights. First,
industrial growth is generated by agriculture’s demand for manufactured exports, not
by industrial investment (still less by saving in the industrial sector). Thus Kaldor’s
insistence on the trade multiplier and agricultural demand for industrial output as
the central mechanisms for analysing the problem of industrial growth is confirmed.
Second, industry may benefit from an adverse movement in the terms of trade, since
less favourable terms of trade for industry increase the purchasing power of agriculture
over industrial goods, thereby expanding the market for industrial exports (ibid., p.
592). As with Skott, however, this is an equilibrium analysis that lacks any significant
element of cumulative causation or path dependence. It also neglects Kaldor’s empha-
sis on speculative price volatility in the primary sector as a powerful negative influence
on global growth. It would be fair to conclude that, while some aspects of his think-
ing have found their way into later models of North—South growth, many of Kaldor’s
theoretical insights have proved immune to systematic analysis or comprehensive
formalisation.

2.5 Kaldor and other non-mainstream approaches

There are several points of overlap between Kaldorian and Schumpeterian (or neo-
evolutionary) thinking on growth. Kaldor himself expressed strong interest in some of
Schumpeter’s ideas, in particular on the role of entrepreneurship and social institutions
(Kaldor, 1956b), and of course on the overriding importance of technological change.
However, neither Kaldor nor his followers have used explicit evolutionary analogies
or attempted to model evolutionary processes. Kaldorian growth theory has little or
nothing to say about the diffusion of innovations, and its predominantly macroeconomic
focus is rather different from the microeconomic perspective of the Schumpeterians.

The Kaldorians are much closer to Kaleckian thinking on growth. There is the same
insistence on modelling the real features of actual capitalist economies, with empha-
sis placed on the different resources and behaviour of capitalists and workers and the
crucial role of profits as the driver of investment and growth. Kaldor and Kalecki both
took a strong interest in economic development, and the Polish economist’s emphasis
on the external constraints on growth in poor countries is very similar to the balance-
of-payments-constrained growth models of the Kaldorians. There are also significant
differences, including Kaldor’s dismissal of the degree of monopoly theory of income dis-
tribution as a tautology (Kaldor, 1956a, p. 92) and his rather orthodox views on incomes
policy, which imply a rejection of the Kaleckian “paradox of costs”.

Despite Kaldor’s own vigorous criticism of Karl Marx, there are also similarities
between Kaldorian and Marxian models of growth. Both agree that economic theory
must be historically and socially specific, and should focus on the profit-driven invest-
ment decisions of capitalists rather than the consumption decisions of “representative
agents”. The Cambridge growth equation (see section 1.2 above) can be derived very
easily from the extended reproduction models of Capital, Volume 11, and Marx would
certainly have approved of Kaldor’s insistence on the unstable and inherently cyclical
character of capitalist growth. Marxians would, however, be dismayed by Kaldor’s
hostility to the labour theory of value, and critical of his “stylised facts” that rule out
any tendency for the profit share to increase or the profit rate to fall in the process of
capitalist growth. Just possibly the Kaldorian North—South models might form the basis



170  Handbook of alternative theories of economic growth

for a modern theory of imperialism, but Marxians have taken very little interest in them,
thus far.

One original attempt to reconcile Kaldor and Marx is that of Mark Setterfield and
John Cornwall, who take ideas from the French “regulation school” and the US “social
structure of accumulation” approach to Marxian political economy, and derive a “neo-
Kaldorian” model to explain the slowdown in global growth at the end of the golden age
(1945-73). In this model a central role is played by the macroeconomic regime in each
episode of growth, which involves “a process of income generation embedded within
a historically specific institutional framework”. Institutional change leads to discrete
parameter changes and thence to variations in the rate of growth, bringing about “dis-
tinct and relatively enduring growth episodes” (Setterfield and Cornwall, 2002, p. 67).

2.6  Kaldorian growth policy

For Kaldor and the Kaldorians, economics is fundamentally a policy science, grounded
in the reality (“stylised facts”) of the global capitalist economy and with a distinctly prac-
tical focus. They reject the mainstream dichotomy between short-period and long-period
analysis. Path dependency entails that “history matters”, in the short period no less than
the long period. Growth is not a stable process, and the historical phenomena of stop—go
cycles (in the 1950s and 1960s) and stagflationary crises (in the 1970s and — almost — the
late 2000s) illustrate just how important it is to “get the short period right”. Thus Kaldor
(1996) argued for expansionary fiscal policy and cheap money to restore full employ-
ment, an incomes policy to control inflation, international agreements to stabilise com-
modity prices, and also import controls where necessary to maintain growth in countries
with severe balance of payments difficulties. He was strongly opposed to monetarism
and other free market excesses, but also rejected both Stalinist and Fabian varieties of
centralised state socialism.

In the long period, Kaldorians favour industrial policies to promote growth, paying
special attention to export promotion and the problems of backward regions within
advanced economies; this is sometimes described as “supply-side Keynesianism”. For
developing economies they propose a strategy of export-led industrialisation, with a
system of dual exchange rates and perhaps also import controls to relieve the balance of
payments constraint on economic growth. Kaldorian policies are thus quite distinctive,
and involve strong criticism of mainstream economics, neoliberal globalisation and the
Washington Consensus.

2.7 Kaldor and the Kaldorians

Evidently there is no single, definitive Kaldorian model of economic growth. Kaldor
himself changed his mind repeatedly in the course of his long career, and his followers
have thus been able to draw on a wide range of different, and sometimes inconsist-
ent, ideas that can all be found in his extensive writings on growth. Nonetheless, some
important common themes can be discerned in the Kaldorian literature. Some are meth-
odological: the need for realism in theory construction; the significance of cumulative
causation, increasing returns to scale and path-dependence; the dangers of equilibrium
theorising. Others are substantive: the analysis of a capitalist economy, in which busi-
ness expenditure decisions are central; the importance of demand constraints on growth;
the critical role of export demand in determining the growth rate. The Kaldorians also
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share some unorthodox views on policy with respect to growth, both domestic (doubts
as to the effectiveness of currency depreciation; the need for industry policy) and inter-
national (the case for primary product price stabilisation agreements). It is their focus on
growth as a problem of the global economy, however, that is perhaps the most distinctive
characteristic of this important group of heterodox theorists.
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8 The paths of transformational growth
Davide Gualerzi

1 Introduction

Transformational growth is the key concept of a long-term theory centered on structural
transformation and the growth of the market. It defines an approach to the analysis of the
growth pattern that has characterized the development of advanced industrial economies as
a result of the operations of the market. The focus, however, is not on the allocation func-
tion of the market, but rather on its mode of operation as an institution of change determin-
ing the forms of economic development and their evolution. At the same time, the structure
of the market, its “structural development”, is the object of the analysis. Transformation
is the key to the main question, the growth of the market, an issue that (a) addresses the
problem of the demand side of economic development; and (b) changes the very outlook on
the process of growth and the role of the market in development. Transformational growth
is, then, a particular perspective from which to analyze growth patterns, with their inherent
uncertainties and periodical tendencies towards stagnation. We have an established history
of this process, which the theory aims at interpreting, but the future directions it can take
are ultimately open-ended. The question of the paths of transformational growth is of great
importance for advanced market economies, and helps to put into perspective the ultimate
causes of the severe recession that we now face at the end of the 2000s.

The dynamics of transformation affect many aspects of the economic analysis of indus-
trial systems, most notably the role of government, the functions of money and credit,
and the evolution of the general institutional framework. The theory of transforma-
tional growth (T'G) thus deals with the crucial questions addressed by economic theory.
Ultimately, it is no less than a basis for the analysis of the operations of the market, and
this explains its particular methodology, which brings together stylized facts, field work,
and historical-empirical evidence in support of abstract theorizing.

Transformational growth theory was developed by Edward J. Nell, and those who
have since followed the direction set out by his work. The approach is the topic of
several existing contributions, including three books (Nell, 1988, 1992, 1998) and various
research articles (see, in particular, Nell, 2002). Its distinguishing feature is that technical
progress and structural evolution are discussed in the context of the growth of demand.
TG therefore deals with themes central to the analysis of growth and structural change,
a topic that, although discussed in a large literature, remains outside the mainstream of
modern growth theory.!

2 Demand-led growth and transformational growth
2.1 Demand-led growth
To better understand the transformational growth approach it is useful to first examine

the particular position it occupies within the theoretical framework of demand-led
growth.
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In a recent book, Thirlwall (2002) discusses the laws of development from a demand-
led perspective, focusing on cumulative causation and export-led growth. He emphasizes
that “It has been a central feature of most of my own work on growth to try and put
demand back into growth theory” (p. 66). He argues that demand-led growth can better
explain economic performance and convergence, therefore providing an alternative to
neoclassical growth theory and its close associate new growth theory, both supply deter-
mined and highly aggregative. The differential growth performance of nations is better
understood in terms of the idea that demand determines its own supply, rather than the
pre-Keynesian view of supply creates its own demand.

In another book, Setterfield (2002) points out the various research lines originat-
ing from the criticism of the dominant supply-determined approach to growth. The
rejection of Say’s law is the first step, which leads in the different directions of various
demand-led growth models. Despite the different vantage points from which one can
look at the question, the fundamental challenge unifying these models is to show why
and how demand matters in the long run, beyond the short-run framework in which
Keynes discusses the principle of effective demand. The point, says Setterfield, is to bring
back to the center of the discussion the great puzzle of effective demand. Thus, Nicholas
Kaldor’s contribution, which is the basis of Thirlwall’s approach, is examined side by
side with those of Keynes and Kalecki in a broader attempt to define a demand-side
perspective on growth.

The contributions in these two books are quite successful at placing demand at the
center of the analysis of growth and economic development. They do not, however, delve
deeply into the question that the long-run process of development raises, that of the
sources of demand within the growth process.

Where does Thirlwall’s autonomous demand come from? Initially, demand comes
from the development of agriculture, but later it is the demand for exports that matters,
fueled by foreign income dynamics and the pattern of specialization of the economy.
But if one looks closely at the growth-development process, the challenge confronting a
theory of growth based on demand is to explain how demand comes about endogenously,
as a result of the growth process, generating and regenerating demand. This is where
cumulative causation appears incomplete.

Similarly, the central role played by effective demand in demand-led models suggests
that a central question is: what determines investment in the long run? According to
Halevi and Taouil (2002), investment, as a source of effective demand, is exogenous,
the first mover of expansion. But isn’t this peculiar, to take as exogenous the very fun-
damental stimulus to growth? Clearly, the source of demand must ultimately be seen as
endogenous, resulting from an interaction between technology, development dynamics
and other economic variables.

The theory of demand-led growth would therefore be strengthened if fundamental
demand variables were not treated as exogenous (except for certain limited purposes).
In other words, though clearly referring to endogenous processes originating within the
dynamics of development, demand-led growth does not elaborate on the link between
economic development and demand. This aspect is left largely uninvestigated theoreti-
cally, in favor of simply emphasizing the causal role of demand in the determination of
long-run growth.
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2.2 A theory of the growth of demand

Although sharing the fundamental focus on the demand side of economic development,
the approach of transformational growth is rather broader than most other demand-led
models. Specifically, it allows for analysis of the questions raised above concerning the
origins of demand. Transformational growth, then, occupies a peculiar position in the
framework of demand-led growth, contributing to that framework a theory of long-term
transformation. Its distinguishing characteristic is its focus on structural change and
the growth of demand.

In The General Theory of Transformational Growth, Nell (1998) argues that when
looking at accumulation in a manner in keeping with Keynesian premises, we need to
focus on demand growth. This is clearly a long-run issue and its understanding is neces-
sary to put demand at the center of an alternative approach to growth. Getting to the
question was difficult for the traditional growth model, that in essence is a “real economy
model”. Overlooking the role of finance made it plausible to concentrate the analysis on
supply, since “there must be an expansion in the supply of some other goods with which
to pay for the newly demanded set” (Nell, 2002, p. 251).

For a theory of effective demand and the sources of autonomous demand, what
matters is the theory of the growth of demand. In other words, we may well agree that
demand leads growth and economic development, and therefore have a theory of growth
based on demand. But we need to explain where demand comes from. Structural change,
an issue little discussed in demand led models,? is clearly fundamental to this question.
Thus, a theory of the transformation of the economy, articulated in specific stages of
development, is the key to unlocking the problem. Bringing demand back into growth
theory requires, then, a theory of the growth of demand, explaining how demand grows
in the long run and how it is generated endogenously by economic development.

2.3 Steady state and structural change

The notion of transformational growth represents the culmination of a key criticism of
steady growth, leading ultimately to an alternative approach to growth theory. Steady
growth, Nell (1982) argues, is not only virtually impossible, it would inevitably lead to
stagnation. Transformational growth is then the process by which capitalism can, at least
up to a certain point, sustain itself in the long run: “To work properly the system must
grow, and to grow it must continually transform itself through the introduction of new
products and new processes, creating new life-styles, redistributing income and generat-
ing new markets” (Nell, 1988, p. 159). Growth, therefore, depends on a complex process
of change, which involves innovation, income redistribution and market expansion.?

Structural change, then, emerges as the key issue: there can be no growth without
change in the structure of the economy, contrary to what is at least implicitly assumed
by steady growth models. Moreover, structural change is clearly a fundamental aspect
of the transformation through which demand grows. Nevertheless, structural change has
received relatively little attention in the growth literature.

As pointed out by Pasinetti (1981, 1993, 2007), the other major theorist who has
placed structural change at the center of the analysis of growth, proportional growth,
which leaves sectoral proportions unaltered, is the only abstraction consistent with
steady growth. But this, he argues, is “pseudo dynamics”. Whereas Pasinetti’s structural
dynamics is held together by reference to a growth path maintaining full employment,
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transformational growth addresses the question of the actual pattern of transformation
and how it can sustain itself in the long run. This is why, unlike the work of Pasinetti, the
analysis of structural dynamics is combined with an analysis of institutional change and
the stylized facts of historical transformation in the theory of transformational growth.

2.4 The growth of demand and new markets
A theory of demand growth inevitably leads us to examine the evolution of demand, and
in particular changes in its composition and the creation of new markets.

Argyrous (2002) has pointed out that, despite “the often stated desire to use history
rather than equilibrium as the methodological guidepost for the analysis” (p. 237), post-
Keynesian theory has little to offer by way of an explanation for the evolution of effective
demand and the consequent growth of markets. To fully confront the neoclassical view
that demand is extraneous to the analysis, we need to analyze the development of markets
from a historical perspective, as in the theory of transformational growth. Argyrous
examines the ways in which “productivity growth induces an expansion of demand” (p.
241), the influences on demand expansion resulting from changes in its composition, and
lastly the importance of the development of the capital goods sector. He concludes that
the process of endogenous growth may encounter limits — for example, as services grow
and manufacturing loses its role as engine of growth — and suggests a focus on changes in
the structure of production and consumption. This appears necessary to complement the
reference to the “mutually reinforcing feed-back between technology and market expan-
sion” (p. 241), as articulated by Allyn Young in the 1920s, and models of cumulative
causation centered on manufacturing in the Kaldorian tradition.

Nell (2002, p. 252) has observed that, once we recognize that “a separate account of
the demand side is required” the work of reconstruction begins from a full apprecia-
tion of the distinction between investment decisions and investment spending, with the
former determined by “the anticipated growth of markets” (p. 254). The expansion of
existing markets (more or less mature) can be explained by the diffusion path of new
products, shaped by the product life cycle, and the income-driven dynamics associated
with the Engel curve. The more difficult problem is that of the creation of new markets
(p. 257). That requires innovation, and an understanding of an ongoing process of struc-
tural transformation.

As we will see there are two major sources of new markets: the evolution of the social
structure, with its effects on the structure of demand; and development scenarios driven
by major facts of historical transformation or, in more abstract terms, by structural
imbalances.

3 The issue: the creation of demand

Transformational growth most clearly indicates that the ultimate question for demand-
led growth is the creation of demand and how that links up with the process of structural
change. The theory should speak to the question: where does demand growth come from?
Supply is obviously the result of productive capacity, however defined. The question is:
what determines this capacity and why does it grow? The traditional answer is saving,
and the motivation is profit. Introducing demand into the picture raises complications.
Demand is spending, and spending appears a dominated rather than a dominating
element. Moreover, while Keynes explained that investment leads savings, he developed
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the principle of effective demand in a short-run framework. That has made it seem
almost reasonable to argue that a long-run equilibrium will depend only on the overall
supply of productive resources but the analysis of accumulation requires a demand side.
Thus, the challenge for demand-led growth is to show that demand matters in the long
run, that is, to develop a long-run theory of demand. The particular way in which trans-
formational growth looks at the problem is to argue that what is ultimately required is a
theory of the sources of demand growth. Demand grows because of new markets, which
expand the market in the aggregate. This opens up a new direction of research and adds
a fundamentally new dimension to demand-led growth theory.

Consider first how new markets emerge from the process of transformation. The start-
ing point of such a process is the introduction of a “new principle”, which means “a new
way of accomplishing some general social purpose” (Nell, 1988, p. 160) identified with
the fundamental necessities of social life, such as food, clothing, shelter, and so on. The
application of this new principle “tends to generate an interlocked set of new products and
processes, which create new activities and new social patterns, which in turn combine to
create new ways of living, new forms of social life.” The result is “the development of
many new industries, and the expansion and modification of many old ones, to supply
the needs of both new industries and new ways of living” (ibid.) Thus, transformational
growth “tends to be expansive” since it stimulates investment (although that does not
rule out the possibility of constraints emanating from the availability of labor). Along
with changes in the structure of the economy as a result of the growth of new industries
and the new technological requirements of production, the result is growth “creating new
markets in the process” (ibid., p. 161).

This differs from what is customarily offered by economic theory, in which markets
expand because of population and income growth — a view of the growth process that
can be accommodated within a steady state growth framework. But Nell (1998, p. 17)
argues that “there is another, more interesting way in which markets may expand” that
has to do with transformation, which is thus revealed as not merely an additional feature
of the growth process, but its very essence and engine.

Market expansion is examined with respect to a secular trend underlying the growth
of capitalist economies, associated with the “conquest of domestic production” (ibid., p.
18) that takes place in the transition from craft- and family-based production to modern,
factory-based mass production. This is an endogenous source of demand growth, at least
until mass production reaches the mature stage.

For the past century perhaps the chief impetus to growth has been the progressive invasion by
industrial capitalism of the traditional province of the family. This has created the great con-
sumer markets of the advanced West . . . The market and the state . . . have taken over most of
the functions previously performed by the family. (1988, pp. 168-9)

As a result of this process, mass produced products have been substituted for those ema-
nating from domestic and handicraft production. This has transformed the industrial
structure and sustained market creation and accumulation.

There are, however, a number of reasons to think that the peak of this type of devel-
opment was reached during the 1960s, and that the growth slowdown of the 1970s has
a much deeper cause than that usually associated with the analysis of stagflation. Hence
according to Nell (1988, p. 170):
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That, for better or worse has been the process of transformational growth. And, evidently, it
has come to an end. Given the distribution of income, and in the absence of a major attempt to
create new incomes for the poor, there is nothing left to transform.

The reasons why “transformation draws to an end” stem from the direction of structural
evolution and its capacity to sustain the growth of demand.

It is not a matter of a “shortage” of new inventions or of new technologies; in fact we are in an
era of almost unprecedented technological innovation, coupled, paradoxically, with stagnation
in investment. This is because many of these innovations tend to be labor displacing or market
destroying, rather than expansionary. (ibid.)

Thus, the viability of transformational growth appears to depend on specific condi-
tions. In particular, its future depends on the response to the tendencies towards secular
stagnation that resurfaced with the crisis of mass production in the 1970s, when an
alternative path of transformational growth was nowhere in sight.

4 The general theory of transformational growth

In The General Theory of Transformational Growth, Nell (1998) returns to this funda-
mental theme, presenting a theory of demand growth articulated in the context of a
long-term general theory of transformation. This completes and supercedes his previous
work on the same topic, bringing together theory and the use of empirical evidence in an
alternative methodology for the analysis of macrodynamics.

Transformational growth is first contrasted with the main theoretical abstraction
of modern growth theory, steady state growth. But it is not only the unsteady or
non-proportional character of growth that is the defining feature of transformational
growth, but also its combination of growth with “structural development” (p. 14). At
the very root of the problem is the question “How can we explain the change from a
traditional society in a stable condition of natural order to a growing society operat-
ing in a regularly progressive mode?” The question does not concern “historical details
or specific events . . . It is a matter of theory and the issue is causality”, namely, what
caused the change from one to the other mode of operation of the economy, and what
are the differences between the two. The answer is that “Broadly speaking . . . it was
the development of the market” (p. 15). Is the latter the same thing as the growth of
demand? To a large extent, yes. The question then is: how does the market develop,
fueling demand growth?

At the core of the regularly progressive mode of economic activity is innovation,
promoted by the generalization of the competitive pressures associated with the spread
of the market. “This suggests that a universal competitive market system causes the
economy to grow” (p. 16), but there are two qualifications, the market economy must be
a capitalist economy. Second, “the markets must be expanding . . . Why should anyone
invest and build more capacity, if there is no additional demand expected?” But this
poses the fundamental problem: what causes market expansion?

It was noted earlier that the conventionally cited reasons for market expansion are
population and/or income growth, which can be accommodated by a steady growth
framework. The reasons for secular, but unsteady, market expansion relate to the way
that markets take over “functions that were formerly carried out through non-market
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procedures” (p. 17). The conquest of domestic production by the market tells much of
the story of the development of advanced industrial economies during the nineteenth
century and even for the best part of the twentieth century. But still we need to explain:
“how this invasion of the domestic sphere by the market began, and what forces kept
it going” (p. 18). In general, it is an “imbalance in the economy”, a structural imbal-
ance, rooted in historical facts, such as the enclosure movement during the early stage
of capitalism, which brings forward a response that fuels expansion. In the case of the
enclosures, it was the creation of an urban-industrial setting, where new markets, and
therefore new jobs, were created. “But this is not a one-time, exogenously caused imbal-
ance; it is an imbalance which results from an ongoing process, an imbalance which
will be reproduced if corrected” (p. 19). Transformational growth is then the long-term
tendency of the economy to evolve by changing its sectoral composition.

There are stages in the process of transformational development. Nell defines four
of them, from the period of early industry to that of computerized production, but a
number of stylized facts suggest we can identify two patterns of growth, defined as pure
types, these being the “craft” and the “industrial” economy (p. 30). In the craft system
“growth simply replicates existing stationary relationships . . . By contrast, in the mass
production system growth is a major agent of innovation and change and it is central
to the normal working of markets . . . it is part of the competitive process” (p. 34). The
reason for the different pressures to grow that characterize the two systems “lies in the
different relationship of technology to competition in the two cases” (p. 31). This is
reflected in different rules for price-setting in the two different systems.

The endogenous creation of demand, that is, the theory of demand growth, is the
common element running through all of the stages of transformational development.
Thus, while in “The long run growth of demand is governed by the development of the
markets” (p. 34), the operation of the market, and more specifically market adjustment
and the role of prices, must be analyzed with respect to the stylized facts of the old and
new business cycle, distinguished by the different rules governing craft and mass produc-
tion. But to analyze market expansion “We need to take a closer look at demand in a
modern industrial economy” (p. 34).

Nell elaborates on the question of demand later on in the volume, focusing on the
relationship between demand, pricing and investment plans (Chapter 10). Consistent
with what was said above, the analysis distinguishes between two eras: “investment in
Craft economies could be broadly described as supply driven, that is, governed by the
natural rate. But in Mass production economies investment will be governed by tech-
nical progress and the expected growth of demand” (p. 467). In other words, in the
era of mass production, growth is demand-driven. For that we need “an understanding
of how and why markets grow, to provide the basis on which business can develop
firm expectations of market expansion” (p. 465). Thus, while the very mechanism of
growth in mass production underscores the role of the growth of demand, the latter
flows from within the growth process and specifically from the forms it takes. Its
investigation encompasses the analysis of household behavior and its relationship to
growth.

Demand evolves following a complex pattern, in which the effects of prices are inter-
twined with the role played by changes in the social structure and investment in self-
improvement. To analyze the growth of demand Nell distinguishes two classes, “the
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professional and managerial, and the working class” (p. 469) and focuses on spending
on learning and the acquisition of skills as a way of gaining status. In fact, “households
compete for status” (p. 473). Within the limits set by class income, it is the spread of a
dominant lifestyle that fuels demand growth, although, in the long term, technology
and rising income will lead to changes in lifestyle. The point is that assuming “a general
increase in the level of real wages and salaries . . . could be expected to lift a section of
the upper level of the working class to a level where they could command the resources
to invest in ‘self-betterment’ (p. 476). Furthermore, “the very investment in self-
improvement that generates growth in demand will also increase productivity, causing
the consumption—growth trade-off to shift out and up” (p. 477).

While the positive relation between the real wage and demand growth is a fundamen-
tal characteristic of the approach, it is only part of the story. Nell elaborates on various
demand growth scenarios, one based on “colonies and/or the frontier for economies of
the last century”, and one based on the “Welfare State” for the post-war period concern-
ing “spending on education, pensions, and health” (p. 480). But there is a third scenario,
where differences between sectoral growth rates are the basis for the rise of new markets,
so that “At the macrolevel the growth of demand results from changes in the structure
of the economy” (p. 481).

These scenarios are associated with what Nell calls “‘normal’ growth of demand”,
that is, a rate of growth that can be reasonably expected as a central tendency, given
the conditions defining the scenario. In the last scenario, however, the question is more
complicated, since the relationship between new markets and current markets appears
indeterminate. The role of marketing studies would be precisely that of analyzing the
relationship between the two. The course of development implies that the normal rate
of growth of demand will be progressively undermined and taken over by a new one, as
the process of structural change unfolds, completes itself and is reproduced. “Thus, the
history of capitalism will be the history of growth, driven by market expansions gener-
ated by structural changes, where the effect of the market expansion is to bring about
further structural changes” (p. 482).

5 Long-term transformation: history, theory and method

Transformational growth focuses attention on the interdependence of structural change,
demand composition and the growth of demand. The question then is: how does the
market develop?

In this respect we must take notice of the historical circumstances that are relevant
to the development of the market. A previously cited example is that of enclosures,
which were central to the first stage of TG — that of the transition to craft production.
Another example is the dynamics set in motion by migrations. Migration, of course,
raises questions about the employment and income of immigrants, but can also provide
a tremendous stimulus to market expansion. This created the pressure for mechanized
production, and thus the onset of the industrial revolution.*

Historical circumstances, however, are not by themselves theoretical propositions.
Those recalled above are indeed dramatic instances of long-run transformation. They
suggest that “For growth to start up the economy must become imbalanced . . . [when]
a structural imbalance is regularly reproduced it becomes a trend” (Nell, 1998, p. 19).
This creates an incentive and an opportunity for innovation of a specific type. Initially
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this will happen in a few industries and in a few places and these will become centers of
innovation and investment (ibid., p. 20).

The point is the following: examination of historical facts and empirical evidence
leads to theoretical propositions. An intermediate step is the particular use of the notion
of stylized facts. Stylized facts are a step up towards abstraction. They are based on
observed trends and capture the most relevant characteristics of the process of change in
the stages of transformational growth. They are associated with the behavior of markets
and the effects on growth of the main economic variables (Nell, 1998, p. 41). Thus, trans-
formational growth suggests that economic rules, adjustment processes and institutions
change according to the phases of the process of transformation. They help to shape
the concrete form taken by the emergence of new markets and new opportunities for
investment, but also the limits within which transformation may continue.

This exemplifies the method of theorizing. On the one hand, starting from the observa-
tion of development trends, which are empirically confirmed by historical facts, such as
the enclosure movement and migration from the countryside, Nell derives the theoreti-
cal propositions that substantiate the mechanism of growth and therefore the general
theory of the transformation. On the other hand, a series of stylized facts define each
era of transformational development, allowing for the analysis of economic relations,
such as those pertaining to market adjustment, the monetary system and characteristics
of financial markets. These stylized facts are then the manifestation of the underlying
economic structure and institutions that characterize the old (up to World War I) and
the new (post-World War II) business cycle. A consistent feature of the analysis is that
history, not equilibrium, is at the basis of the analysis.

Thus, the TG approach contributes to two additional themes for the study of eco-
nomic dynamics and demand-led growth: the relationship between theory and his-
torical evidence and the role of stylized facts. Bringing together theorizing, stylized facts
and long-term transformation defines an alternative methodology for the analysis of
dynamics. Both the theory and method of TG constitute a criticism of the mainstream
approach to macrodynamics, though the purpose is emphatically not criticism, but
positive theory.

6 Demand, investment and technical change

The theory of transformational growth makes ample reference to history and stylized
facts. Nevertheless, it focuses on theory. This is true both in the sense of addressing the
theoretical questions underlying the particular view of Keynes after the reconstruction of
the classical approach by Sraffa, and in the sense of defining the theoretical propositions
that substantiate the mechanism of growth and therefore the general theory of the trans-
Jformation. The ultimate focus of this constructive task is the rate of growth of demand
and so, as stated earlier, a theory of the growth of demand.

The rate of growth of demand depends on the development of the market and in par-
ticular on the rise of new markets. Indeed, new markets are indispensable in determining
new and higher levels of normal demand. It was suggested above that the analysis of new
markets takes two main directions: one is linked to the evolution of the social structure,
which affects the structure of demand; the other draws on the response to structural
imbalances generated from within the growth process. A closer examination of all this
will lead us directly to the question of the paths of transformational growth.
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6.1 Demand theory

In Chapter 10 of The General Theory of Transformational Growth, Nell examines the
foundations of a theory of consumer demand and then proceeds to outline the relation-
ship of a changing composition of demand to growth.

As pointed out above, an evolving social structure is the result of the demand for new
skills coming from production. Learning and the acquisition of skills, and investment in
education and self-improvement especially, change the structure of final demand. This is
associated with the spread of new ways of life, which creates the possibility of new markets.
In this way, household budget decisions affect the composition of demand and productivity
growth, and ultimately the growth of demand.> Nell (2002) elaborates on this theme. With
a rising real wage, combined with “a Verdoon-Kaldor relationship, relating productivity
growth to output growth and real wages” (p. 262), the effort of families to improve their
social status explains changes in demand composition that will sustain demand expansion.

One of the main long-term consequences is the growth of expenditure on “collective
goods and interactive services” (p. 264), such as education and communication, which in
turn affects the volume and role of government expenditure.

But new markets arise not only from changes in the social structure, but also as a
response to structural imbalances, an ongoing dynamic phenomenon, with the possibil-
ity of the two phenomena feeding back and reinforcing one another. Particularly impor-
tant in this regard is a development scenario where differences between sectoral growth
rates are the basis for the rise of new markets.

As pointed out above, this case highlights a complication, since the relationship
between new markets and current markets appears indeterminate. Nell suggest that mar-
keting studies — that is, studies of the actual (historical) creation of new markets — could
help illuminate the balance between the two sets of markets. This also poses the question
as to whether new markets, and thus the direction taken by the structural development
of the market, are such as to ensure market creation to an extent capable of sustaining an
adequate growth of demand?

6.2 Technical progress, investment and new markets

The question raised above is fundamental and concerns, above all else, investment
decisions. If, in the era of mass production, growth is demand-driven, then investment
plans depend on the expected growth of the market. This implies an investment theory
that is essentially a generalization of the “accelerator” principle. Investment is driven
by expected market expansion. Hence the fundamental importance of the scenarios of
development on which these expectations, and investment decisions, are based. But how
exactly do structural imbalances result in new markets? What should the marketing
studies described above focus on?

The TG theory centered on market growth also clarifies the notion that technical
change is a demand-led phenomenon. The direction of transformational growth is not
technologically determined. Rather, technological change is driven by the same logic
that shapes the development of the market, thus determining the possibility of new
markets and market expansion, which in turn drives economic growth. Technology and
innovation, which are typically treated as supply-side phenomena, thus become demand-
led phenomena because of their association with investment.

This is an important change of perspective. Unless we think of innovation purely in
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terms of cost-cutting, the association between investment and innovation leads inevita-
bly to consideration of new products and new industries. Differences in sectoral growth
rates underscore changes in the pattern of investment, with new investment unevenly
distributed towards innovative sectors. The result is a changing industrial structure.
This suggests that our focus should be on what drives changes in the composition of
investment. It must be some form of autonomous investment, and the question is then:
what motivates this autonomous investment? Although essentially a bet on the future,
autonomous investment necessitates a rather different view of the relationship between
expected demand and investment spending. This relationship cannot be the same as the
one underlying “traditional” induced investment, for the simple reason that demands for
final output have yet to be articulated, but are instead discovered and made actual only
subsequently.

We do not need to question the notion of expected demand that is at the basis of
induced investment, but simply distinguish between induced and autonomous invest-
ment. In the process of market development, which accounts for the growth of demand,
there are stages (Gualerzi, 2001) and in the first of these stages expected demand is no
more than a potential to be transformed in actual markets by investment in new products
and the rise of new industries. This is why we can speak of potential demand, rather than
expected demand. In successive stages, investment can be more directly determined by
the growth of demand, as postulated by the fundamental idea behind the accelerator.

Technical progress and structural change are a demand-led phenomenon not only
because they respond to expected market growth, but also because they serve the very
process of constructing the market (Gualerzi, 2001). This, in turn, highlights the par-
ticular role of investment in responding to structural imbalances: taking advantage of
technical progress to create new markets. It follows that investment in new products and
new industries is a major force in shaping new markets through the process of structural
transformation. The two notions of expected demand can be brought together in a con-
sistent view of the structural development of the market. In the process, they become the
key to the directions taken by the process of transformational growth, a crucial issue,
particularly in the period since the crisis of mass production.

7 The paths of transformational growth

7.1 The end of transformational growth?

The paths of transformational growth are the possibilities inscribed into the transfor-
mation as we have observed it so far and the directions it can take. This emphasizes the
capacity of the approach to address, from a theoretical perspective, fundamental issues
relating to the prospects for long-run growth in advanced market economies, which
follow from the less than robust growth performance of these economies (compared to
that of the 1960s or that of emerging economies) in recent decades.

While the transformation associated with the transition from family-based artisan and
domestic production to modern industrial production is the paradigmatic example of
long-run transformation sustaining the development of the market and thus the growth
of demand, how did that extend into the decades following the 1970s crisis?

Nell argues that transformational growth is the process underlying the restructuring
of industrial capitalism and in particular it is “the kind of growth the US experienced
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during the 1920s, during the war and for the twenty years after the war” (1988, p. 162). It
is based on a process whereby expansion tends to be self-sustaining.

With new products and new processes coming on line generating new ways of life and new
markets employment will be high, productivity and real wages will be growing, profits will be
high and capital will be accumulating rapidly, while prices will tend to be stable as cost cutting
will tend to offset increases due to high demand. A high level of investment spending means
a boom in the investment goods sector; with high employment and high wages in the capital
goods sector, the consumer goods sector will also prosper. And the effects will be cumulative. . . .
Transformational growth, then, tends to encourage a boom. (Nell, 1988, p. 163)

Following the general idea that development scenarios are associated with a “normal”
growth of demand, continously reproduced by the rise of new markets — that is, the
structural development of the market — we could say that mass consumption led market
expansion up to the 1960s, and that the 1970s growth slowdown was largely caused by
the lack of further dynamism of consumption patterns, thus weakening the process of
transformational growth. Up to the 1960s markets grew in tandem with the rising pros-
perity of new social classes and subclasses. But by the 1970s the ability of mass produc-
tion to create and expand markets had largely run its course. The sources of growth had
become largely exhausted and new ones were not in place yet.

So the question is: what is the pattern of growth in the advanced industrial economies
following the end of mass production (consumption) of the post-war period? The theory
of long-term transformation and demand growth can guide the effort of analyzing and
speculating on these questions. What comes to light is the possibility of interpreting the
expansive cycles after the 1970s, and in particular the 1980s recovery and the hi-tech
boom of the 1990s. Indeed, even the slowdown that followed and the new crisis in the
2000s can be seen in a new light.

7.2 The 1980s and the 1990s

To pursue the analysis of the paths of transformational growth we ought to discuss the
specifics of the expansion cycles of the 1980s and the 1990s and how the response to the
crisis of mass production was articulated during these two decades.

The end of transformational growth seems to depend on the lack of any clear alterna-
tive to mass production. Indeed when growth entered a period of stagnation “the setting
up of the information economy, had hardly begun” (1988, p. 171). Conservative public
policy only made things worse.® On the other hand, the importance of a growing new
hi-tech sector (Nell, 1998, p. 34) is associated with a fourth stage of transformational
growth, identified with computerized production and biotech agriculture. The last 20
years have seen a progressively clearer articulation of this stage and in particular of a now
more clearly defined scenario associated with the “information economy” (1998, p. 701).

One of the major trends of transformation concerns the growing impact of new
information and communication technologies (ICTs) on the economy. ICTs fueled the
boom during the second half of the 1990s, and what has been called the new economy.
Focusing on technological advances involves nothing more than analyzing the funda-
mental relationships between technology, structural change and new markets that are at
the core of the TG approach.’

Seemingly the distinguishing novelty of the 1990s, the theme of hi-tech had already
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characterized the debate on growth and industrial restructuring during the 1980s, but
with differences that are worth analyzing. In the 1980s the new information technologies
were still not able to create the conditions for new markets at a sufficient rate. But the
emerging consumption patterns were quite different from those of mass consumption.
In the era of mass production, social groups whose incomes were rising and who usually
had a common form of employment, became self-aware and adopted new lifestyles. This
created a mass market, and encouraged an investment boom. During the 1980s, however,
innovation in consumption took the form of new upgraded goods and services for the
wealthy, leading to an evolution of consumption associated with glamorous modes of life
and “consumption deepening” (Gualerzi, 2001). But a glamor boom for the wealthy is not
the answer to the end of mass consumption; this will not re-establish high growth rates.

Nevertheless, the boom of the ICT sector in the 1990s should be seen as the result of
the maturing of a technological trajectory involving the advances of basic science in the
fields of electronics and computer science and the rise of a hi-tech industrial complex that
stretches back to the 1980s. The dominance of ICTs in the 1990s was incubated during
the preceding decade. But the structural change and dynamics of consumption, as well as
the effects on market creation and macro-performance, were different.

ICTs flowered during the second Clinton administration (1996-2000), allowing at
least a first glimpse of a new pattern of development. Indeed, the ICT sector seemed to
cause an acceleration of growth during this period. It is well known that the expansion
culminated in a phase of high growth rates and stock market euphoria. The return to
high growth rates (by post-war standards) seemed to have convinced some that we had
entered a phase of unlimited growth. But the dramatic correction in the stock market and
the uncertain prospects of the economy at the end of the 1990s cooled this enthusiasm for
the prospects of hi-tech driven growth.

The problem is that, together with the possibilities of new markets, the transformation
soon signaled the limits to an “internet scenario of development”, that is, the difficulties
of combining a sustained process of market creation and income growth with a pattern
of growth centered on ICTs (Gualerzi, 2010). It is not yet clear whether, after more
than 20 years, the information economy is a sufficient alternative to mass production to
ensure an adequate growth of demand. Thus, the questions posed at the end of the 1990s
expansion concern: (a) the long-run consequences of new technology as measured by
their stimulus to market growth; (b) the difficulty of articulating a new stage of transfor-
mational growth and the open-ended question of the directions it can take. Answering
these questions is made all the more problematic by the fact that the further expansion
of debt that followed the bursting of the ICT bubble seems to have created the worse
growth scenario since the Great Depression.

Thus, considering the particular circumstances facing the US economy and advanced
market economies in general, transformational growth appears most useful precisely
because it directly leads to analysis of variations in growth and the nature of the prob-
lems underlying tendencies towards stagnation. Rather than technological development
per se, it suggests that the main issue is that of the opportunities and limitations for the
creation of new markets based on technology advances. TG theory can help to better
understand the obstacles standing in the way of the “knowledge economy”. These
include problems of institutional development and appropriate policies for addressing
the questions arising from structural transformation. Indeed, a neglected aspect of full
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employment policies might be precisely asking the question of the sources of demand
in the long run, together with the institutional arrangements most conducive to a
transformation of consumption patterns along socially desirable lines. Salvation is not
ensured, but this only makes investigation of the pattern of long-term transformational
growth and the directions it can take all the more compelling.

Notes

1. The approach bears some fundamental similarities to that of John Cornwall (see, for example, Cornwall
and Cornwall, 2001).

2. There is, of course, recognition that structural change is imbedded in the process of development, as
pointed out by the role played by manufacturing in cumulative causation. It would therefore be incorrect
to say that growth remains an entirely aggregate notion; nevertheless, structural change is hardly a central
element of the analysis.

3. “A capitalist industrial system, being inherently dynamic, has two and only two long run options — trans-
formational growth or stagnation. . . . These two choices tend to alternate, giving rise to the appearance of
‘long waves’ in economic life” (Nell, 1988, p. 163).

4. Note that the focus on the development of the market from a historical perspective echoes the debate on
the transition from feudalism to capitalism, and Dobb’s argument about the rise of trade and towns pro-
gressively undermining the system centered on serfdom and feudal social relations (Dobb, 1963).

5. Notice that in this way changes in the composition of demand more effectively establish the link between
consumption and growth than discussions of “variety” in consumption found in neoclassical endogenous
growth theory.

6. A massive attack on poverty might well have created new markets on the scale needed; but the War on
Poverty failed, and redistribution ran in the opposite direction, starting in the 1980s.

7. Thisis not to say that other factors were not also influential on the boom and bust (Gualerzi and Nell, 2010).
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