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Foreword

Innovation Profitability Analysis: A Challenge for Business
Research and Entrepreneurial Practice

In 2007 Professor Werner Pfeiffer, the doyen of German innovation and technology
management, celebrated his 75th birthday. His most well-known works are the
“Allgemeine Theorie der technischen Entwicklung als Grundlage einer Planung
und Prognose des technischen Fortschritts” (“General theory of technological
development as the basis for planning and predicting technological progress”),
Gottingen 1971, and the “Technologie-Portfolio zum Management strategischer
Zukunftsgeschiftsfelder” (“Technology portfolio for the management of strategic
future business areas”), Gottingen 1982, which he co-authored with G. Metze, W.
Schneider and R. Amler. His two students, a grandson and a follower of the “Pfeiffer
School”, wanted through this book, “Innovation profitability analysis”, to write a
new chapter in innovation research.

Innovation profitability analysis is a theoretical approach which follows the tra-
dition of business accounting in technology and innovation management. It uses
the classic tools, techniques, key figures and data of accounting, i.e. the methods
of bookkeeping, financial statements and the analysis of financial statements, cost
accounting, financing and investment, but also the theory of business taxation to
apply these, depending on the nature of the business innovation problem, to cal-
culations which will form the basis of business decisions about innovations. In
this way it employs “classic business management” for the purposes of innova-
tion management. In the past innovation and technology management have tended
to be characterised by strategic management, (international) innovation marketing
and technology transfer, the use of creativity techniques and technical forecasting
statements, technology evaluations as part of a technology philosophy, competi-
tion, patent and regulatory issues, organisational and innovation business issues and
human resources problems.

The aim of innovation profitability analysis is primarily to evaluate business earn-
ings in the form of an investment appraisal and a Balanced Scorecard and/or revenue
surplus, e.g. using a future-oriented free cash flow calculation including risk factors.



vi Foreword

Hauschildt! also sees that “innovation profitability analysis” should have the practi-
cal business requirements at least of a development and design department, that is,
the function(s) of project, investment, planning and control accounting as well as of
a profit and loss statement.

The background is the assumption that most innovations produced by a business
can be planned, directed and controlled by means of R&D controlling or innovation
marketing 2, to the extent that the technological innovations take place in a concrete
development stage  or in the stage of an assembly-oriented design phase. According
to the contribution of Steinhoff, who discusses the degree of innovation in success
factor research, application-oriented, business issues which apply the tools and tech-
niques of controlling, financial statements, the analysis of financial statements and
financial controlling to research and technology controlling are seldom found.

In accompanying innovative engineering accomplishments from patent appli-
cation through the development and design phases, production planning and
innovation marketing, including patent evaluation and exploitation with busi-
ness management accounting of operational and strategic controlling, through to
achieving a profitable innovation, the starting point of the book is precisely here.

The basic idea of innovation profitability analysis is to provide value creation
management and (competitive) success factor guidance in the sense of the Porter
approach or a kind of standard “innovation process chain total accounting” for
innovation processes in the company, which integrate project, investment, planning
and control accounting as well as profit and loss statements. Innovation profitability
analysis in the sense of an innovation process chain approach has to be quantifiable
both proactively and retroactively, i.e. from development through to the potential
market and vice versa. Innovation profitability analysis thus involves taking an
integrated look at the product life cycle, which also has to include the future devel-
opment cycle of innovation, the market life cycle and the recycling cycle as, for
example, in an innovative/new generation of cars.

One example of such a “total accounting concept” is the approach of the
Berlin Balanced Scorecard, which shows that strategies and success factors can
be guided by innovations, e.g. by means of the technology portfolio, and quanti-
fied and, with the aid of value added statements, target costing and the generation
of target prices using conjoint analysis, process costing, risk-adjusted cash flow
calculations, investment appraisals, human capital calculations, break-even analy-
ses, budget accounting, recognition of intangible assets, funds flow statements etc.,
present the different problem areas of an innovation process in business terms.

In following this approach, the authors of business innovation research seek to
open up another application area, namely to include it in the accounting, and hence
in cost-efficiency analysis and profit and loss statements. The corollary of this is that
the accounting system has to cope with a new research object, raising the issue of

! Hauschildt, “Die Innovationsergebnisrechnung — Instrument des FuE-Controlling”, 1974
2 Schmeisser, Kantner, Geburtig, and Schindler, 2006
3 See contributions in this book on IFRS accounts presentation and patent valuation.
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how best to apply cost-efficiency analysis and profit and loss statements to R&D,
technology and innovation, while taking special account of the risks associated
with the relevant technology fields and also bearing in mind the legal protection
of industrial property and patent and trademark law.

When one considers that the economics side of business innovation research
began with Schumpeter’s theory of economic development and the innovative
(inventor) entrepreneurs of 1911, and that Werner Pfeiffer, the doyen of a business
function of research and development management and innovation management,
introduced this into business teaching through his work on the theory of technolog-
ical progress in 1971 and his “Technology Portfolio” of 1982, we are still dealing
here with a very young business function.

Approaches to innovation research from the perspectives of strategic man-
agement, organisation research, personnel economics and marketing were and
have been comparatively analysed since the 1970s and 1980s, e.g. by Brockhoff,
Hauschildt, Trommsdorff and others.

The following topics are covered in the book:

e Whether and which success factors, dimensions and aspects of the phenomenon
of “innovation” can be regarded as of central importance to an explanation (e.g.
innovation as a contingency factor);

e Which are the dominant questions on the basis of prevailing knowledge and
theoretical approach (technological predictions and forecasting techniques for
weak signals, technology assessment, methods inventions, creativity techniques,
search field analysis, assessment of research projects and research programmes,
promoter model, venture capital management);

e Whether and to what extent the results of these approaches can offer practical
design hints for the enterprise or for research and development management or
innovation management.

Due to the heterogeneity of the individual approaches in innovation research,
the practical controlling aspects of development and technology management have
tended to be obscured, and since the 1990s research has been directed more at the
economics of innovation (Burr 2004) than at a theoretical frame of reference.

In this book on innovation profitability analysis, the emphasis is more on business
topics which discuss the methods of accounting, patent valuation and exploita-
tion, the controllability of research results in innovation projects through qualitative
tentative ideas in order to then transfer them to commercial calculations in a
scenario-specific way. For this reason the discussion centres on the following points
of emphasis:

(1) Innovation and technology management as a way of strategically and opera-
tionally controlling intangibles within the framework of patent valuation and
exploitation, IFRS accounting for development projects and the Berlin Balanced
Scorecard approach;
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(2) Industry and business analysis and their valuation with the aid of selected
business valuation methods and their risk factors, e.g. of the technology
portfolio;

(3) Generation of target prices with the aid of selected innovation marketing
methods and the cost accounting recording and control of R&D, production
planning and innovation marketing activities with the support of the technology
portfolio, the Berlin Balanced Scorecard, target costing, process costing and
budget accounting;

(4) Analysis of the innovation process and value-added chain with a view to
enabling companies to review whether a technological innovation will pay its
way;

(5) Innovation controlling and integration of the legal protection of industrial prop-
erty, especially patent law, into the innovation profitability analysis, and indeed
from idea through to the lapse of patent and trademark protection.

If it is possible to provide superior, innovative services on a competitive basis
which are important to the customer and the benefits of using them are also per-
ceived, then their success factors must be ascertainable. Target prices can then be set
for these innovative services using the tools of market research, they can be defended
over time by the patent and costs can be assigned during product development.

This creed is pursued by industry in its practical controlling approaches, and
this book also follows this line of thinking. If target prices, sales, market potentials,
market growth, costs recognised as cash outflows etc. can be assigned to an innova-
tion, then it becomes possible to perform cost-efficiency analysis and prepare profit
and loss statements on innovations and to include intangibles such as patents and
technical know-how in the balance sheet.

Berlin, Erfurt, Nuremberg, Munich 2010 Wilhelm Schmeisser,
Hermann Mohnkopf,

Matthias Hartmann, and

Gerhard Metze
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Chapter 1

Product Innovativeness in Success Factor
Research — Influencing Factor or Contingency
Factor?

Fee Steinhoff

1.1 Introduction

The overriding goal of the innovation profitability analysis is to make the innovator
aware of what level of (intangible) capital expenditure the exploitation of an inno-
vation on the market warrants. The innovation profitability analysis should also be
a project, investment, planning and control plan, as well as a profit and loss forecast
(Hauschildt 1994, p. 1018 et seq.). Based on the function of profit and loss forecast-
ing, there is a close connection to innovation success factor research. Success factor
research looks for the relevant criteria that make the difference between the success
and failure of an innovation: For what specific reasons is one innovation successful
in the market while another fails?

A glance at the track record of innovation ideas in practice makes the relevance
of success factor research clear: In a cross-sector, empirical, long-term study of
product innovations in 116 companies, only 0.6% of the 1,919 product innovation
ideas surveyed proved to be marketable and successful. Innovation ideas are put
through a stringent selection process: Not even 10% of the initial ideas reached the
market as products; of those that made it, some 70% were eliminated by the market
as flops . Of the products remaining in the market, 46% made a loss, 33% returned
no appreciable profit, and only 21% (ultimately 0.6%, or 11 of the 1,919) were
successful (Berth 1993, p. 217).

The flop rate findings highlight the need for experience of success factors of
innovations in practice. A large proportion of the failures could be avoided if
decision-makers had more relevant, reliable, and proven information and would use
it. An interesting question in this context is: What role does the degree of novelty
of innovations play? Are innovations of a low degree of novelty (incremental inno-
vations) or those of a high degree of novelty (radical innovations) more promising?
Alternatively, is product innovativeness a success factor for innovations at all? Or is
it rather a contingency factor?

F. Steinhoff (X))
Deutsche Telekom Laboratories, Ernst-Reuter-Platz 7, 10587 Berlin, Germany
e-mail: fee.steinhoff @telekom.de

W. Schmeisser et al. (eds.), Innovation Performance Accounting, 3
DOI 10.1007/978-3-642-01353-9_1, © Springer-Verlag Berlin Heidelberg 2010



4 F. Steinhoff

This paper addresses that question. For this purpose, we will first look into
success factor research (Section 1.2). Section 1.2.1 presents the state of research
on the measurement of innovation success. Section 1.2.2 provides an overview of
the key findings of success factor research. Section 1.3 focuses on the connection
between product innovativeness and success. Based on a perception of product inno-
vativeness as a multi-dimensional construct (Section 1.3.1), a synopsis of available
empirical findings on the influence of product innovativeness on success is presented
(Section 1.3.2). Finally, the question is pursued as to what extent product innova-
tiveness can be understood as a contingency variable in innovation management
(Section 1.3.3). The paper ends with a summary of significant findings (Section 1.4).

1.2 Success Factor Research

The goal of innovation management is success (Hauschildt 1991, p. 452). While
appropriate management activities cannot guarantee the success of an innovation,
they can substantially increase the chances for success (Lynn et al. 1996, p. 81). Both
the practice and science of innovation management are therefore greatly interested
in the question of what characterizes the success of innovations.

The concept of success factors stems from the empirical orientation of research
established in the 1960s, which has been pursued continuously up to the present.
Success factor research aims for both strategic “effectiveness ” (do the right thing)
and operational “efficiency ” (do it right, i.e., economically). The decision to estab-
lish an innovation idea as a project is an effectiveness decision (“do the right thing”).
Beyond this question of “whether to do it,” the project’s priority influences its effec-
tiveness: How intensively it is pursued in relation to other activities can also be the
right or the wrong thing. This decision of resource allocation must be supported
by appropriate methods of analysis. The subsequent product development and mar-
keting within a resource budget is, by contrast, not a question of effectiveness, but
rather of efficiency (““do it right”; Cooper 1999, p. 115 et seq.).

In order to assess relevance of management activities for success, the question is
initially posed as to what is understood to be innovation success (Hauschildt 1991,
p.-452). Section 1.2.1 provides an overview of the state of the research on mea-
surement of innovation success. Then an overview of significant findings of success
factor research is presented (Section 1.2.2).

1.2.1 Measurement of Innovation Success

While innovation research has dealt intensively with the topic of the measurement
of success (for an overview, see Ernst 2001, p. 165 et seq.; Hulting and Robben
1995, p. 393 et seq.), to date, no universal, context-free measurement approach has
caught on (Wall et al. 2004, p. 115; Griffin and Page 1996, p. 483). What constitutes
innovation success varies substantially in how it is subjectively experienced, and
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success is operationalized inconsistently in the research. If the results are supposed
to support strategic decisions, common key business management indicators such
as ROI are not adequate. Rather, success must then also reflect long-term goals and
the objectives of the relevant company or innovation project.

Available approaches for the measurement of innovation success can be dif-
ferentiated by (1) the level of examination, (2) the success dimensions used, and
(3) the underlying data collection method (Hart 1993, p.23; Hauschildt 1991,
p. 464 et seq.). The level of examination (1) is understood to mean the object/area
to which the success measurement relates. In this context, a distinction is made
between success at company level and success at project level. The examination
of company-level success (e.g., sales growth, profitability; for an overview, see
Venkatraman/Ramanujam 1986, p. 802 et seq.) is problematic for two reasons. On
the one hand, success at company level is determined not only by innovations but
also by a multitude of additional internal and external factors. This means that there
is no clear causality between successful innovation management and success at
company level (Cooper and Kleinschmidt 1996, p. 19; Hart 1993, p.26). On the
other hand, the measurement of success at company level represents a measurement
approach based on past activity: A company’s current sales and profitability figures
reflect the success not of its current but its past innovation activity (Billing 2003,
p- 155). As a consequence, scientific research is dominated by the measurement of
innovation success at project level (Hart 1993, p. 26).

In terms of success dimensions (2), a distinction is made at project level between
results-related and process-related success indicators (Krieger 2005, p. 30 et seq.;
Griffin and Page 1996, p.486). Results-related criteria are output-oriented: They
reflect the results of innovation projects or their contribution to change in the eco-
nomic position of a company (Gerpott 1999, p.81). Key criteria for economic
market success are profit or loss, the market share, and the image improvement of an
innovation (Griffin and Page 1996, p. 485; Cordero 1990, p. 188 et seq.; Rubenstein
etal. 1976, p. 17). By contrast, the technical success of an innovation and the com-
pany’s gain in expertise represent significant internal success criteria (Billing 2003,
p. 157; Cordero 1990, p. 187 et seq.; Rubenstein etal. 1976, p. 17). While techni-
cal success is related to the current, physical result of the R&D process (Olschowy
1990, p. 52), the strategic expansion of internal expertise can be seen as an important
future-oriented success indicator (Maltz et al. 2003, p. 189; Hart 1993, p. 25).

Since a successful result presumes a successful process, concomitant process-
related success criteria are frequently used (in particular for long innovation
processes and in early phases). Behind this is the idea that innovation success is
based on the fulfillment of partial performances which can be assessed on a phase-
specific basis at predetermined project milestones throughout the entire process
(Billing 2003, p. 158; Hauschildt 1991, p.471). Process-related success criteria can
be depicted by the following three goals: the quality/benefit of innovation, the asso-
ciated expense, and the time needed (Krieger 2005, p.30 et seq.; Scigliano 2003,
p. 51; Pleschak and Sabisch 1996, p.9).

Finally, the literature on data collection methods (3) differentiates between objec-
tive and subjective measurement of success. Objective success measurement is
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based on value-based, absolute indicators of result- or process-related success cri-
teria (e.g., market share as a percentage, expenses in EUR). Subjective success
measurement, by contrast, is based on recording the subjectively perceived degree
of target achievement of the underlying success criteria. Intuitive estimates are nor-
mally converted into numerical values (e.g., rating the degree of target achievement
on a scale of 1-7; Werner and Souder 1997, p. 34 et seq.).

Although the smaller scope for interpretation and the related better inter-
subjective comparability represent significant advantages of objective success
indicators (Venkatraman and Ramanujam 1987, p. 117 et seq.), subjective success
measurement dominates in science (Wall etal. 2004, p.96; Werner and Souder
1997, p.35; Hauschildt 1991, p.464 et seq.). For example, the information policy
of many companies does not permit the use of sensitive objective figures (e.g., earn-
ings) (Ernst 2001, p. 168). In addition, in contrast to objective indicators, subjective
indicators can also be used to estimate future expectations of success. That is espe-
cially relevant for the assessment of projects in which the innovation has not yet or
has only recently been introduced on the market. In such cases, reliable objective
data are normally not yet available (Werner and Souder 1997, p. 34 et seq.). Finally,
subjective criteria show a high level of validity: Strong correlations are reported
between subjective and objective success criteria in empirical studies (e.g., Wall
etal. 2004, p. 112; Voss and Voss 2000, p. 76).

1.2.2 Overview of the Field of Research

As already presented in the introduction, success factor research aims to identify
factors that significantly influence innovation success. High flop rates of innova-
tions in the market led to a general awareness of the problem and to the quest in
management research for reasons for success and failure of new products. There
is no standard method for success factor research and a wide range of empirical
methods are used from qualitative interviews to standardized surveys. Normally, a
random sample of cases is investigated for factors that discriminate between suc-
cess and failure. Frequently, success is operationalized by one or more dependent
variables, and independent variables are analyzed as potential success factors using
multivariate statistics (Trommsdorff 1991, p. 182).

The current status of success factor research is based on the work of many
researchers. Important early studies include the “SAPPHO” study (Rothwell et al.
1974), the “Stanford Innovation Project” (Maidique and Zirger 1984), and the
continuously enhanced “NewProd-Project” of Cooper and his research team (e.g.,
Cooper and Kleinschmidt 1993). In addition to studies that examine a wide range
of potential success factors, there are a few that undertake a deeper analysis of a
limited number of success factors (e.g., Gruner and Homburg 2000).

The volume of findings concerning innovation success factors has grown to
almost overwhelming proportions. Even ignoring many individual studies and
focusing on the common elements from synopses and meta-analyses, the quan-
tity of findings is difficult to grasp. However, if an attempt is made to qualitatively
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Fig. 1.1 Success factors of innovations after 25 years of research
[Source: Trommsdorff and Steinhoff 2007, p. 70 (Synopsis of numerous studies, including
Montoya-Weiss and Calantone 1994; Melheritz 1999; Henard and Szymanski 2001)]

integrate them, with an eye on the prevailing findings that have repeatedly appeared
with various methods and in different research contexts, it is possible to generi-
cally summarize three decades of success factor research (see Fig. 1.1). It appears
that a very large portion of the success/failure variance is caused by factors that,
broadly speaking, relate to marketing. Among these factors are strategic and opera-
tional marketing decisions and information from (innovation) market research that
underlie such decisions.

The findings of success factor research provide great benefits for innovation man-
agement, but they have also been criticized in the past. The criticism centers on the
fact that findings for the same or similar independent variables vary, in some cases
significantly, in terms of the strength of their influence (van der Panne etal. 2003;
Henard and Szymanski 2001). Significant points of criticism relate to the use of
inconsistent and weak methods of measurement, insufficient theoretical underpin-
ning, as well as the neglect of contextual factors (Ernst 2002; Haenecke 2002; for
detailed criticism, see Steinhoff 2006, p. 19 et seq.).

In addition, the operational details of innovation management are highly com-
plex, such that the information requirement for efficiency extends beyond the
scope of success factor research. Management needs information regarding precise
conditions of innovation from the specific situational analysis. For this purpose,
innovation market research must deliver external information, in particular con-
cerning the expected behavior of the target customers, partners, and competitors.
Nevertheless, the results of general success factor research can be meaningfully used
in practice to support the decision-making process and are substantiated by science.
The list is therefore useful as a checklist that should accompany each innovation
project.
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1.3 Connection Between Product Innovativeness and Success

One criterion that has increasingly been taken into consideration in success fac-
tor research in recent years is the degree of novelty of innovations (Ernst 2002,
p-33; Tidd and Bodley 2002, p.129). The question arises as to what influence
this factor has on innovation success. Are slight improvements, so-called incre-
mental innovations, more successful than revolutionary, radical innovations? The
exploration of this question initially requires one to wrestle with the construct
of degree of novelty. Section 1.3.1 addresses this topic. An overview of find-
ings regarding the influence of product innovativeness on success is then provided
(Section 1.3.2).

1.3.1 Product Innovativeness as a Multi-dimensional Construct

Manufacturers of frozen foods, cigarettes, and detergents like to characterize any-
thing that corresponds to a new brand, mixture, flavor, fragrance, or even packaging
as an innovation. Providers of financial services combine parameters of conditions
into “new products.” Each stylish variant of a clothing producer’s product is an
“innovation.” There have been enormous revolutions in business and the economy
as a result of new products such as video and CD, PC and Internet, fax and mobile
telephone, catalytic converters and ABS. The following may appear fairly innova-
tive: the entry of Mannesmann into mobile telephony, that of Deutsche Bahn AG
(German State Railways) into customer-oriented services such as steward services
provided by conductors in first class, that of many banks into direct banking, and the
founding of countless Internet-based companies. Which of these is more innovative
than the others?

An innovation is more or less novel and has a “degree of innovation” on
the continuum between the smallest (incremental) change and complete (radical)
revolution. The degree of novelty of an innovation (or synonymously: product inno-
vativeness) expresses the degree of difference of an innovation in relation to the
previous state (Hauschildt 2004, p. 14). In the literature on innovation management,
which is strongly influenced by the United States, a great many terms exist for
innovations with a high degree of novelty: radical, really new, discontinuous, archi-
tectural, evolutionary, revolutionary, highly innovative, major, break-through, and
substantial. The problem is that these terms for the most part are not clearly defined
and delineated and are not used consistently. As a result, the comparability of the
results of scientific research and the applicability of results in practice is very lim-
ited (Garcia and Calantone 2002, p. 110 et seq.; Danneels and Kleinschmidt 2001,
p- 358).

Newer approaches regarding product innovativeness conceptualize and opera-
tionalize product innovativeness as a multi-dimensional construct on the basis of an
analysis of existing research approaches (e.g., Salomo 2003; Billing 2003; Garcia
and Calantone 2002; Avlonitis et al. 2001; Hauschildt and Schlaak 2001; Danneels
and Kleinschmidt 2001; Green etal. 1995). Considered as a whole, it becomes
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clear that the novelty of an innovation is not a one-dimensional construct, but
rather should be described and operationalized (1) by multiple perspectives (“new
for whom?”’: micro- vs. macro-perspective) and (2) by multiple determinants and
consequences (‘“new in what respect?”’: market, technology, organization, and envi-
ronment). Based on the integrated consideration of the existing research by Salomo
(2003, p.412 et seq.) and Billing (2003, p. 30 et seq.), product innovativeness can be
conceptualized with the help of the following four dimensions:

o Degree of market innovation: The degree of market innovation provides informa-
tion on how greatly the innovation differs from existing products in the market.
From the perspective of the innovating company (micro-perspective), a high
degree of market innovation is connected with addressing a new market and
new customer groups. Such innovations give rise to relatively high levels of
uncertainty, but also to the opportunity to fundamentally improve the company’s
market position. From the view of the industry (macro-perspective), innovations
with a high degree of market innovation offer profoundly new benefits, but are
normally also connected with extensive changes in learning and behavior as well
as increased adoption risk for potential customers.

e Degree of technological innovation: The degree of technological innovation is
derived from the scope of technical novelty associated with the innovation. The
use of new technological principles makes possible great leaps in performance
and, as a result, frequently displaces existing technologies. Consequently, inno-
vations with a high degree of technological innovation both at the micro- and
macro-levels are associated with comparatively great technological uncertainties.

e Degree of organizational innovation: The degree of organizational innovation
focuses on the internal micro-perspective. Profound innovations are frequently
associated with new, formal, organizational structures and processes. However,
they also affect informal characteristics of organizations, for example by chang-
ing corporate culture. This is reflected, for example, in intensified and more
open collaboration with external business partners. Strategic realignment is also
a feature of innovations with a high degree of organizational innovation.

e Degree of environmental innovation: The degree of environmental innovation
is an aspect of the industry-wide macro-perspective that has frequently been
neglected. Innovations influence not only the direct market players (in particu-
lar, providers and consumers), but also the more broadly conceived environment.
Particularly radical innovations frequently demand the set-up of new infrastruc-
ture, as well as considerable adjustments to regulatory and social conditions.

The conceptualization of product innovativeness as a four-dimensional construct
is summarized in the Fig. 1.2.

Product innovativeness can be determined by means of the four dimensions
described. Following the approach of Garcia and Calantone (2002, p. 121), different
types of innovations can be defined based on the combination of the four dimen-
sions of product innovativeness (Salomo 2003, p. 406 et seq.): Radical innovations
show comparatively high levels of discontinuity in all four dimensions. It must be
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Fig. 1.2 Conceptualization of product innovativeness as a multi-dimensional construct
[Source: based on Krieger (2005, p. 16) and Salomo (2003, p. 406)]

assumed that, in particular, the presence of a high degree of environmental innova-
tion distinguishes radical innovations from less profound innovations. By contrast,
the opposite extreme of an incremental innovation is limited to discontinuities on the
micro-level and as a rule shows changes in only one dimension. All combinations
of discontinuities in the areas of market, technology, organization, and environment
lying between the two extremes can be classified as moderately innovative. In some
cases, the term profound innovation is used for moderately innovative to radical
innovations.

1.3.2 Influence of Product Innovativeness on Success

In the general management literature, it is assumed that radical innovations exhibit
a risk—reward ratio that deviates from that of incremental innovations (Zirger 1997,
p-295). According to this, radical innovations offer the possibility of sustained
differentiation from the competition (e.g., Song and Parry 1999, p. 665) and the
opportunity for exceptional success (e.g., Baker and Sinkula 2005, p.491). At the
same time, however, the uncertainties entailed in radical innovations mean that both
the probability and degree of success are uncertain (Danneels 2002, p. 1, 106).

The findings of scientific studies regarding the correlation between product
innovativeness and the innovation success are conflicting. The literature indicates

e a positive correlation (Zhou 2006, p. 399; Zhou etal. 2005, p.52; Berth 2003,
p- 18; Song and Montoya-Weiss 1998, p. 131; Zirger 1997, p. 295; Gatignon and
Xuereb 1997, p.85; Brinkmann 1997, p. 163; Booz, Allen & Hamilton 1982,
p-8);
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e anegative correlation (Min etal. 2000, p. 25 et seq.; Danneels and Kleinschmidt
2001, p. 369; Ali 2000, p. 158; Atuahene-Gima 1996, p. 99; Zirger and Maidique
1990, p. 878; Meyer and Roberts 1986, p. 815);

e a U-shaped correlation (Avlonitis etal. 2001, p.338; Kotzbauer 1992, p.224;
Kleinschmidt and Cooper 1991, p. 244 et seq.); and

e no clear correlation (Krieger 2005, p.162; Henard and Szymanski 2001,
p-367; Schlaak 1999, p.256et seq.; Calantone etal. 1994, p. 146; Cooper and
Kleinschmidt 1993, p. 109).

The empirical results of Song and Montoya-Weiss (1998, p. 131) show, for exam-
ple, that the average profitability of radical innovations is significantly higher than
that of incremental innovations. Zhou etal. (2005, p.52) can empirically demon-
strate that innovations with a high degree of technological innovation or a high
degree of market innovation positively influence company and product success. A
practice-oriented long-term study (Berth 2003; p. 18) delivers specific comparative
figures, which suggest that radical innovation projects achieve average profitability
of 14.7%, while incremental innovations only demonstrate 6.9%.

By contrast, empirical studies relating to the synergy of new projects with exist-
ing company resources indicate a negative influence of product innovativeness on
success. According to these studies, innovation projects that can fall back on inter-
nal resources (e.g., R&D and marketing expertise) (normally incremental innovation
projects) are more successful than radical projects that require the acquisition of
new resources due to a lack of synergies (Danneels and Kleinschmidt 2001, p. 369;
Zirger and Maidique 1990, p. 878).

Kleinschmidt and Cooper (1991, p.241) deal with the conflicting findings in the
literature and explain them by way of two opposing effects. On the one hand, radical
innovations offer the opportunity of sustained differentiation from the competition
(positive influence on success), but on the other hand, there are few synergies with
the available internal resources (negative influence on success). The authors can
empirically identify a U-shaped progression of the correlation between product
innovativeness and success. Accordingly, both incremental and radical innovations
exhibit comparably high rates and degrees of success (including ROI and market
share), while moderately innovative innovations turn out to be markedly less suc-
cessful. An average product innovativeness comes with the risk of a “stuck in the
middle” position: Moderately innovative products possess neither a sufficient rela-
tive edge in the market nor the advantage of internal synergy effects (Kleinschmidt
and Cooper 1991, p. 244 et seq.).

Kotzbauer (1992, p.186) likewise suspects a U-shaped relationship between
product innovativeness and innovation success, but in contrast to Kleinschmidt and
Cooper (1991) asserts an inverted U-shaped correlation. Kotzbauer (1992, p. 119
et seq.) develops an explanatory model of the optimal level of innovation from a
consumer-oriented perspective. Under this model, an increasing perceived prod-
uct innovativeness is associated with both an expectation of increasing advantages
(assumption of benefit), as well as disproportionately increasing acceptance risks
(importance and probability of negative purchase consequences). If the potential
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customers are risk averse, Kotzbauer (1992, p. 125 et seq.) derives the existence of
an optimal level of innovation. According to this theory, a product’s chances of suc-
cess initially rise with an increasing product innovativeness up to the point of the
maximum perceived benefit. If the level of innovation exceeds this point, then the
innovation’s prospects of success must be expected to decrease. Kotzbauer (1992,
p- 224) managed to generate the first empirical indications of the postulated inverse
U-shaped correlation between product innovativeness and the financial success of
the new product (Avlonitis et al. 2001, p. 338 made the same finding for service
innovations).

In summary, it can be stated that there are contradictory findings in the literature
regarding the influence of the degree of the innovation on success. This conclu-
sion is confirmed by the meta-analysis by Henard and Szymanski (2001, p.367) in
which no significant influence on success by product innovativeness can be ascer-
tained. A significant reason for the state of findings is found in the inconsistent
conceptualization and operationalization of product innovativeness (Salomo 2003,
p-401 et seq.). Thus it must be assumed that the perspective of novelty (“new for
whom?”) influences the correlation (Schlaak 1999, p. 107). Studies made from the
perspective of the innovating company (e.g., Danneels and Kleinschmidt 2001) tend
to detect a negative influence of product innovativeness, while from the perspective
of the market, high product innovativeness tends rather to be positively correlated
with success (e.g., Song and Montoya-Weiss 1998). At the same time, however, the
model in Kotzbauer (1992) indicates that profound innovations are also connected
with increased risks from the perspective of the market.

There is a general accord in the research that, at company level, a long-term
strategic competitive advantage requires a combination of different types of inno-
vation (Han etal. 2001, p. 11; Tushman etal. 1997, p.7; Wind and Mahajan 1997,
p-2). At project level, the question arises of whether product innovativeness should
be considered not so much an independent variable, but rather a moderating variable.
The following section addresses this question.

1.3.3 Product Innovativeness as a Contingency Variable

A moderating effect exists when the correlation between an independent and a
dependent variable is influenced (strengthened or weakened) by a third variable
(the moderating variable) (Venkatraman 1989, p.424 et seq.). The rather contra-
dictory findings from success factor research to date indicate that high product
innovativeness does not guarantee success. Rather, the development and introduc-
tion of profound innovations appears to require special innovation management.
That would mean that product innovativeness represents a not so much a criterion
for success as a moderating variable:

(...) many studies have tended to overlook an important reality: that projects can differ
substantially in their degree of innovativeness and that this may have an impact on what it
takes to achieve success. (de Brentani 2001, p. 170)
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The contingency theory anchored in organizational theory (for an overview, see
Zeithaml et al. 1988; Drazin and van de Ven 1985) offers potential for a better under-
standing of how contextual factors impact innovation management. Contingency
theory rejects the existence of an organizational structure that is effective under all
conditions. Rather, it is assumed that the optimal organizational structure varies
depending on given contingency factors, such as company size, strategy, and
uncertainty (Zeithaml etal. 1988, p. 39; Drazin and van de Ven 1985, p.514).

In the context of innovation projects, an industry influence is suspected relatively
frequently. Empirical studies often focus on specific industry segments in order to
exclude this influence and consequently for reasons of comparability (Hauschildt
2004, p.49; Ernst 2001, p. 180). However, cross-sectoral contributions of success
factor research frequently cannot identify any influence of industry membership on
success factors of innovation projects (Ernst 2001, p. 180; see, e.g., Kédrkkiinen et al.
2001, p. 398). One supposed reason for this non-finding is that the use of an indus-
try classification insufficiently operationalizes matters that are suspected to have
an influence on evidence of success factors. Correspondingly, scientific research is
increasingly refraining from the use of the industry classification in favor of other
contingency factors (Ernst 2001, p. 180; Melheritz 1999, p. 157).

Tidd (2001, p. 175), on the basis of an analysis of the literature, arrives at the
conclusion that two contingency factors in particular have a significant influence on
the management of innovations: uncertainty and complexity. Uncertainty represents
a constituent feature of profound innovation projects (Lynn and Akgiin 1998, p. 13),
and profound innovations are frequently very complex (Kim and Wilemon 2003,
p- 19). In line with this, product innovativeness is largely universally understood in
the literature to be a contingent variable of innovation management (Scigliano 2003,
p. 60).

It can be supposed that the degree of novelty of an innovation represents a
twofold contingency factor in two respects. In line with the so-called selection
approach in contingency theory, organizations adapt their behavior to the context
(Drazin and van de Ven 1985, p.516et seq.). Profound innovations pose particu-
lar challenges to innovation management due to the exceptionally high levels of
uncertainty entailed:

Is it reasonable to expect that an innovation strategy used on an incremental innovation can
be equally effective for a radical innovation? Most likely not. Innovation strategies must be
tailored to the nature of the innovation and the degree of uncertainties present. (Lynn and
Akgiin 1998, p. 12)

Furthermore, the question arises as to what extent product innovativeness
exhibits a moderating effect on the influence of management factors on success.
The interaction approach of contingency theory is subject to the assumption that
success increases with an increasing fit between context and management behavior
(Drazin and van de Ven 1985, p. 517 et seq.).

Empirical studies show that product innovativeness represents a contingency
factor in two respects, i.e., according to both the selection approach and the
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interaction approach. Thus, empirical studies report, for example, that com-
pared with incremental innovation projects, considerably more qualitative market
research methods are used in radical projects (Adams etal. 1998, p.418; Shanklin
and Ryans 1988, p.492et seq.). Gruner (1997, p. 177 et seq.) demonstrated for
moderately novel innovation projects that customers were comparably less inten-
sively integrated in idea generation, but were much more intensively integrated
into the innovation process during market launch. In other words, incremen-
tal and radical innovations frequently employ different management activities in
practice.

In addition, many empirical studies report moderating effects (e.g., Steinhoff
2006; Krieger 2005; Lee and O’Connor 2003; Lee and Na 1994). Lee and Na
(1994), for example, demonstrated empirically that the support of a promoter is
more important for the success of radical innovation projects than for the success
of incremental ones. Likewise, product innovativeness has emerged as a moderat-
ing factor with regard to the correlation between customer orientation and success.
Intensive customer orientation (especially that based on qualitative methods) has a
positive influence on success, and the strength of the influence increases with an
increasing product innovativeness. Thus very novel, radical innovations benefit par-
ticularly from a strong orientation to potential customers in the market (Steinhoff
2006).

1.4 Summary

One function of the innovation profitability analysis consists of profit and loss fore-
casting. It should include expenditures and revenues as well as their net balance
as the innovation output (Hauschildt 1994). A close substantive relationship can be
seen to the success factor report. The success factor report searches for the factors
that make an innovation successful. Product innovativeness represents a potential
success factor. New products vary with respect to their degree of novelty: The
range extends from minimal improvements (incremental innovations) through mod-
erately innovative new products to revolutionary changes and radical innovations.
Innovation decisions are ultimately investment decisions (Hauschildt 1994). The
goal must be to achieve the highest possible output with the lowest possible use
of resources. The decision as to which innovation ideas should be established as
projects and the extent to which resources should be employed in each case is a
question of effectiveness (“do the right thing”). In this context, the practice requires
recommendations as to which roles the degree of novelty should play in the selec-
tion process. Should incremental or radical innovations be preferred in the budget
distribution?

This paper has addressed the question as to what extent the degree of novelty
represents an influencing factor or a contingency factor in success factor research.
Building on an overview of success factor research, the correlation between prod-
uct innovativeness and success was analyzed. In doing so, it initially became clear
that product innovativeness represents a multi-dimensional construct comprising
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the four dimensions of market, technology, organization, and environment. In a
synopsis, it was then pointed out that empirical studies of the correlation between
product innovativeness and success produce contradictory findings. Indications have
been found of a positive, negative, U-shaped, and even no clear correlation. It can
be supposed that a significant reason for this is the inconsistent conceptualization
and operationalization of the product innovativeness construct.

Regardless of the influence of product innovativeness on success, the research
is in agreement that a long-term strategic competitive advantage requires a combi-
nation of various types of innovation. Based on this knowledge, we then explored
the question of what extent product innovativeness is less a success factor than a
contingency factor. It was demonstrated that product innovativeness represents a
contingency factor in two ways. On the one hand, different innovation manage-
ment activities are frequently used in practice depending on the degree of novelty.
On the other hand, empirical studies frequently found a moderating effect of prod-
uct innovativeness. Thus the correlation between specific management activities
and innovation success is influenced by the degree of novelty. According to the
current state of research, it therefore is assumed that product innovativeness rep-
resents a contingency factor in success factor research. A definitive clarification
of the specific role of product innovativeness as a factor influencing success will
require a uniform operationalization construct in the future and an accompanying
comparability of scientific studies.
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Chapter 2

Financial Evaluation of Innovations: Structure
and Implementation. An Analysis Using a Case
Study from the Telecommunications Industry

Michael Erner and Volker Presse

2.1 Introduction

The globalization of markets has led to industrialized economies increasingly devel-
oping into knowledge societies in which innovation represents the most important
strategic resource in global competition. Increasingly shorter product lifecycles (see
Gruner 1996, p. 14 et seq.) are forcing companies to write off rising development
costs (see Backhaus 1999, p. 16) at an ever faster rate. In the automotive industry,
for example, the product lifecycle of the VW Golf has reduced from 9 years (Golf I)
to 6 years for the Golf III (see Meffert 2000, p. 1350 et seq.). In the telecommunica-
tions industry, due to the opening up of markets and liberalization, completely new
providers are also pushing into the market, thus also increasing competitive pres-
sure for all those involved (see Biillingen, Stamm April 2003, p. 25 et seq.). The
result is that falling margins and sales are reducing the entrepreneurial and, above
all, financial freedom of organizations and thus reinforcing the need for growth.

New products and services are enabling companies to generate new sales and
conquer new markets. Innovations are thus, on the one hand, the basis for sustainable
corporate growth, whereas on the other, the cost pressures described above result in
the further restriction of financial resources. As a result, the need for efficiency when
developing innovations is becoming increasingly important. Furthermore, in addi-
tion to the development, the definition of the term “innovation” includes “usage” or
successful launch on the market (see Brockhoff 1992, p. 28). Accordingly, innova-
tions must be investigated as regards their commercial success (see Kim, Mauborgne
2004, p. 172). Success is established as part of determining the value contribution
of the innovations, which is part financial, part strategic. In terms of strategy, this
may concern both technological and market perspectives, such as the strategic fit
of new IPTV offers to the existing product portfolios of telecommunications com-
panies. In addition to a qualitative assessment, the value contribution must also be
assessed quantitatively, i.e., in financial terms. In the following the term evaluation
accordingly focuses on the financial evaluation.
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To summarize, it can be said that companies require successful innovations
which generate a value for the company. Business literature has long discussed
how innovations can be assessed. In addition to the financial evaluation established
by Hauschildt (see Hauschildt 1994), strategic and accounting approaches to the
market- and technology-orientated assessment of innovations have recently been
combined under the key concept of “innovation controlling”.

This chapter discusses the terms “innovation” and “innovation management” in
Section 2.2. Section 2.3 considers the problems associated with the measurement of
innovations, and in the fourth section the structure and implementation of a market-
orientated measurement of innovations is presented as an example.

2.2 Innovations

First, the terms “innovation” and “innovation management” will be defined, as well
as their properties and dimensions.

2.2.1 Definition

There are numerous definitions of the concept of “innovation” existing in economic
and business literature. The significance of innovation was highlighted as early as
the beginning of the twentieth century by Schumpeter in his theory on economic
development, amongst others. Based on a comparison of various definitions of the
term, Hauschildt understands “innovations” to be “[...] qualitatively new types of
products or processes which differ significantly from their previous state — however
that may be defined” (Hauschildt 2004, p. 7).

Innovations can be distinguished from inventions by the criterion of successful
launch on the market (product innovation) or the deployment of a new process (pro-
cess or method innovation) (see a number of authors, e.g., Brockhoff 1992, p. 28;
Bullinger 1994, p. 32 et seq.).

Unlike inventions, innovations generate — by definition — an economic value and
are accessible to a large group of recipients (see Kumar and Phrommathed 2005,
p. 7; Garcia and Calantone 2002, p. 112).

A key differential of innovations is the degree or level of innovation. While minor
changes and additions (incremental innovations) generally have calculable effects
on a company’s business, radical innovations (high level of innovation) present
considerable uncertainty for the business model and the entire company.

2.2.2 Innovation Management

In the last few years, innovation management has developed into an independent
approach in management theory. Hauschildt defines innovation management as
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Fig. 2.1 Innovation process according to Koen et al. (2001)

the planning, implementation, and monitoring of activities throughout the entire
innovation process (see Hauschildt 2004, p. 30). Koen et al. identify three key phases
of the innovation process (see Fig. 2.1): “front-end of innovation,” “new product
and process development,” and the final “commercialization phase” (see Koen et al.
2001). The individual phases can be distinguished as regards the structure of tasks,
information requirements, the management tools deployed, and, finally, their contri-
bution to the measurement of innovations (see for the following information Koen
et al. 2001).

The first phase (“front-end of innovation”) primarily aims at generating new
ideas and initiatives. It is frequently characterized by a largely missing organiza-
tional structure and high degree of uncertainty such that product and resulting sales
expectations cannot be specifically formulated. At the end of this phase, detailed
development project proposals are available.

In the second phase (“new product and process development”), the focus is
on selecting and developing new products and processes with the aim of creating
accessible product and service concepts. These are illustrated by prototypes and
demonstrators. This phase is typically carried out within a structured and clearly
budgeted project organization. As the degree of maturity of the innovation increases,
the value contribution of the investment for the company is forecasted in this phase,
whereby generally various product and service concepts are going to be normally
assessed.

Once the product development process has been successfully completed, the final
step is to commercialize the innovation using standardized market launch processes,
e.g., by planning marketing and advertising campaigns. Innovation management
uses the classic tools of the marketing mix, such as sales, communication, and price
policy, to create a complete marketing plan. More details on value contribution are
provided in this phase.
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2.3 Financial Evaluation of Innovations

This section discusses the treatment of innovations from the point of view of
accounting systems and their structure. We will then go on to present the objec-
tives and methods for the structure and implementation of the measurement of
innovations.

2.3.1 Innovations from the Point of View of Investment Appraisals

Innovations aim to sustainably increase a company’s sales through successful mar-
ket launch. However, the success of an innovation poses risks. The implementation
of innovation projects entails a long-term commitment of funds (development costs)
with the aim of generating funds from their later use (see Mensch 2002, p. 1).
Innovations can thus be considered as investments.

For many years, investment appraisals have involved measuring investments, i.e.,
assessing projects, products, and processes in terms of costs and revenues.

Before it can be demonstrated whether and which investment appraisal method
can be used for innovation projects, the underlying logic and structure of the
accounting systems must first of all be presented.

2.3.2 Basic Structure of Accounting Systems

The basic structure of business accounting systems comprises four key elements:
recording, allocation, measuring, and clearing method.

2.3.2.1 Recording

Recording deals with the question as to which reference objects and data points need
to be recorded for the accounting system.

Reference objects are essentially innovation projects and the resulting prod-
ucts are derived measurement objects. In terms of costs for innovation projects,
in addition to “direct” project costs for development, integration, and rollout (e.g.,
personnel expenses), overheads (e.g., laboratory or license costs) are also incurred.
The former can normally be collected easily through project controlling. Overheads
are initially recorded for the entire organization.

The costs of purchasing (CAPEX), operating (OPEX), or using the innovation
must also be recorded. Radical innovations in terms of technology in particular
require new cost-intensive investments. The new mobile communications standard
UMTS, for example, required high capital expenditure to set up the new network.

The reference objects for recording revenues are essentially the same as those
for recording the costs, with a few additional market-related differentials, such as
customer groups or market segments. The most important revenue items are sales,
which are induced by innovations. Other revenues are possible through the sale
of consulting services, licensing, or the use of patents. The majority of revenues
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are generated after costs have been incurred, since innovation projects generally do
not generate any revenue during their lifetime. Revenues cannot be generated or
recorded as actual values until the innovation is used or commercialized. However,
an attempt must be made as early as possible to forecast revenue items and record
them as planned values.

2.3.2.2 Allocation

The second aspect relates to the allocation of costs and revenues to an innovation or
innovation project.

When allocating costs and revenues, the type of innovation is decisive. Costs
can generally be allocated to innovations in method, process, and infrastructure
(see Gemiinden and Littkemann 2007, p. 3), as well as to product innovations. This
applies for capital expenditure as well as for any cost savings which may be achieved
later through improvements.

In terms of costs, the allocation of overheads is the biggest challenge. The
breakdown and dedicated recording greatly simplifies subsequent allocation to the
relevant innovation projects but entails increased costs.

In addition to traditional overheads, such as personnel expenses, other costs can
take on an overhead character, in particular in the case of interconnected prod-
ucts. If several products are based on the same “innovation infrastructure”, e.g.,
when setting up the UMTS network, these costs must be allocated to the individual
innovations.

Revenue allocation is much more complex than cost allocation. Incremental inno-
vations improve existing products, thus increasing the benefits for customers and, in
turn, product sales. However, it is difficult to determine whether and, above all, to
what extent the increases have actually been triggered by the respective innovation.
In the case of declining sales, product improvements must be considered a success
if they contribute to maintaining existing revenue levels.

With radical innovations, the question of allocation is often much easier to
answer since these innovations can be clearly identified as new benefits for cus-
tomers. Radical innovations often lead to a completely new product range such that
the resulting revenues can be clearly attributed to the relevant innovation.

As mentioned above, in addition to the level of innovation, the type of innovation
is also important for allocation. While it is relatively easy to allocate revenues to
product innovations of a specific product, this is not generally directly possible for
process innovations, but only using a theoretical construct. Method, process, and
infrastructure innovations can, however, also make a positive contribution to the
market, e.g., through improved quality, faster access times, greater robustness (see
Gemiinden and Littkemann 2007, p. 3), and must therefore also be reflected in terms
of revenue.

2.3.2.3 Measuring

After establishing which operands are to be considered (recording) and how
these can be assigned (allocation), the third step is to clarify the question of
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measurement. Measurement is not subject to legal or other provisions and largely
takes place according to entrepreneurial considerations and is therefore market
orientated.

Basically, it is easier to measure costs than revenues. With regard to project costs,
the costs actually incurred during the project are recorded and stated at the amount
spent. The costs for purchasing (CAPEX) and operating (OPEX) the innovation,
however, are more difficult to measure since these are merely budgeted figures.
For incremental innovations, past purchasing and start-up costs can often be used.
Measurement in the case of radical innovations is even more difficult since, depend-
ing on the case, this involves the use of completely new technologies for which
no market prices exist at present. In contrast, OPEX for incremental innovations as
well as completely new technologies can often be measured with reference to past
experience. Sales, marketing, call center, or service costs can be taken from existing
business and adapted, whereby flat rate values are frequently used.

The measurement of revenues presents the greatest risk due to the fact that they
are pure forecasts. The distinction between radical and incremental innovations is
also important here.

With radical innovations, the use of customer surveys and market tests are often
difficult to perform since the users generally have too little knowledge about the new
technologies, which means that no or only limited statements can be made on the
anticipated benefits. This makes it difficult to forecast customers’ willingness to pay
and usage behavior. One possibility for bypassing user surveys is to use and transfer
comparable cases from other sectors or foreign markets.

The rollout of mobile data services is given as an example here. European
mobile communications providers have tried, albeit with little success, to draw
conclusions from the Asian market as regards the rollout of i-mode or EDGE.
However, with these types of international comparisons, regional and above all cul-
tural particularities must be taken into account in the transferability of products and
services.

To measure revenues from incremental innovations, existing data and past val-
ues can be drawn on. However, in shrinking markets in particular, the share of
revenue triggered by new innovations is difficult to quantify since the prices in
such markets are also subject to a major decline. This can be clearly seen, for
example, in the trends in consumer prices for broadband Internet access (DSL
access). For example, a 2 Mbit/s access cost around EUR 42 in 2005, while a
year later a 6 Mbit/s access still only cost around EUR 43 (see Schwab April
2007, p. 8).

2.3.2.4 Clearing Method

Once the operands have been defined, delimited, and measured, the question of sys-
tematic processing is raised. As explained at the start of this section, innovations
or innovation projects can be regarded as investments. The static (e.g., cost, profit,
or profitability comparative analysis) and dynamic (e.g., capital value, annuities,
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internal rate of return, or net terminal value method) methods of investment
appraisal can be applied accordingly (see Gotze 2006, p. 49 et seq.).

2.3.3 Design and Significance of Innovation Profitability Analyses

The aim of innovation profitability analyses is, according to deliberations made
previously, to determine the values of innovations or innovation projects in order
to provide a decision basis for pursuing or ending these projects (see the central
tasks of R&D controlling, Gaiser et al. 1989, p. 33 et seq., for the significance of
project selection and the decision to abort projects).

Innovation controlling extends the understanding and tasks of the financial evalu-
ation. In his version of innovation controlling, Biirgel adds the strategic components
of a consideration of the market and technology in the future (see Biirgel 1994,
p. 102). In addition to the traditional tasks of finance and budgeting, project control
and reporting, this includes the tasks of strategic innovation controlling and project
selection or measurement (see Biirgel 1994, p. 103).

The design of the financial evaluation is based on three underlying require-
ments: the project, success, and future orientation of innovations (see Littkemann
2005). Developing innovations in the form of projects provides an internal billing
framework so that any costs incurred can be directly allocated to the reference
object. At the same time, the project scope schedules the duration of the inno-
vation project, which also simplifies the allocation of revenues and expenses to
the relevant period. Success orientation calls for an extension of cost account-
ing to include a profitability analysis. On the one hand, revenues and expenses
are introduced as operands and, on the other, netting these values makes it
possible to calculate project profit or loss and thus assess success. The revenue-
related view and consideration of income generated beyond the project term
permit a reasonable assessment of innovation projects. Without this future orien-
tation, the assessment of innovation projects would almost always be negative,
since the innovation sometimes does not generate revenues until some consider-
able time after the project has been completed (see Gemiinden and Littkemann
2007, p. 8 et seq.).

In practice, however, these requirements are frequently implemented inade-
quately. Usually the focus is predominantly on cost centers, driven by budget
considerations, which makes project-related considerations difficult (see Gaiser
et al. 1989, p. 37 et seq.). On the other hand, incorrectly understood project ori-
entation often leads to focusing on recording costs and thus pushes cost and time
control to the forefront. Thus often insufficient consideration is given to the fact that
innovations are also sources of revenue. Projects are therefore generally selected not
on the basis of future profits but on the basis of fixed budgets.

However, theories still focus on project and cost orientation, despite the require-
ments to the contrary. The design of revenue and market models is, in contrast, given
little consideration.
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Generally it remains the case that in theory and practice both the success and
future orientation are frequently insufficiently based on the innovation profitability
analysis.

2.3.4 Objective and Approach for Measurement in this article

This article presents the evaluation of innovations, illustrated by an example project.
In addition to pure cost considerations, the revenue and market perspectives are also
included, thus the use and exploitation of the innovation are taken into account in
good time.

First of all the problems and possible settlement of costs and revenues will be
described for each phase of the innovation process. Then the planning phase will be
presented in detail using an example. A market model developed as part of business
practice will also be presented and explained.

2.4 Structure and Implementation of Market-Orientated
Evaluation of Innovations

The comments on assessing innovations below refer above all to the main tasks of
project evaluation and selection, in particular based on the determined success of the
innovation. This requires the continual determination and monitoring of the value
contribution of innovations and/or innovation projects.

In the following sections, the individual phases of the innovation process will be
presented and analyzed with regard to the criteria set out in Section 2.3 (recording,
allocation, measurement, and clearing). Finally, the planning phase will be described
in detail, with a three-part model comprising supply, demand, and the cost/benefit
analysis resulting from their interaction.

2.4.1 Evaluation of Innovations in the Various Phases
of Innovation Management

The following section deals with the evaluation of innovations in the various
phases of innovation management: the initiation (“fuzzy front-end”), the plan-
ning (“new product and process development”), and commercialization phases (see
Table 2.1).

2.4.1.1 Initiation Phase

In the initiation phase, the influence of innovation ideas is generally still very unclear
and the technical and economic success is therefore difficult to estimate.
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Table 2.1 Overview of innovation phases

Project = Project

Overall market = Individual product
Share of overall market = Customer group / Business model
Overall innovation segment Marketing objects and
* Business model strategies

Individual project
Customer group / segment

= Not or only rudimentarily = Issues relating to * Problems distinguishing
considered since rough allocation of costs from revenues from other
estimate alone does not other projects and sub- products
require this projects = Cost accounting

= Allocation of revenues increasingly more precise
from other products

Market potential = Project-induced = Cost differentiated into cost
Share of overall market revenues types, products as well as
Total CAPEX = Expenses (if possible activities

based on cost items) = Revenues according to

Flat (fixed) rates products and revenue types
Differentiated statement of
estimated revenue and

expenditure
=  Market estimate / = Mathematical methods = Integration in operational
potential analysis = Static procedures (profit cost accounting and income
= Cost estimate based on comparison method) statement
CAPEX =  Dynamic procedures (net = Integration in operational
= Risk analysis present value method) planning system

There are only rough economic estimates, and data collection concentrates pri-
marily on the sales volumes of overall and sub-markets as well as the distribution
of market shares. Risk analyses are regularly carried out in the initiation phase as
regards technical feasibility and economic success (see Gaiser et al. 1989, p. 34).

Precise cost and revenue estimations and allocations can still not be made, since
the use of the innovation and its associated products or services has not yet been
specified. The recorded values cannot yet be allocated to the innovation. The record-
ing process only indicated the possible leeway. The extent to which this can be filled
by the innovation remains open in this phase.

In the first phase, the evaluation of the innovation is based primarily on an esti-
mate of the total investment costs and the forecasted market potential. Potential
analyses provide information on the revenue potential which could be tapped in the
market by the innovation and how the company’s competitive situation could alter
as a result (see Gaiser et al. 1989, p. 34). The extent to which the potential can
be exploited remains open initially. The analysis is deliberately kept on a superfi-
cial level since a more precise analysis would require too much time and too many
resources and would be repeated in subsequent phases anyway.

At this early stage, the investment appraisal methods are still not applied since
they require much more detailed information on the time of occurrence of input
values. The estimate is limited to a basic comparison of investment costs and the
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revenue and growth potential of the market addressed, augmented by risk-related
statements. The cost sheet is to provide an idea of the financial and organizational
expenses to be expected.

2.4.1.2 Planning Phase

The planning phase (“new product and process development”) is used to prepare
and develop product and service concepts.

The product and service concepts developed build the framework for the values to
be considered in this phase. Forecast, potential revenues from products and services,
and OPEX form the basis for the calculation. Depending on the nature and design
of the innovation, revenues can be broken down into detailed reference values such
as customer groups or sub-segments.

The project organization allows project costs to be recorded and allocated directly
by project control. The more difficult task is the allocation of overheads with regard
to other projects and innovation projects and general revenues from other products.
For revenues in particular, an analysis of other similar products is a central compo-
nent of revenue analysis and forecast. In the context of interconnected or network
products, the determination and allocation of the innovation’s value contribution is
particularly important. This is described in more detail later in the text.

In the measurement, the project-induced revenues must be compared with capital
expenditure over time. Data for the forecast revenues and investment costs should
be agreed with the product owners. For interconnected and network products this is
difficult since there are generally several product owners.

Financial mathematics provides above all the net present value method as a
dynamic investment appraisal method. Under this method, payments received and
made over the product lifecycle are compared and discounted to their present value.
Corporate earnings and innovation risk are controlled using the specified interest
rate.

2.4.1.3 Commercialization Phase

The specified product concepts are launched on the market using traditional market-
ing tools and on the basis of the product launch processes in the commercialization
phase. Internal accounting provides cost and service allocation and forecasts as basic
information for this phase.

The innovation profitability analysis focuses on individual products, service
offers, product bundles, dedicated customer segments, and sales areas in this phase.
There is already a clear idea of production costs and willingness to pay, enabling
detailed data to be recorded.

As the data pool improves, the relationship between innovation and origin of
cost gradually becomes clearer. In particular, the level of detail and the specific
nature of the data make it easier to allocate innovations. Cost accounting becomes
increasingly helpful and offers more precise information, especially with regard to
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OPEX and the determination of flat rates. However, the integration with internal
accounting only helps with cost allocation; revenue forecasts and measurement of
innovations continue to be problematic. In particular, the difficulty in identifying
the share of revenue induced by the innovation remains and is rendered all the more
difficult by the problems concerning interconnected products, as mentioned above.

The data quality of the values also continually increases. As mentioned above,
with regard to measuring costs, the actual values can increasingly be referred to
as a basis for comparison. Despite the problems concerning revenues from inter-
connected products, the knowledge of customers’ willingness to pay in particular
increases through market and acceptance tests.

Company accounting and the company’s planning systems provide a wide range
of tools in this phase with which both cost and revenue-related planning and control
can be achieved.

2.4.2 Detailed Concept for the Evaluation of Innovations
in the Planning Phase

Having presented the special features of the evaluation of innovations in the individ-
ual phases of the innovation process, this chapter focuses below on how innovations
are evaluated in the planning phase. The input parameters comprise the information
already recorded and analyzed in the initiation phase, with the data points growing
more and more specific over the entire innovation process.

2.4.2.1 Overview

The aim of the financial evaluation in the planning phase is the market-orientated
measurement of innovations which are developed to preliminary product maturity.
A market- and revenue-related analysis and evaluation are required in addition to
a cost assessment here. This analysis relates both to the supply and demand side.
The result is finally expressed in the profitability of the innovation project which is
determined in the business case (see Fig. 2.2). Due to the high interdependency of
supply and demand, and profitability as resultant, it is difficult to consider these sep-
arately, although a separation in terms of content helps to highlight the differences.
The innovation to be measured in the following example is not a product inno-
vation. Rather it is an innovation with the character of infrastructure in the sense
defined above, which is described as an “enabler” in the telecommunications sec-
tor. “Enablers” are not direct market products but merely enable the “production”
of such products. Quite simply, these are infrastructure components that are located
between the pure network level and the application, i.e., product level.

In the following we will first deal with the supply and demand module and then
profitability as the resulting outcome. The procedure is presented using an innova-
tion project from the area of transmitting multimedia digital objects (e.g., videos,
music tracks).
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Fig. 2.2 Plan for assessing innovations

2.4.2.2 Supply Module

The aim in the planning phase is not to describe a defined and differentiated product
range in full detail, but rather to determine the basic range of services in the form of
product and service concepts. In order to evaluate the innovation on the supply side,
the market to be addressed must first be identified. This is often already determined
by the nature of the innovation. It is followed by an analysis of the products and
services that can be offered, improved, or extended by the innovation. This process
finally leads to the determination of a potential offering. Finally, the offer must be
anchored in a business model which describes the value chain and the distribution
of value added amongst the partners involved, including their own share.

The first step involves identifying the relevant market. Next, the size of the market
must be determined by the quantitative specification of the market volume. Using in-
house research and consulting informative studies, a quantitative statement is made
on size and development. In addition, a qualitative analysis should be carried out.
Information on general trends which concern and influence the structure and nature
of the identified market is especially important here. Technological trends must also
be considered.

The digital multimedia distribution market was identified and investigated in
terms of trends for the example project. Three overall development trends were
identified:

e Internet content is becoming more and more multimedia orientated.
e The performance of terminal devices is increasing.
e The number of broadband Internet accesses is growing.

These trends all have a positive impact on the development of the digital
distribution market and strengthen the positive market assessment.

After the relevant market has been evaluated in terms of quantity and quality,
the next step is the fine-tuning or specialization of the offer. Possible actions must
be shown highlighted in the form of potential offers (“virtual service portfolio™).
The potential offer results from the evaluation of the character of the innovation.
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The following questions are to be answered in this context: Which products can be
generated as a result of the innovation? What impact does the innovation have on
products and services? Where does the innovation achieve added value in the form
of an improvement?

In the example project, four product groups with the relevant definitions were
identified (see Fig. 2.3):

In this example, due to the enabler character of the innovation, as described
above, there is a specific characteristic that has an influence on the virtual ser-
vice portfolio and on the service offering as the final offer, which is considered
in more detail later on. In this specific case, the virtual service portfolio should
be considered not only as potential in the sense of “provisional” but also as vir-
tual in the sense that it cannot be provided directly by the innovation at all, but
only be supported indirectly. It is nevertheless necessary to specify a virtual portfo-
lio in order to be able to carry out a market- and revenue-related evaluation of the
innovation.

After developing the potential offer, the activities focus on designing the business
model. According to Timmers, a business model comprises three basic components
(see Timmers 1998, p. 4):

e Architecture of products and services, which includes the presentation of various
players and their roles

e Description of benefits for the partners involved and for potential customers

e Revenue drivers and sources

The central point when determining the business model is therefore the setup
and analysis of the value chain which describes the interaction between the various
partners as regards value added. In the digital distribution market, the delivery chain

Realtime (Streaming) Delayed (Download)
Multimedia “on demand” Multimedia download (pull)
Unicast (,/mmediate Satisfaction™): (.Delivery for later satisfaction™):
) : = News, Internal Communication, = Collector's content,
(Pomttopoint | Essbrosoicacrs | vidso s Wowes S
i _ ;
delivery) o D?:handfl Juke-Box = Product Information, internal
= Investor Relations information
Multicast/ TV and radio services Multimedia push services
Broadcast (.Live entertainment”): (.Pushed Information®):
= TV, interactiveTV = Local information
(Tree- = Internet Radio = Periodicals
5;':&:’;‘)" « Public viewing * Software Upgrade

Fig. 2.3 Virtual service portfolio
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Value Chain of the Digital Distribution Market

Content ) Transport ) Access /} Service )

Fig. 2.4 Value chain

(see Fig. 2.4) comprises four elementary modules: content, transport, access, and
service (see Erner et al. 2007).

A large number of players are involved in the creation of this value chain. Current
trends show that the boundaries between the relevant players and supply areas are
blurred and thus competition covers the entire value chain. This is making it even
more important to determine shares in value added which the various partners can
achieve and the share that the company wants to achieve itself.

When developing the business model it becomes clear how interdependent and
closely linked the various modules and sub-modules presented in this section are.
The business model is based partially on the service portfolio and partially on the
analysis of demand, since without a detailed analysis of the demand situation the
revenue sources cannot be quantified.

2.4.2.3 Demand Module

After determining the supply, the demand side must be investigated. To this end the
potential benefits for individual customer groups are analyzed, which are divided up
into segments for the requirements forecast. This process interacts to a large extent
with the later supply layout, since identifiable product requirements can be derived
from the customer benefits analysis, thus influencing the product design in the long
term. The benefits analysis for innovation development generally takes the form of
use cases.

The “potential offer” outlines, as shown in the previous section, the leeway for
the development of specific offers and thus forms the basis for the first segmen-
tation step — rough segmentation. The aim of segmentation is to determine the
needs and usage behavior for the individual products and services still to be spec-
ified. Rough segmentation is often done by distinguishing between consumers and
business customers.

In the example project, three customer groups, namely consumers, business cus-
tomers, and wholesale (which is the term used in the telecommunications sector
for business between telecommunications operators and service providers) were
identified and are distinguished according to further sub-criteria (see Fig. 2.5).

In the next step, these customer groups are transferred to a more “detailed seg-
mentation.” In addition to geographical and socio-demographic criteria, behavior-
orientated and psychographic features are of great importance (see Meffert 2000,
p- 188 et seq.). Sinus Milieus® are widely used in German business practice since
they unite the established features in one approach. More recent approaches also
include aspects of interaction between people and products and services in so-called
usability taxonomies (see Herrmann et al. 2007).
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Fig. 2.5 Rough segmentation of target groups

In the example project, the relevant target corridor was determined using Sinus
Milieus® and various market research studies. Based on all people living in
Germany over 14 years of age and using various telecommunications-specific char-
acteristic filters (broadband users, multimedia affinity, and “open to new services”),
the target group was fixed (see Fig. 2.6).

In contrast to consumer segmentation, there is less research interest in business
customer segmentation (see Fig. 2.7). In our example, we avoided the widely used
segmentation according to revenues, number of employees, or growth rates. Instead,
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-
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Target Group:
Consumers

Fig. 2.6 Consumer segmentation
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Target Groups: Corporate Customers in 2012.
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Fig. 2.7 Business customer segmentation

just as for consumer segmentation, two target groups were defined according to
telecommunications-specific criteria and characteristic parameters, such as broad-

band access to

the Internet, multimedia affinity, and product portfolio as well as

employee services, based on market research studies.
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Use cases examine the use of the potential product by the customers. The ques-
tion asked is, how and in which situations do the customers use the product or
service? Indicators for the frequency and duration of use, which are also particularly
relevant for the profitability analysis, are the direct result. This customer-related
user assessment also enables direct requirements of product design to be derived.
Use cases were developed for all services or product groups of the potential service
portfolio. An example of use case for a mobile TV scenario is shown below (see
Fig. 2.8).

2.4.2.4 Profitability Analysis

The analysis of the supply module provided information on the relevant market and
its development and finally resulted in a potential offer induced by the innovation.
Furthermore, the basic business model was determined. In contrast, the target groups
and segments were determined on the demand side and use cases were developed.
In this context, the task of the profitability analysis is to coordinate and optimize
supply and demand from a financial viewpoint. Therefore, the final service offerings
are developed, backed up with the revenue models, and finally evaluated in terms of
success.

In the supply module, only the virtual service portfolio, in the sense of a poten-
tial offer, was developed; the final product offer must be specified in the next step.
According to the points made above on the special feature of enabler technolo-
gies, it should be noted here that the virtual service portfolio only describes the
product room which can be improved or supported by the innovation. The actual
services, such as mobile TV, are not originally produced on the basis of the innova-
tion. Service offerings essentially comprise the individual modules and components
of the product or enabler which can be traced back to the innovation and which
can be implemented as part of a specific value-added chain constellation. Service
offerings must be tailored to the target groups identified. In this example the system
comprised five components, based on the value chain and influenced in the long
term by the innovation, which were offered in three different bundles or product
packages for the individual target groups. The “full service package”, as the full
package encompassing the entire distribution chain, was tailored to consumers in
particular, the “technical service package” to business customers who already have
their own content management and the “supporting service package” to wholesale
customers who play back their own content via their own distribution network. The
following method and figures are examples of the “full service package” (see
Fig. 2.9), whereby the procedure for the other service offerings is the same.

Alongside the cost model, the market and revenue model is a central component
of the business case. The revenue model clarifies the relationships between the inno-
vation, i.e., the product concepts based on it, and the resulting effects on revenue.
For this it is necessary to identify the revenue sources and revenue drivers connected
with the innovation and to examine their impact on revenue components as regards
to the revenue structure.
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Figure 2.10 shows the potential offer and link to the revenue sources of data
traffic, subscription, content per use, service bundles, and advertisements. Based
on these sources, together with the revenue drivers, three levers were identified
which have a positive impact on revenue. These include more frequent use, a higher
number of users, and finally the introduction of additional or premium services.
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Fig. 2.10 Revenue model



2 Financial Evaluation of Innovations 37

Once the general cause—effect relationships of the revenue model have been iden-
tified, the specific influence of the innovation on the revenue drivers now can be
determined. Since this innovation concerns an incremental improvement of existing
multimedia distribution systems, there is already an existing revenue basis which
will simply be improved by the innovation. To evaluate and calculate the finan-
cial influence, the impact of the innovation components on the three established
revenue drivers will be examined. Here a distinction can be made between four
intensity levels, the varying effects of which can be assigned, presented by the
various percentage gradings.

Figure 2.11 shows the results of the evaluation in a matrix. By applying these
effects to the revenue base, it is possible to calculate the impact on existing rev-
enues via the revenue drivers. Furthermore, when considering the revenue structure
it is clear that the innovation, due to its “enabler character”, will simply lead to an
“enhancement”, i.e., to an improvement in the existing revenue.

The revenue development for the coming years can be forecast based on the
market size, the dedicated target groups, and the influence of the innovation on
revenue drivers and thus the existing offer. By adding in innovation costs (see
details in Section 2.3.2), it is possible using the net present value method to calcu-
late a net present value for the innovation and thus the investment over a defined
assessment period. This should be considered as the benchmark for measuring
innovations.

Revenue Dri Increased Increased user base | Premium service
Myers
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Value Contribution of use
Enhanced content delivery ® ® b
to heterogeneous networks
and devices
1 Y
Ensured high guality of ) ¢
service delivery
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Open content registration <5 ) )
and discovery service
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Fig. 2.11 Evaluation of revenue drivers
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2.5 Conclusion

The pursuit of companies for value-added growth has become an ambitious target in
the age of ever shorter product lifecycles and increasing competition. The success-
ful development and rollout of innovations appears to be at least a key to success
in this context. Limited resources and high expectations of new products and ser-
vices increasingly require the continual quantitative and qualitative evaluation of
innovations and innovation projects.

Based on the underlying criteria of accounting systems, we first presented the
general possibilities and limitations of the evaluation of innovations, supplemented
by an assessment of the specific innovation phases. Based on a requirements
analysis, project, future, and success orientation were then identified as deci-
sive guidelines for the evaluation of innovations, although compliance with these
guidelines is often insufficiently guaranteed in theory and practice.

On the basis of these guidelines, this article presented a conceptual procedure for
evaluating innovations and illustrated the methodology using an example project.

A multi-stage procedure was presented for this which, based on various aspects
of supply and demand, finally reconciles these two aspects financially in the business
case and determines the value contribution of the innovation.

The central finding of this article and the guideline for the process as a whole is
the knowledge that to comprehensively evaluate innovations, it is not sufficient to
consider merely cost and project aspects, but rather every phase of the innovation
process must involve a continuous market-orientated assessment.
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Chapter 3

Credit Ratings and Assessments as a Form
of Innovation Profitability Analysis

for Innovative Technology-Oriented
(Start-Up) Businesses

Wilhelm Schmeisser

3.1 The Importance to the Economy of Innovative New Business
Start-Ups

The role of young technology companies in the USA in creating and further devel-
oping individual high-tech industries has caused increased attention to be paid in
the Federal Republic of Germany to technology-oriented business start-ups in inno-
vation policy at national and regional level since the beginning of the 1980s and
from 1997 to 2001 by the Neuer Markt. Targeted innovation policy has resulted in
the creation of invention centres, technology parks and innovation advisory cen-
tres with the aim of helping small and medium-sized companies in particular to
realise their ideas technically and financially.! According to Licht and Nerlinger,
the number of companies, employees and start-ups in high-technology industries
was actually in decline in the first half of the 1990s. On the basis of this trend and
the importance of innovative businesses in the spread of new technologies, special
funding programmes were launched and continue to be launched in most of the EU
member states with the aim of stimulating start-ups in this area.” The development
assistance schemes were mediated by the principal bank. However, the application
of this principal bank principle meant that the principal bank was liable for all the
financial aid granted apart from equity assistance. As a result, start-up projects are
selected very carefully and are overseen by the bank.>
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3.2 The Formation of Innovative Technology Businesses

According to Picot, Laub and Schneider,* the distinguishing feature of innovative
business start-ups lies in the degree of novelty in problem solution, which influ-
ences the entire implementation process. According to this view, the more novel the
approach to problem solution, the more difficult it is to evaluate the start-up idea,
the founder and the organisation of start-ups. When it comes to valuing the business,
it is necessary to know in which phase of the formation process the business cur-
rently is.> Figure 3.1 outlines the innovation process cycle model. In the literature®
the growth cycle of an innovative technology business is split into the following
investment and financing phases:

Seed financing. During this phase basic research is conducted and prototypes
building on this work are created. Financing is largely from one’s own resources
and public development assistance schemes. The risks here are very high. Thus, for
example, only a small percentage of all technically feasible innovations get as far as
the market.

Start-up financing. This is the phase in which the innovations are developed to the
stage where they are ready for the market and the corresponding marketing concepts
are drawn up based on market analyses. It is usually at this point that the start-up is
founded.

First stage financing. This phase sees the market launch of the products; produc-
tion, sales and the organisational framework are built up. In particular, the staff in
the development department are a major strategic key to the future of the business.

Second stage financing. This stage sees penetration of the market and the devel-
opment of distribution channels. During this phase, the need for funding declines
due to rising sales.

Third stage financing. In order to be able to exploit the entire market potential,
the production and sales apparatus is expanded during this phase.

It follows that the founders of technology-based start-ups are usually in the
financing phase of seed financing or second financing when they apply to their prin-
cipal bank for public funds. In these phases, young technology businesses have a
number of special features.

der Industrieunternehmung. Ein multikontextualer Erkldarungsansatz fiir technische Innovationen.
Aachen.

4 Picot, A., Laub, U. D., Schneider, D. (1989) Innovative Unternehmensgriindungen: eine
okonomisch-empirische Analyse, Berlin u.a., pp. 28-55.

5 Laub, U. D. (1991) Innovationsbewertung. FEin Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erahrungen, Ergebnisse, Wiesbaden, p. 28.

6 Stedler, H. R. (1987) Venture Capital in der Bundesrepublik Deutschland unter besonderer
Beriicksichtigung der Rolle des geregelten Freiverkehrs in der Desinvestition, Stuttgart, pp.
42-46; Breuel, B. (1988) Venture Capital. In: Christians, F. W. (ed.) Finanzierungshandbuch,
Wiesbaden, pp. 583-584; Servatius, H.-G. (1988) New Venture Management: Erfolgreiche Losung
von Innovationsproblemen fiir Technologieunternehmen, Wiesbaden, pp. 49-50.
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Fig. 3.1 Innovation process cycle model of the formation of businesses
[source: Laub, U. D., Innovationsbewertung, 1991, p. 28]

3.3 Credit Assessment as Part of the Loan Decisions

The granting of loans formally constitutes a decision process that is embedded in
the bank’s policy objectives. But few action alternatives exist for the loan decision.
The possibilities here are approval, approval with reservations (e.g. with conditions,
restrictions etc.) or refusal.” The choice of action alternatives is determined by the
objectives of the bank’s loan or risk policies. Here, according to Siichting,® profit
maximisation combined with adherence to secondary conditions play the critical
role in the loan decision.

7 Staudt, E., Hafkesbrink, J., Lewandowitz, T. (1996), Kompetenz und Kreditwiirdigkeit.
Bestandsaufnahme der Kreditwiirdigkeitspriifung in Theorie und Praxis bei Existenzgriindern und
innovativen Klein- und Mittelbetrieben. In: Berichte aus der angewandten Innovationsforschung,
hrsg. von Staudt, E., Bochum, p. 21.

8 Stichting, J. (1992) Bankmanagement, Stuttgart, pp. 313-315.
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[ Motive of long-term profits from Innovation financing ]

Official objectives(abstract)
Monetary income-, asset-, liquidity-,profitability-, cash flow oriented
non-monetary: best possible customer support, staff development, standing,contract/grant
performance goals

[ Quantifiable sub-goals at the level of action alternatives ]
Increase Aspire to best | | Intensity and Limit any Create a source | |Thoughts of
bank’s possible durability of costs of income liquidity and
Standings customer business incurred security
support relations

Fig. 3.2 Decision criteria used by banks for innovation financing
[source: Hierl, W., Venture Capitalfinanzierung, 1986, p. 89]

Hierl? on the other hand describes loan policy as embedded in a multi-variable
objective system. In his view, non-monetary objectives play a role as well as mone-
tary objectives. Figure 3.2 presents the pertinent sub-goals of banking activity in the
area of innovation financing. According to this, due to changes in the competition
situation, the credit institutions have an interest in standing out from the competition
in order thereby to better utilise the potential of their own customers. In the case of
young technology businesses in particular, this means stepping up the advice asso-
ciated with sales. The critical criterion in the competition is the quality of advice.

3.4 Features of Creditworthiness and Indicators of Innovative
Technology Businesses

3.4.1 The Areas Assessed During the Assessment
of Creditworthiness

The willingness to grant loans depends on the creditworthiness of the borrower. The
loan decision is based on an assessment of the borrower’s creditworthiness. This
assessment entails the selective and weighted bundling of information to enable a

9 Hierl, W., Banken und Venture Capitalfinanzierung — Determinanten bankbetrieblichen
Entscheidungsverhaltens zur situationsgerechteren Beteiligung an einer Venture-Capital-
Gesellschaft, Unterfohring 1986, pp. 87-91.
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Assessment areas

Personal area Business area Legal area
(owner-manager) (company) (sureties)
Legal relationships
_I Asset area | g P
Company structure

% Personality area | Business environment

_—l Company area | Operational area

Fig. 3.3 General criteria for the assessment of creditworthiness
[source: Deckers, M., Kreditentscheidung, 1990, p. 87; Schmoll, A., Kreditiiberwachung, 1992,
pp. 147-148]

decision to be made on whether to approve the request for a loan.!? To obtain this
information for the loan decision, it is first necessary to define the assessment areas.
Within these areas in turn, the factors that are critical to creditworthiness have to be
identified. To review these, indicators are required.11 The areas of assessment are
summarised in Fig. 3.3

The legal area of assessment is not considered any further below, as normally
sureties cannot compensate for the high risk of these start-ups in the case of inno-
vative business start-ups. What is more critical here is the continued existence of
the business and the amount of its future earnings. For this reason it is necessary
to capture and assess all the factors which determine the success of the com-
pany. According to Kirchhoff,!? this can be done by performing a future-oriented,
dynamic assessment of creditworthiness which entails a full analysis of the business.

Laub'3 drew the conclusion from this that it is those factors which go the furthest
in determining the success of the innovative business start-up which are essential in
the analysis. It follows from this that it is first necessary to capture the central influ-
encing factors to which the overall innovative start-up process can be attributed. In
an empirical study, Picot, Laub and Schneider!* identified the founder, the start-up

10 Kronheim, L. (1984) Bonititseinstufung und -prognose. Die Bank, 4, p. 190.

11 Rommelfanger, H., Bagus, T., Zerres, B. (1991) Personliche Kreditwiirdigkeit eines mittel-
stindischen Unternehmens. Kreditpraxis 17. Jhg., 5, p. 24.

12’ Kirchhoff, U. (1990) Wachsender Wettbewerb der Kreditwirtschaft um mittelstindische
Unternehmen. Aktuelle Problemlosungsmoglichkeiten durch Sparkassen und Landesbanken.
Sparkasse, 8, p. 359.

13 Laub, U. D. (1991) Innovationsbewertung. Ein Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erfahrungen, Ergebnisse, Wiesbaden 1991, pp. 36-38.

14 Ppicot, A., Laub, U. D., Schneider, D. (1989) Innovative Unternehmensgriindungen: eine
okonomisch-empirische Analyse, Berlin u.a., pp. 258-261.
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Organisation of
start-ups

Start-up-idea

Fig. 3.4 Success factors in innovative company start-ups
[source: Laub, U.D., Innovationsbewertung (“Innovation valuation”), 1991, p. 37]

idea and the organisation of start-ups as the most important determinants of the suc-
cess of innovative business start-ups. According to Laub,'> these factors constitute
the success factor triangle of innovative company start-ups, which is presented in
Fig. 3.4.

These success factors constitute the basis for the way forward. Using the determi-
nants discussed below, it is possible for the credit institutions to value an innovative
new business start-up.

3.4.2 The Assessment of Personal Creditworthiness

Given the special importance of the owner—manager for the continued existence of
a small or medium-sized enterprise (SME) or young technology business, personal
creditworthiness plays a special role in the analysis of creditworthiness, as often
the owner is entirely in charge of management of the business. Moreover, studies'®
have shown that personal creditworthiness is particularly important where it is not
possible to adequately check the material creditworthiness. This is especially the
case where loans for new business start-ups are involved.

If one simplifies the process under which the innovative business comes about,
then according to Laub!” it is apparent that the personality of the founder plays a
central role and at the same time constitutes the driving force in a start-up.

The starting point for further economic activities is the start-up idea. The imple-
mentation of this idea is affected by many organisational possibilities. Here the
founder is the central coordinator of the start-up process. The market constitutes

15 Laub, U. D. (1991) Innovationsbewertung. Ein Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erfahrungen, Ergebnisse, Wiesbaden, p. 37.

16 Rommelfanger, H., Bagus, T., Himmelsbach, E. (1990) Merkmale der personichen
Kreditwiirdigkeit bei Kreditantrigen mittelstindischer Unternehmen. Eine empirische
Untersuchung. Osterreichisches Bankarchiv, 10, p- 796.

I7 Laub, U. D. (1991) Innovationsbewertung. Ein Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erfahrungen, Ergebnisse, Wiesbaden, p. 30.
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the third essential element, which here functions as a source of information and as
the ultimate force determining the success of the start-up.'8 It follows from this that
personal creditworthiness is rightly of special importance in the assessment of the
creditworthiness of innovative business start-ups.

The concept of personal creditworthiness is interpreted in different ways in the
literature. Thus, for example, Jdhrig and Schuck!? see this as only personal trustwor-
thiness. Others in turn include the qualifications of the entrepreneur, including both
the entrepreneur’s technical qualifications and also his skill at managing and organ-
ising the business.?” Figure 3.5 summarises the factors determining the assessment
of personal creditworthiness.

Although, according to Rommelfanger, Bagus and Himmelsbach,?! the majority
of theoreticians and practitioners agree with the statement that one of the basic pre-
conditions for every credit transaction is that the borrower is trustworthy, there is
little in the way of research on either side on personal creditworthiness.

[ Personal creditworthiness ]
[ Business area J/ \[ Private area ]
Qualifications Personal {
! commitment i Character

P Specialist knowledge

i - Initiative/interest {
- Commercial knowledge . : Lifestyle
- Creativity .

- Organisational knowledge

Maritial status
b Intellectual-analytical skills

- Flexibility/ability to learn
- Planning ability/strategy

LEnterpreneuriaI mentality

- Sense of responsibility
- Judgement
- Leadership qualities

Fig. 3.5 Determinants of personal creditworthiness
[source: Rommelfanger, Bagus & Zerres, Personliche Kreditwiirdigkeit, 1991, p. 25; Schmoll, A.,
Kreditiiberwachung, 1992, p. 147]

18 Laub, U. D. (1989) Innovative Unternechmensgriindungen, pp. 71-72.

19 Jahrig, A., Schuck, H. (1990), Handbuch des Kreditgeschifts, Berlin, p. 336.

20 5 B. Schmoll, A. (1983) Kreditpriifung (I), pp. 94-96; Kreim, E. (1988) Kreditentscheidung,
p- 100 ff.

21 Rommelfanger, H., Bagus, T., Himmelsbach, E. (1990) Merkmale der personichen
Kreditwiirdigkeit bei Kreditantridigen mittelstandischer Unternehmen. Eine empirische
Untersuchung. Osterreichisches Bankarchiv, 10, p. 786.
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3.4.3 Company-Specific Indicators of Creditworthiness

In the specialist literature one finds a few suggested lists of criteria by means
of which to determine personal creditworthiness.?? Insolvency statistics are used
to judge the necessary skills, in that it is possible to work out from the reasons
for the bankruptcy to what extent shortcomings in qualifications were responsible
for the business failure. Taking this line, both Keiser,2? Reske, Brandenburg and
Mortsiefer>* and Hierl? all come to the conclusion that personnel factors are the
most important cause of insolvency amongst SMEs. The factors listed in Fig. 3.6
from the personnel area are regarded as increasing the likelihood of insolvency.

It is noteworthy in this connection that the larger business is, the less important
character defects and lack of qualification as an entrepreneur become as the cause of

Overall
Causes of insolvency Frequency of occurrence | Weighting
asa% R

Lack of qualification as an 29.9 2.5

entrepreneur 24
Inadequate level of information 23.6 2.4
Inadequate knowledge of management 21.6 2.4
Character defects 20.5 2.1
Lack of practical experience 14.0 2.3
Poor management style 13.3 2.7
lliness 6.4 2.3
Lacking in entrepreneurial qualities 3.0
Number of causes expressed as a 132.3 2.4

percentage of businesses
" Role played in bringing about insolvency: 1 = low, 2= medium, 3= high

Fig. 3.6 Business management factors leading to insolvency
[source: Reske, Brandenburg & Mortsiefer, Insolventursachen, 1976, p. 66]

22 ; B. Heigl, A. (1970) Die direkte Priifung der persénlichen Kreditwiirdigkeit. In: Linhardt,
H., Penzkofer, P., Scherp, P. (eds.) Dienstleistungen in Theorie und Praxis, Stuttgart; Bellinger,
B. (1973) Neue Grundlagen und Verfahren der Kreditwiirdigkeitspriifung. In : Passardi, A. (ed.)
Fiihrung von Banken, Bern/ Stuttgart; Hierl, W. (1986) Banken und Venture Capitalfinanzierung
Determinanten bankbetrieblichen Entscheidungsverhaltens zur situationsgerechteren Beteiligung
an einer Venture-Capital-Gesellschaft, Unterfohring.

23 Keiser, H. (1966) Betriebswirtschaftliche Analyse von Insolvenzen bei mittelstindischen
Einzelhandlungen, K6ln/ Opladen, p. 102.

24 Reske, W., Brandenburg, A., Mortsiefer, H.-J. (1976) Insolvenzursachen mittelstindischer
Betriebe. Eine empirische Analyse, Gottingen, p. 66.

25 Hierl, W. (1986) Banken und Venture Capitalfinanzierung — Determinanten bankbe-
trieblichen Entscheidungsverhaltens zur situationsgerechteren Beteiligung an einer Venture-
Capital-Gesellschaft, Unterfohring, pp. 196-197.
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insolvency. This study likewise supports the view that mistakes in the management
area are particularly likely to contribute to the insolvency of young businesses.

Accordingly, the lack of practical experience of the founders of new business
start-ups is reflected in this fact. On the other hand, it must be observed that among
older companies management defects are still very pronounced as a cause of insol-
vency, which in turn supports the view that the management of a company plays a
central role.6

However, in this context Hesselmann and Stefan?’ warn against attributing the
onset of a company’s woes entirely to the company management. They point out
that when one takes a differentiated approach, one comes to the conclusion that fun-
damental management errors are often confined to individual areas, e.g. short-term
planning and control and strategic planning. Jihrig and Schuck?® distinguish the
following three main areas of management and business mistakes that are relevant
to SMEs.

1. Lack of or defective transparency of the business situation
This is caused by attaching too little importance to the commercial ele-
ment of business management, with the result that the accounting system is
underdeveloped and there is a lack of break-even analysis.

2. Lack of or defective knowledge of the relevant markets
The reasons for this are the failure to monitor the competition, inadequate
responsiveness to changes in the market, poor knowledge of the industry sit-
uation of the most important customers and existing dependencies on customers
or suppliers.

3. Shortcomings in leadership behaviour
The structure of responsibilities, the delineation of responsibility for results,
inadequate delegation of tasks, controlling, corporate planning, management
and staff and the failure to observe principles of financing are mentioned as
examples.

In addition to these business-specific features of creditworthiness, however, the
private area also plays a big role in the assessment of personal creditworthiness of
SMEs through the close ties between the owner entrepreneur and his business.

3.4.4 Analysis of Technological Rating

According to Heim and Kuhn?® the valuation of the product or process technolo-
gies planned in the business is very important, especially because of the long-term,

26 Reske, W., Brandenburg, A., Mortsiefer, H.-J. (1976) Insolvenzursachen mittelstandischer
Betriebe. Eine empirische Analyse, Gottingen, p. 67.

27 Hesselmann, S., Stefan, U. (1990) Sanierung oder Zerschlagung insolventer Unternchmen:
Betriebswirtschaftliche Uberlegungen und empirische Ergebnisse, Stuttgart, p. 36.

28 Jahrig, A., Schuck, H. (1990) Handbuch des Kreditgeschifts, Berlin, pp. 523-526.

29 Heim, E., Kuhn, W. (1987) Technologiebeurteilung — ein wichtiger Baustein der
Kreditwiirdigkeitspriifung. Kreditpraxis, 2, p. 23.
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future-related effects of these technologies. As a result, the link between financial
and technical expertise is becoming steadily more important for future-oriented loan
decisions.

According to Baaken,° there are a number of different approaches to the
valuation of technology from a business management point of view, among them,

cost-benefit analysis
cost-effectiveness analysis
utility analysis and

the scoring method.

With regard to the situation of the start-up, however, it should be noted here that
all the procedures entail investigating the effect of the introduction of one particu-
lar technology in an existing company, i.e. certain framework conditions, facts and
structures have to be available for the valuation. When it comes to valuing start-ups,
the technology life cycle concept of Ford and Ryan and the technology portfolio
analysis of Pfeiffer, in particular, can be used (Fig. 3.7).

Technology
diffusion 4
1 2 3 4 5 6 ;
\\
Technology development phases

1 = Technology development 4 = Growth of technology
2 = Further development towards technology application 5 = Technology maturity
3 = Start of technology application 6 = Ageing technology

Fig. 3.7 Technology life cycle according to Ford & Ryan
[source: Ford, D. and Ryan, C., Taking Technology to market, 1981, p. 120, cited in Baaken, T.,
Bewertung technologieorientierte Unternehmensgriindungen, 1989, p. 182]

30 Baaken, T. (1989) Bewertung technologieorientierte Unternehmensgriindungen. Kriterien zur
Bewertung von Griinderpersonlichkeit, Technologie und Markt fiir Banken und Venture-Capital-
Gesellschaften sowie fiir die staatliche Wirtschafts- und Technologieforderung, Berlin, pp. 177-
184.
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With regard to the technology life cycle, there are parallels with the traditional
product life cycle. It starts with the “Technology development” phase, in which
the basic research has already been conducted and a marketable technology based
thereon is under development. In the “Start of technology application” phase, the
curve starts to climb, reaching its peak during the “Ageing technology” phase.
Although the concept does not work out, for example, when one technology is
replaced by a new one and with what measurable variables and indicators the posi-
tion of a technology can be unambiguously determined, it does provide an indication
as to how mature the technology to be assessed is.

During phase 1 the technology is in the initial phase, while in phase 5 and 6 one
can assume that there is already a threat of substitute products. Phases 2, 3 and 4 on
the other hand suggest that the technology is growing.

According to Kuhn®! many entrepreneurial difficulties and insolvencies are due
to the failure to keep up with developments in the market. However, in most cases
signs of a crisis appear in the areas of sales, production and management before
the onset of financial problems. The main reasons cited are failures in the technol-
ogy area. Because R&D cycles are becoming ever longer while at the same time
market and product cycles are shortening, it is critically important to apply new
technologies as soon as possible. As a result, today entrepreneurial success depends
critically on the early recognition of technological developments and the correct
assessment of their prospects and risks. Hence the credit institutions need to direct
the credit assessment primarily at the future prospects of the company on the mar-
ket, the technological potential. This implies including patents, licences and general
industry know-how in the assessment.

On the other hand, Heim and Kuhn®? also emphasise that so far little progress
has been made in the problem of what criteria the banks should employ to obtain an
insight into the technological situation of a business. The concept of the technology
portfolio advocated by Pfeiffer,>® which is presented in Fig. 3.8, is a wide-ranging
approach to the strategic capture and valuation of technology.

Under this portfolio analysis, complex interactions between company and mar-
kets are reduced to a two-dimensional organisational structure and a statement is
made about the future technological trend. Based on the market portfolio concept,
the axes of the matrix depict company-external (attractiveness of technology) and

31 Kuhn, W. (1992) Zukunftsorientierte Bonititsanalyse. Den technologischen Stand bewerten.
Kreditpraxis, 5, pp. 15-16.

32 Heim, E., Kuhn, W. (1987) Technologiebeurteilung — ein wichtiger Baustein der
Kreditwiirdigkeitspriifung. Kreditpraxis, 2, p. 24.

33 Pfeiffer, W., Metze, G., Schneider, W., Amler, R. (1992) Technologie-Portfolio zum
Management strategischer Zukunftsgeschiftsfelder, Gottingen 1985 zitiert nach Kuhn, W.,
Zukunftsorientierte Bonitétsanalyse. Den technologischen Stand bewerten. Kreditpraxis, 5,
p- 17; Heim, E., Kuhn, W. (1987) Technologiebeurteilung — ein wichtiger Baustein der
Kreditwiirdigkeitspriifung. Kreditpraxis, 2, pp. 24-26.
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Fig. 3.8 Technology portfolio according to Pfeiffer
[source: Pfeiffer, W., Metze, G., Schneider, W. and Amler, R.: Technologie-Portfolio, 1985, cited
in Kuhn, W., Bonitétsanalyse, 1992, p. 17]

v

company-internal (strength of resources) variables. The variables are assigned to the
categories of “low”, “medium” or “high” according to their weightings.>*

The criteria used in this business analysis are the attractiveness of the technology
and the strength of resources of the technologies used by the business, which come
from a distillation of a number of internal and external factors. The point of depar-
ture here is the technology used. The possible alternatives, i.e. future competing
technologies, are then included. These alternatives are mostly particularly attractive
due to their further development potential. The future position is then put in perspec-
tive with reference to the competing technologies. To work out the attractiveness of
the technology, both potential-oriented and need-oriented indicators are used. The
potential-oriented indicators relate to the scope for further development of the tech-
nology and also the time factor, which states the time interval until the next higher
stage of technology. The need-oriented indicators consider the possible application
areas and volumes and also the course of diffusion of a technology, that is, its speed
of penetration as time goes by.>

Here the assessments prepared by the relevant specialist institutions for the
loan application have to provide the bank with answers to the following questions,
amongst others:

1. How will the number of applications change in the future?
2. How will the application volume change?

3. What is the current stage of development of the technology?
4. Are there any substitution technologies?3°

34 Baaken, T. (1989) Bewertung technologieorientierte Unternehmensgriindungen. Kriterien
zur Bewertung von Griinderpersonlichkeit, Technologie und Markt fiir Banken und Venture-
Capital-Gesellschaften sowie fiir die staatliche Wirtschafts- und Technologieférderung, Berlin,
pp. 185-188.

35 Heim, E., Kuhn, W. (1987) Technologiebeurteilung — ein wichtiger Baustein der
Kreditwiirdigkeitspriifung. Kreditpraxis, 2, p. 24.

36 Heim, E., Kuhn, W. (1987) Technologiebeurteilung — ein wichtiger Baustein der
Kreditwiirdigkeitspriifung. Kreditpraxis, 2, p. 25; Kuhn, W. (1992) Bonititsanalyse, p. 18.
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The strength of resources is calculated with reference to the potential of the com-
pany in the financial, staffing, technical and legal areas. The strength of financial
resources refers to the level of resources that are currently available or could be got
hold of and can therefore be assessed using traditional financial analysis. However,
Kuhn stresses that stable income and liquidity figures are necessary for the viability
of financing for research and development programmes requiring long-term fund-
ing, because with long drawn-out R&D projects no failsafe information is available
about capital recovery. The thus ascertained current situation is now applied to the
future. The analysis of technical rating thus improves the basis for decisions on the
part of the banks, because the results of this forecast show whether there are any
opportunities to exploit existing technology potentials and to what extent there is a
risk of losing the edge or falling behind.’’

Endres and Koch?® expressly mention that the future income prospects of a com-
pany can also be assessed through the analysis of technical rating. In this context,
technical rating is taken to refer to all the estimates of tangible and intangible
assets and prospects that result from those influencing factors that are influenced
by technical factors.

These influencing factors consist of factors both internal and external to the
business and are based on the following business fields:

Product and market (Attractiveness and risk of the market and technology
positions)

Efficiency in production and technological progress (Technology potential,
innovation potential, level of organisation, efficiency, speed)

Human resources (Management, staff development, organisation)

Environment (Technology development, location)

Endres and Koch thus base their credit assessment on qualitative success factors,
on the basis of which the effects of these qualitative factors on quantitative vari-
ables like sales, earnings, profitability, equity capital or capacity to meet principal
repayments are then separately analysed. These individual judgements are used to
form complex value judgments, which are now clarified in assessment tables and
representations of portfolios. The above-mentioned fields (product/market, produc-
tion efficiency, human resources, environment) are rated using a scale from 1 (weak)
to 5 (strong). Weakness in one field cannot be offset by strength in another field. In
this way, technical rating is calculated over four different phases:

1. Preliminary study and analysis of status
2. Estimation of strategic success factors

37 Kuhn, W. (1992) Zukunftsorientierte Bonititsanalyse. Den technologischen Stand bewerten.
Kreditpraxis, 5, p. 18.

38 Endres, D. J., Koch, P. (1994), Technische Bonitdt — Erfolgsmaf} fiir Unternehmen und
Kreditindikator fiir Banken. Sparkasse, 111. Jhg., 9, pp. 408—411.
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3. Concept for working out the strategic success factors
4. Calculation of technical rating.

In order to actually be able to estimate the prospects for success, scenarios that
relate to objectively traceable planning calculations have to be developed.

3.4.4.1 Process of Valuation

According to Pleschak and Sabisch,3” the valuation process is based on the char-
acteristics of the innovation and the initial situation. A distinction can be made
between technical, organisational, ergonomic, temporal and economic characteris-
tics. The concrete form of these characteristics then depends on the nature of the
innovation. Determination of the targets constitutes one of the most important steps
in the valuation. However, from a methods point of view, calculation of the complex
overall statement on the degree of target fulfilment is the most difficult.

3.4.4.2 Valuation Procedure

The valuation procedures available are presented in Fig. 3.9.
The quantitative valuation presupposes that measurement rules exist for the char-
acteristics of the object of valuation and that the actual form of the characteristics

Valuation procedure

Qualitative valuation Quantitative valuation
Verbal
assessment
L Checklists/ Multi-dimensional 1-dimeqsional
yes-no function function
decision
Non-monetary Monetary target Non-monetary
objectives figures objectives
- Costs
- Utility analysis - Profits - Performance
- Other points - Profitability paramgtgrs
score methods - Net present value - Productivity

Fig. 3.9 Innovation valuation procedures

[source: Pleschak, F. and Sabisch, H., Innovationsmanagement, 1996, p. 178). For an explanation
of multi-dimensional valuation, see Pleschak, F. and Sabisch, H., Innovationsmanagement, 1996,
pp. 179-183]

39 Pleschak, F., Sabisch, H. (1996) Innovationsmanagement, Stuttgart, pp. 175-176.
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can be measured. The valuation is always simple if there is only one objective (one-
dimensional valuation). But often projects have several competing objectives at the
same time (multi-dimensional valuation).

The bigger this number is, the less clear-cut the valuation statement, so that it
is sensible to restrict the valuation to valuation characteristics that are relevant to
the decision. The criteria of the qualitative valuation are not objectively measurable.
The qualitative valuation could, for example, entail the subjective judgements of
a representative group of persons. Examples here include surveys of experts and
customer surveys.

3.4.5 On the Valuation of Innovative Ideas

Stroetmann and Steinle*® emphasise that innovations are not just technical phe-
nomena but they have to be valued as complex, market-specific processes. In
order for the innovation to be successful, not only must marketable knowl-
edge exist, but a number of external and internal preconditions must also be
fulfilled.

As the valuation of ideas is characterised by the fact that very little and only
uncertain data is available, Geschka and Laudel*! recommend proceeding by select-
ing from several ideas in a series of selections. The first selection stage is performed
on the basis of KO criteria which absolutely have to be fulfilled, while in the second
selection stage the most promising ideas are selected with the aid of a simple utility
analysis. In the third stage the most favourable solution is selected using a refined
utility analysis. This selection constitutes the basis for project planning. There are
several utility analysis models available for the valuation of ideas.**> Pleschak and
Sabisch** recommend using the following criteria:

e Market attractiveness
e Expected sales
e Product superiority

40 Stroetmann, K. A., Steinle, W. (1986) Kleine und mittlere Unternehmen als Adressaten
staatlicher Forschungs- und Innovationsforderungspolitik. In: Bruder, W. (ed.) Forschungs-
und Technologiepolitik in der Bundesrepublik Deutschland, Opladen, p. 308; Schmeisser, W.
(1986) Systematische Erfindungsforderung als Unternehmensaufgabe. Wege zur Steigerung der
Kreativitit und zu erfolgreichen Innovationen, Berlin; Schmeisser, W. (1988) Kreativitit praktische
Umsetzung: Voraussetzung fiir Innovation und Erfolg. Gablers Magazin, 6, pp. 25-27.

4l Geschka, H., Laudel, G. (1992) Die Konzeptionsphase von Innovationsprojekten. In:
Gemiinden, H. G., Pleschak, F. (eds.) Innovationsmanagement und Wettbewerbsfihigkeit,
Wiesbaden, pp. 55-72.

42 2 B. Brockhoff, K. (1994) Forschung und Entwicklung- Planung und Kontrolle, Miinchen/
Wien, p. 250 ff; Eggert-Kipfstuhl, K., Kirchhoff, G. (1994) Bewertung von Produktvorschligen
mit Hilfe einer auf empirischen Kenntnissen beruhenden Software namens PRUV. In: Zahn, E.
(ed.) Technologiemanagement, Stuttgart, pp. 427-437.

43 Pleschak, F., Sabisch, H. (1996) Innovationsmanagement, Stuttgart, p. 184.
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e Technological attractiveness
e Degree of novelty of the innovation
e Development effort, development duration

If one values the innovation idea on the basis of the economic valuation of the
additional benefit, the valuation can be carried out via the idea-market link.

According to Laub,** the valuation of the innovative start-up idea is therefore
particularly problematic when the extra benefit added by the product is not obvious
or when, although the extra benefit of the idea can be objectively demonstrated,
the response of the market participants to it is unknown. In this case the following
possibilities exist, for example:

1. The extra benefit does exist, but it is not possible for third parties to appreciate
the extent of it;

2. The extra benefit does not match the need structure of the users, were it to be
launched on the market;

3. The extra benefit is less than the extra expenditure that has to be borne by the
user.

Another difficulty is the fact that in the case of innovative start-up companies
(e.g. cutting-edge technology), risk and data certainty normally develop in opposite
directions. The “more novel” the start-up idea is, the riskier it is to implement, yet
the greater its success potential in the event of success.*> Accordingly, the criteria
shown in Fig. 3.10 are used to value the start-up idea.

The next diagram shows the importance of the individual valuation criteria and
the degree of difficulty associated with the valuation.

It is striking here that when one compares the importance and difficulty of the
criteria examined, all the criteria are very important to the valuation process and at
the same time there are clearly enormous difficulties in obtaining the information.
It follows from this that the available instrumental approaches such as cost-benefit
analysis, industry and competitor analysis are of little avail if the information needed
is not available. It is clear therefore that the time required to gather information is a
bottleneck factor for the valuation. With regard to the importance of the criteria, it
is striking that problem-solving potential and the alternative problem solutions are
viewed as most important. On the other hand, however, there are problems especially
in the capture of alternative problems solutions and determination of the growth
thresholds. Laub concludes from this that the valuation of innovative problem-
solving potential cannot be represented without comparable empirical values from

4 Laub, U. D. (1991) Innovationsbewertung. Ein Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erfahrungen, Ergebnisse, Wiesbaden, pp. 30-38.

45 Unterkofler, G. (1989) Erfolgfaktoren innovativer Unternechmensgriindungen: ein gestaltung-
sorientierter Losungsansatz betriebswirtschaftlicher Griindungsprobleme, Frankfurt am Main,
p. 121 ff.
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Potential success-relevant origin-related criteria:

— Degree of innovation
— Alternative problem solutions
— Idea protection measures

Potential success-relevant Potential success-relevant
market entry criteria: growth criteria:

— Barriers to entry Success of the

— Benefit potential innovative idea?
— Customer structure
— Imitation potential

— Concepts for further development
— Growth thresholds

Fig. 3.10 Selected criteria for valuing the start-up idea
[source: Laub, U. D., Innovationsbewertung, 1991, p. 31]

similar product areas. Market analyses carried out in advance can only provide infor-
mation about what is possible, not about the actual purchasing behaviour of the
customers, which in turn reinforces just how uncertain these analyses are. Hence,
the experience of the assessors and the quality of research are therefore important if
one is to obtain a sound valuation (Fig. 3.11).46

Polarity profile for the valuation of the start-up idea

Low importance High importance
Not at all difficult Very difficult
1 2 3 4 5 6 7
Problem-solving potential <
Alternative Problem solution N
.'.
Concepts for further development Vi /
Barriers to entry 7 /

Customer structure

Imitation potential

Degree of innovation T

Growth thresholds

Idea protection measures

n . =30
= Mean values of degree of difficulty ratings
e = Mean values of relative importance ratings

Fig. 3.11 Importance and difficulty of different criteria for the valuation of ideas
[source: Laub, U. D., Innovationsbewertung, 1991, p. 39]

46 Laub, U. D. (1991) Innovationsbewertung. Ein Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erfahrungen, Ergebnisse, Wiesbaden, pp. 39—40.
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In principle it must be emphasised that the start-up idea must always be valued
from two points of view. Firstly from the point of view of the supplier: here the
question to be considered is whether the idea is financially successful and profitable.
And secondly from the point of view of the customer: here the question relates to
acceptance of the service offered.*’

3.4.6 Assessing the Market and Competitive Situation
According to Baaken*® it is striking just how little significance the German-
language literature on start-ups*® attributes to the problem area of the market.
By contrast, the American literature on start-ups considers the start-up product
as an element of a product-market combination. Four system elements from the
product environment are identified as being relevant to the product here: business,
competition, sales market and procurement market.

According to this view, to assess the probability of success of a start-up, a market
analysis is required, yet this is beset with difficulties, especially where innovative
start-up businesses are concerned (Fig 3.12). According to Baaken,>” the focus

Founder-specific factors Innovation-specific factors

Technical orientation of the founder’s Lack of overview of the application areas

know-how

Lack of empirical values and data in the
founder’s company

Lack of knowledge of decision-maker
structures
Major need to explain the products, yet

Financing constraints only vague forecasts produced

Time constraints

Lack of acceptance of the founder among
experts and customers

Danger of imitators

Fig. 3.12 Factors that are problematic in the market analysis of technology-oriented company
start-ups
[source: Baaken, T., Bewertung technologieorientierte Unternehmensgriindungen, 1989, p. 213]

47 Unterkofler G. (1989) Erfolgfaktoren innovativer Unternehmensgriindungen: ein gestaltung-
sorientierter Losungsansatz betriebswirtschaftlicher Griindungsprobleme, Frankfurt am Main u.a.,
p. 124.

48 Baaken, T. (1989) Bewertung technologieorientierte Unternehmensgriindungen. Kriterien
zur Bewertung von Griinderpersonlichkeit, Technologie und Markt fiir Banken und Venture-
Capital-Gesellschaften sowie fiir die staatliche Wirtschafts- und Technologieférderung, Berlin,
pp- 204-206.

49 2B. Szyperski, N., Nathusius, K. (1977) Probleme der Unternehmensgriindung: eine betrieb-
swirtschaftliche Analyse unternehmerischer Startbedingungen, Stuttgart.

50 Baaken, T. (1989) Bewertung technologieorientierte Unternehmensgriindungen. Kriterien zur
Bewertung von Griinderpersonlichkeit, Technologie und Markt fiir Banken und Venture-Capital-
Gesellschaften sowie fiir die staatliche Wirtschafts- und Technologieforderung, Berlin, p. 213.
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of the market analysis is the sales market. Although innovative products do not
have competitors, analysis of the competition and competition trends should not
be ignored, as the new product has to hold its own against traditional approaches
and, moreover, it is necessary to identify similar development trends amongst other
suppliers early on to counter the danger of imitations and substitution products. A
realistic assessment of the competitive strength and hence of the prospects of suc-
cess is not possible until the innovative product and its potential have been compared
with the product of the competitor company.

In this connection, the following strategic success factors regarding market expe-
rience and market knowledge among the founders have been identified by empirical
means:

e Performing a market analysis

e Understanding customers’ needs

e Knowledge of purchaser behaviour
e Overview of competition situation

e Knowledge of the potential market®!

These success factors create the link to the criterion areas of market attractiveness
and competitive strength.’> By conducting a market analysis, the founder obtains
information on market growth, sales risk, market size, and the attractiveness of the
procurement market. Market analysis produces information about the market which
is the prerequisite to a successful launch strategy>> and the achievement of high
market share. On the other hand this argument is weakened by the fact that it is not
possible to perform a reliable assessment of market acceptance until the planned
products are actually available.>* Another important factor of competitive strength
is the innovative product, the strength of which is determined by price, quality and
other competitive advantages.

As far as the business founder is concerned, the market and industry assessment
are contained in the company concept. The banks undertake a valuation from a high-
level perspective using comparative industry data.

51 Baaken, T. (1989) Bewertung technologieorientierte Unternehmensgriindungen. Kriterien zur
Bewertung von Griinderpersonlichkeit, Technologie und Markt fiir Banken und Venture-Capital-
Gesellschaften sowie fiir die staatliche Wirtschafts- und Technologieférderung, Berlin, p. 245.

52 Zum Stellenwert von Produktinnovationen fiir den Erfolg des Unternehmens Huxold, S. (1990)
Marketingforschung und startegische Planung von Produktinnovationen: ein Friiherkldrungsansatz,
Berlin.

53 Ausfiihrlich zu Marketingkonzepten JTU Baier, W., Pleschak, F. (1996) Marketing und
Finanzierung junger Technologieunternehmen, Wiesbaden, pp. 47-97.

54 Unterkofler G. (1989) Erfolgfaktoren innovativer Unternehmensgriindungen: ein gestaltung-
sorientierter Losungsansatz betriebswirtschaftlicher Griindungsprobleme, Frankfurt am Main u.a.,
p. 125.
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The tools used for this purpose are industry services and contacts with existing
companies. Some banks have constantly updated industry studies available.>

3.4.7 Assessment of the Organisation of Start-Ups

According to Laub,>® assessment of the organisational aspects of idea implementa-
tion has received too little attention up to now, since it is only when the resources
from procurement, sales, finance and labour markets are successfully integrated that
successful implementation of the innovative start-up idea can be ensured.

Figure 3.13 provides an overview of criteria for assessment of the organisation
of start-ups which, according to Laub,’’ represent a majority of the characteris-
tic attributes used in organisational assessment, which reflect the current status of
academic discussion.

Picot, Laub and Scheider’® conducted some empirical investigations to clarify
the link between organisation of start-ups and start-up success. According to them,
the manner in which the process of idea implementation is organised can signifi-
cantly affect the success of the start-up. Both the contractual tie-in of resources and
customers and the organisation of the sales side influence the cost structure of the
start-up and the user benefit.

Location analysis

A

Procurement- oriented tie-in Sales mfarket-oriented
of resources: _ Organisation of start-ups -~ —tg;r?t;crte:r?:lr;seiz
- Contract analysis < (tie-in of resources) " " (customers)
(suppliers) _ Success? - Marketing analysis
- Product analysis

Fig. 3.13 Selected criteria for assessment of the organisation of start-ups
[source: Laub, U. D., Innovationsbewertung, 1991, p. 32]

55 Staudt, E., Hafkesbrink, J., Lewandowitz, T. (1996) Kompetenz und Kreditwiirdigkeit.
Bestandsaufnahme der Kreditwiirdigkeitspriifung in Theorie und Praxis bei Existenzgriindern und
innovativen Klein- und Mittelbetrieben. In: Berichte aus der angewandten Innovationsforschung,
hrsg. von Staudt, E., Bochum, p. 32.

56 Laub, U. D. (1991), Innovationsbewertung. Ein Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erfahrungen, Ergebnisse, Wiesbaden, p. 42.

57 Laub, U. D. (1991) Innovationsbewertung. Ein Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erfahrungen, Ergebnisse, Wiesbaden, p. 32.

58 Picot, A., Laub, U. D., Schneider, D. (1989) Innovative Unternechmensgriindungen: eine
okonomisch-empirische Analyse, Berlin u.a., pp. 49-50.
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In this way, according to Picot, Laub and Schneider’® the manner in which the
resources are tied in becomes an important factor that determines the success or fail-
ure of an innovative business start-up. The founder therefore faces an organisational
problem in realising his innovative idea. It should be noted here that the partial
services supplied internally by the business and the internal production processes
together have a critical influence on the character of the innovation. As knowledge of
partial services provided internally is often available only inside the innovative busi-
ness itself, the partial services are very complex and moreover there is a high interest
in keeping secret any innovation-relevant information,®’ successful innovative start-
up companies produce services with high innovative know-how themselves. In the
same way, these companies choose forms of tie-in that are closer to the market
(external production) for services involving less specific know-how.%!

Low importance/ High importance/
Not at all difficult Very difficult
1 2 3 4 5 6 7

Analysis of tie-in of
different sales

possibilities poig /

Analysis of contracts entered -

into with customers AN
.
N
“

Analysis of cost effectiveness of
partial services performed in-house

Analysis of contracts entered
into with suppliers /

Analysis of preliminary product ;
procurement J/

Location analysis ¢
Other

N, =30
= Mean values of relative importance ratings
= Mean values of degree of difficulty ratings

Fig. 3.14 Importance and difficulty of criteria for the assessment of organisations
[source: Laub, U. D., Innovationsbewertung (“Innovation valuation™), 1991, p. 44]

59 Picot, A., Laub, U. D., Schneider, D. (1989) Innovative Unternehmensgriindungen: eine
6konomisch-empirische Analyse, Berlin u.a., pp. 186-187.

60 Picot, A., Laub, U. D., Schneider, D. (1989) Innovative Unternechmensgriindungen: eine
okonomisch-empirische Analyse, Berlin u.a., p. 191.

61 Laub, U. D. (1991) Innovationsbewertung. Ein Bewertungskonzept fiir innovative
Unternehmensgriindungen. In: Laub, U. D., Schneider, D. (eds.) Innovation und Unternehmertum.
Perspektiven, Erfahrungen, Ergebnisse, Wiesbaden, p. 43 und Schmeisser, W., Krimphove, D.
(eds.) (2001) Vom Griindungsmanagement zum Neuen Markt. Strategien fiir technologieorientierte

kleine und mittlere Unternehmen. Wiesbaden.
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In this connection, the procurement market- and sales market-oriented resource
tie-in analysis must be assessed as to its importance or difficulty, as presented in
Fig. 3.14.

It is clear here that what is of interest in the assessment is predominantly the
organisation of sales market relationships. On the other hand, the procurement mar-
ket side is rated as relatively unimportant, which Laub®? attributes to the fact that in
the start-up phase the number of external procurement market relationships is usu-
ally still very limited. The item “Other” covers market-oriented product analysis,
future personnel retention strategies and internal operational organisation. The high
average value of this item gives an indication of the importance of these points.

Compared with the start-up idea and the founder, the difficulties relating to the
assessment of the organisation of start-ups are clearly deemed to be a lot less impor-
tant. This is because it is easier to obtain information, the information obtained is
relatively stable and usable comparative data and empirical values are available.

3.5 Summary

Although for the banks it would be sensible to have a standard valuation method
available, especially in view of the rising demand for innovation financing, today
only internal valuation guidelines of the nature of a checklist exist. Above all there
is a lack of quantitative valuation procedures for the simple calculation of present
or future values of innovative start-ups. This shortcoming can be explained by the
lack of collaboration between the various valuing institutions and the lack of atten-
tion paid to this area by empirical research. The possible contact partners for banks
include above all venture capital companies which, unlike the banks, have a lot of
experience at valuing innovative start-ups. It follows from this that the valuation
of innovative business start-ups has up to now been based solely on the valuation
experience of individual bank employees, and as a result there is a lot of uncertainty
here.

The central success factors identified in the case of the innovative business
start-up were the founder, the start-up idea and the organisation of start-ups.
Factors playing an important role here include the expected market potential, the
entrepreneurial capabilities of the founder and the economically efficient design of
the start-up organisation of start-ups. Having identified the important qualitative
success factors, one then has an appropriate basis for assessing innovative founders.
If valuation methods were to be developed, this could facilitate the assessment of
innovative start-ups in the future and at the same time it would be possible to develop
a control instrument for validating external valuations.

62 Ibidem



Chapter 4
Innovation Profitability Analysis in the
Assessment of Pharmaceutical R&D Projects

Wilhelm Schmeisser

4.1 Basic Aspects

In management circles, the pharmaceutical industry is referred to as a “high-risk
industry”, as it takes a very long time to develop a drug and success is difficult
to assess.! This perception is borne out by practical examples. Thus, for example,
the in-house early warning system at pharmaceutical company Bayer was ignored
in 2001 in connection with the anticholesterolemic Lipobay, which was associated
with 100 deaths. Following the withdrawal of the drug, the company’s stock market
valuation fell by €5.6 billion on a single day and lawsuits have been filed against
it to date in over 14,000 cases.? As well as the high risks associated with research
and development projects, there are also major opportunities. Huge profits can be
made from the successful development and marketing of pharmaceutical products.
The American company Amgen achieved sales in excess of 3.5 billion euros within
the space of a few years for just two drugs, Epogen and Neupogen.>

This suggests that the risk can be defined as the danger of making a poor decision
on the basis of which an aspired-to goal is not achieved. A pharmaceutical project
conceals many such decision points. Again, when deciding whether to pursue an
R&D project or not it is essential to ascertain the risks in advance and take these
into account in the assessment. This suggests that one should use decision models
to deal with projects and use them as tools for avoiding hazards which could have
an impact on the company’s value.

The overall analysis of a corporate division like Research and Development pre-
supposes that individual projects are considered in a consistent manner. At the same

W. Schmeisser ()

Hochschule fiir Technik und Wirtschaft, HTW, Treskowallee 8, 10318 Berlin, Germany
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IRischer, M. (2006), p. 1.

2 Annual report Bayer AG (2004), p. 118, see also Bein, H.-W. (2002), http://www. cbgnet-
work.org/952.html, as of 11 December 2006.

3Rudolf, M. and Witt, P. (2002), p. 155.
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time each R&D project needs to be assessed early on, firstly to establish its signifi-
cance within the company and secondly to enable specific risks to be identified and
monitored appropriately.

For this purpose, business models for assessing alternative actions and their
outcomes and the associated uncertainties and resulting risks are analysed and
assessed.

4.2 The Pharmaceutical Industry — Background

Pharmaceutical research and development has a long-standing tradition in Germany.
“Companies like Schering, Bayer, Boehringer Ingelheim, Merck, [...] are among
the world’s oldest pharmaceutical companies and have been making a valuable con-
tribution to effective and efficient healthcare for over 100 years”.* Many as yet
untreatable illnesses, rising life expectancy and a steadily growing awareness of
health issues along with new research and development methods mean that there is
a sustained research dynamic in the pharmaceutical industry.’

4.2.1 Terminological Definitions: Pharmaceutics

Pharmaceutics is the science that is concerned with the procurement, effect, test-
ing and manufacture of pharmaceutical products and, along with this, is linked
to aspects from other sciences, primarily chemistry and biology.® Pharmaceutical
products are vegetable, animal or synthetic substances that are intended for diagnos-
tic or therapeutic purposes. Pharmaceutical products can be available only on pre-
scription or without prescription and include medicines, vaccines and diagnostics.’

4.2.2 Classification of the Pharmaceutical Industry

Essentially the pharmaceutical industry can be broken down into suppliers of inno-
vative original products and suppliers of generic drugs.®-° These suppliers are

4BCG (2001), p. 1.

SBPI (2005a), p. 23.

SFor further information on this subject, see http://www.gesundheit.de/roche/, as of 11 November
2006.

7See. http://www.gesundheit.de/roche/, (11 November 2006). In the literature, the term “pharma-
ceutical product” is often treated as synonymous with “drug”.

8Generic drugs are pharmaceutical products with the same active ingredient and same concentra-
tion as the original preparation, which can come on to the market at a significantly lower price after
the patent protection of the original preparation has elapsed.

9The pharmaceutical market distinguishes between prescription-only pharmaceutical products
which have to be purchased from a pharmacy, prescription-free / over-the-counter pharmaceutical
products and pharmaceutical products that are used in hospitals (see BPI (2001), pp. 11-12.).
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subject to different, specific market and competitive conditions that in each case
call for a different business strategy that reflects the company’s market position
and the resources available to it.' A provider of innovative original products is
referred to as a research pharmaceutical company and its strategy is geared towards
the development and marketing of pharmaceutical products. Generic companies are
pharmaceutical companies which specialise in the production of generic products
and pursue a cost leadership strategy. With their business model, they save the costs
and time to go into the research and development of drugs. A pharmaceutical com-
pany is deemed to be “fully integrated” if it covers the entire value-added chain,
from discovery of the active ingredient, research and development through to pro-
duction and marketing. Many companies specialise in only a part of this value-added
chain. Often these companies are biotechnology companies that develop drugs,!!
and whose core competencies lie in the first two areas.!? They sell knowledge and
findings by developing potential, marketable substances.'®> The value of the com-
pany therefore depends heavily on patents, partnerships and/or human capital.'*
If the pharmaceutical and biotechnology companies are direct competitors, to the
pharmaceutical company it is strategically attractive to take over the biotechnology
company to supplement its own value-added chain.

In addition to this vertical integration there is also the possibility of collaboration.
In practice, collaboration is common, especially where the drug in question is still
under development. Depending on the type of contract, the biotechnology company
receives a percentage of the sales proceeds of the finished drug (royalties), a one-
off payment for developing it (milestone payments) or a combination of the two.!?
Whereas pharmaceutical companies finance their R&D activities from the sales of
their successful products, biotechnology companies that are developing drugs do not
have any profits in the early years.®

In this connection the management consultancy firm Deloitte!” identifies essen-
tially three different business models:

e The biotechnology industry (also known as biopharma) comprises companies
which use biotechnology methods to develop therapeutic products with “small
molecules”!® or “biological platforms”.

10Hoffmann, W. et al. (2003), p. 13.

"n the biotechnology industry, a distinction is made between three different business models:
service providers (i.e. which develop and market technologies), suppliers and product developers
(i.e. which develop drugs).

12Rudolf, M. and Witt, P. (2002), p. 154 ff
13Scheibehenne et al. (2003), p. 668 ff.
4Kaufmann, L. and Ridder, Ch.(2003), p. 448.
I5Rudolf, M. and Witt, P. (2002), p. 155.
16Kaufmann, L. and Ridder, Ch.(2003), p. 448.

TDeloitte is an audit and management consultancy company which has carried out studies in the
biotechnology and pharmaceutical industry on the basis of around 200 leading companies.

18<Small molecules™ are low-molecular synthetic molecules.
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Fig. 4.1 “Fully integrated” value-added chain of pharmaceutical companies
[Source: based on Arthur D. Little (1997), p. 71.]

e The big biopharma industry comprises companies which have already been
profitable for several years and whose product revenues exceed $500 million.

e Big Pharma are pharmaceutical companies whose origins lie in the chemical
industry. They earn several billion dollars from prescription-only pharmaceutical
products.”

This classification scheme appears at first glance to be an extreme simplification,
but it is practical to use in practice.

4.2.3 Financing

A lot of investment capital is required to finance the development and licensing of
new active ingredients.?’ The investments made by large pharmaceutical companies
are very different from those of small biotechnology companies. Pharmaceutical
companies can finance investment with a long-term time horizon, and/or made high-
risk investment with delayed onset of return.>! Amongst other things they use the
proceeds of present-day sales of pharmaceutical products to fund the prolonged and
expensive process of developing their future remedies. As far as the industry is con-
cerned, the high prices charged for innovative drugs are necessary to ensure a high
return for the investors, one that rewards the risk of investing in pharmaceutical
shares. At the same time the prospect of profit is an incentive to develop innovative
new pharmaceutical products.??

A biotechnology company (biopharma), on the other hand, cannot afford long-
term or high-risk investment. To finance the independent discovery and development
of pharmaceutical products, it can either licence a product as a means of obtaining

9Deloitte (2005), p. 5.

205 cheibehenne et al. (2003), p. 668 ff.
21Byssey, P. et al. (2005), p. 194.

224, Verf. (2006), pp. 11-13.
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milestone payments or royalties, or find alternative financing.”® As a result, biotech-
nology companies normally finance themselves using special forms of financing?*
such as private equity financing, whereby equity capital is made available for a fixed
period of time by either private individuals or institutional investors.>> Financing is
largely with the aid of venture capital investors (providers of risk capital). Not only
are they able to guarantee the company a high flow of liquid resources, but they also
place a network with know-how at the disposal of the company.?®

4.3 Analysis of Pharmaceutical R&D Projects

One of the distinguishing features of the business activities of pharmaceutical com-
panies is the research and development of remedies. This requires a lot of time and
know-how. Some 800 individual work steps lie between the initial synthesis and the
final pharmaceutical product, each being carried out in a controlled development
process. The process of developing a drug takes about 10-15 years altogether, costs
on average $800 million and typically has a very low success rate (1:6,000).27-28

In order to be able to take better account of the risks of R&D projects, we will
first of all explain the typical features of pharmaceutical R&D projects and then
consider the ideal course which they typically follow.

4.3.1 Terminological Principles Regarding Research
and Development

The aim of researching and developing remedies is to develop new products or pro-
cesses, and this work is carried out in the form of projects. In the literature, research
and development are viewed as independent and in practice are broken down as
follows:

e Basic research aimed at uncovering scientific phenomena and interrelations and
at trying to explain these without attempting to use the findings directly??;

23Bussey, P. et al. (2005), p. 194.

24Pprivate equity, mezzanine financing and sponsored programmes all play an important role in the
USA, especially the last of these.

25Ehrmann, H. (2005), p. 222 f.

26Scheibehenne et al. (2003), p. 668 ff.

2TThis success rate means that out of 6,000 substances researched, only a single substance is even-
tually successfully licensed. The figures given regarding success rates vary depending on what
stage of development/research is taken as the starting point.

28BPI (2005a), p. 17.

29pfeiffer, W. and Staudt, E. (1974), Sp. 1523.
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e Applied research which solves specific problems as regards materials, procedures
or products and is aimed at commercial use’’;

e Development work which adapts existing solutions from applied research to
commercial requirements.3!

Research is strongly oriented towards the strategy of the company. As the strat-
egy is often redefined, its implementation in research constitutes a challenge for
management. Ending a research project too early or too late can have far-reaching
consequences for the company.>?

R&D projects in the widest sense are all the projects of a pharmaceutical
company, from the active ingredient discovery phase through development to the
marketing of a drug.>> A pharmaceutical R&D project is taken to refer to the devel-
opment of a new substance, from discovery to synthesisation into a pharmaceutical
product and on to its use on humans.

4.3.2 Development Process of a Drug

The process of developing a drug breaks down into several phases. It starts with a
research phase (active ingredient discovery phase), during which scientists search
for potential new active ingredients. In the next, preclinical stage, the efficacy of the
new substance is determined. This is followed by the test phase of clinical research
in which the substance is tested on humans in Phases I, II and III. These research and
development phases ultimately end with approval for introduction on the market.>*

4.3.2.1 Research Phase

The process of developing a pharmaceutical product starts with the search for a
potential substance, which on average will take 2—4 years. To find a pharmaceutical
product, biologists, chemists and pharmacists search for metabolic processes or for
molecular structures which play a critical role in a medical condition.>> With the
aid of test systems, known as screenings, a large number of different molecular
structures can be tested for their suitability. Promising substances, known as leads,
are refined and varied to go through other tests.?® Methods from “classic” project
management can hardly be used during this phase, as content, objectives and costs
will vary widely in the course of the project. The research process is characterised by

30pfeiffer, W. and Staudt, E. (1974), Sp. 1522.

315ch'eitzle, G. (1965), p. 36, quoted by Schmeisser, W. et al. (2006), p. 63.
32Weule, H. (2002), p. 201.

33vslker, R. (2001), p. 232.

34Gorbauch, R. de la Haye (2002), p. 165 ff.

35PhRMA (2006), p. 4.

36Gorbauch, R. de la Haye (2002), p. 165 ff.
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Fig. 4.2 Development process for drugs
[Source: based on Kaufmann, L. and Ridder, Ch. (2003), p. 448]

frequent changes of strategy and chance findings. Weule describes project planning
in a simple but telling way: “The more ‘fuzzy’ the expected project outcome is,
the less detailed planning is possible”.>” Too much directing and control would rob
the project of its creativity and thus preclude chance or unconventional solutions.
However, without control there is the risk that the research is not directed at the
needs of the market and the products cannot be sold.3® With goal-oriented research
supported by project management, a considerable number of potential ideas may be
lost, but the research is oriented towards the needs of the market.

At the end of this phase the researchers create a candidate active ingredient
defined in terms of its key characteristics, the therapeutic area of application, the
type of effect that it has (with description of effectiveness and side-effects) and the
application profile.

3TWeule, H. (2002), p. 204.
38Weule, H. (2002), p. 204 f.
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4.3.2.2 Preclinical Phase

During the preclinical phase, the pharmacological efficacy>® and toxicological*”

characteristics of the new active ingredient are tested “in vitro” (in the test tube) and
“in vivo” (on animals).*! When it comes to pharmacological efficacy, one learns
more about the absorption, distribution, metabolising and elimination (ADME
studies) of the substance in the course of this stage. The toxicological examina-
tion produces information about unwanted side-effects to do with dose range or
long-term use. The aim is to find a dose range which does not have any seri-
ous toxicological effects. The risk—benefit assessment is critical. For example, do
hypertension drugs have different requirements from cancer drugs?*> To ensure
the quality of this investigation, the licensing authorities insist on adherence to
internationally valid regulations such as “Good Laboratory Practice” and direc-
tives regarding the species and number of experimental animals to be tested and
the duration of the trials.*3

In practice, the active ingredient is patented at this point and the clock now starts
ticking on the patent life of 20 years. In the case of drugs developed to treat medical
conditions that are very rare, market exclusivity of up to 7 years in the USA and
up to 10 years in the EU from approval can be protected through “orphan drug”
status**. The cost-effectiveness of a pharmaceutical product is directly related to
the size of the market which, in the case of rare diseases, is small. Under normal
market conditions it would not be possible to amortise the R&D costs over such
small market volumes. Orphan drug status is granted in order to give the pharma-
ceutical companies an incentive to develop such drugs. As well as the protected
market exclusivity, other advantages conferred by this status include support with
the licensing procedure, the provision of funding and the possibility of favourable
tax treatment.*)

Project management during the preclinical phase is supportive and coordinat-
ing, the aim being to filter out suitable molecular structures.*® Experience suggests

39Pharmacology is concerned with the interactions between the active ingredients in drugs and the
organism.

40Toxicology is the study of toxic substances, poisoning and their treatment.
4IKaufmann, L. and Ridder, Ch.(2003), p. 449.

4ZRisk-benefit assessments of drugs are carried out during clinical trials and after licensing on the
market.

43Gorbauch, R. de la Haye (2002), p. 165 ff.

44Orphan drug status means that no other approvals are accepted for similar pharmaceutical prod-
ucts for the same therapeutic application area. Similar drugs means similar molecular structure,
the same active ingredient mechanism and the same therapeutic application area. When deciding
whether to award orphan drugs status, the following criteria are taken into account in the EU: no
satisfactory therapy must already exist in the EU and proof must be provided that the new drug
will bring significant benefit to the patients affected. At the same time the medical condition must
affect fewer than 5 citizens of the EU per 10,000.

45BPI (2005b), p. 5 ff.

46<New Molecular Entities” (NMEs) or “New Chemical Entities” (NCEs).
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that fewer than one project in ten advance from the preclinical phase to the end
consumer.?” This is due not just to the medical termination criteria, but also to the
increasing requirements regarding safety, compatibility and the effectiveness of the
remedy in the ensuing clinical tests.

4.3.2.3 Clinical Phase

The development process in the clinical phase of a pharmaceutical product resem-
bles a “typical” project more closely than the research work that goes into it. Every
substance goes through a development programme (“drug development plan™)
before it finally reaches the market.*® Before the clinical test phase can commence,
the company requires the approval of the appropriate authority (e.g. the European
Agency for the Evaluation of Medicinal Products (EMEA) in Europe or the Federal
Drug Administration (FDA) in the USA) in the form of a “Investigational New
Drug Application” (IND) and a positive judgement from the ethics commissions.
Once approval has been granted, the drug can be tested on human beings, in Phase I
on healthy subjects*® and in Phases II and III on patients. When supplemented by
a voluntary phase 1V, it is possible to examine the long-term effects or unusual
side-effects in more detail "

Before the study gets under way, independent ethics commissions”" review a
risk—benefit assessment, the patient information and their insurance cover. During
the study, they monitor its progress. Their ensuing judgement enables the pharma-
ceutical companies to submit the study to the responsible national authorities.’?
Only after the relevant “reference number” has been granted may clinical trials on
real patients begin.>>

During the clinical trials, the pharmaceutical company already has to ensure that
the drug to be tested has been manufactured to the latest standards. The guide-
lines relating to this are set out in the Good Manufacturing Practice (GMP). The
Guideline for Good Clinical Practice (GCP) is an international quality standard
which has to be observed when conducting and recording clinical trials that involve
the participation of human subjects. To achieve successful licensing, international
and national guidelines drawn up by several different institutions>* exist for virtually

51

4TStewart, J. J. et al. (2003), p. 814.

48vslker, R. (2001), p. 233.

49Except in the case of some therapies e.g. cancer therapy, which are treated as exceptions.

50K aufmann, L. and Ridder, Ch.(2003), p. 449.

51German ethics commissions are regulated under public law and subject to the federal state law
of the Bundesland in question. Their function is to protect the subjects taking part in medical trials.
521n Germany such studies can be submitted, for example, to the German Federal Institute for
Drugs and Medical Devices (BfArM) or the Paul Ehrlich Institute (PEI).

53Gorbauch, R. de la Haye (2002), p. 167 ff.

54These include institutions such as the European and American licensing authorities, the
International Conference on Harmonization (ICH), the Committee for Proprietary Medicinal
Products (CPMP) and the World Health Organization (WHO).
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all major indications. Compliance with the guidelines is documented in a develop-
ment plan for the pharmaceutical product. In summary, this documents the planned
studies, their content and sequence. At the same time it forms part of the application
for approval to the licensing authorities.>

4.3.2.4 Licensing Procedure

Following successful completion of the clinical trials (67% of Phase III candi-
dates), the company applies for approval to the responsible authorities. In the USA
this is a “New Drug Application” (NDA) and in the EU it is called a “Market
Authorisation Application” (MAA).® They examine the documents prepared by
the company relating to the pharmaceutical quality, efficacy and safety of pharma-
ceutical products. For the US market, national approval is granted by the Food and
Drug Administration (FDA). In the EU, there are three different licensing proce-
dures. A central Europe-wide procedure is conducted by the European Agency for
the Evaluation of Medicinal Products (EMEA) in London. The second procedure
leads to reciprocal recognition, such that the approval is recognised by each mem-
ber state. And finally there is also a purely national licensing procedure, under which
approval is granted in only a single EU member state.”’ The strategic orientation of
the company will determine to which authority the application should be submitted.
However, the authorities decide whether the drug may be marketed for the intended
purpose in the country.

4.3.3 Significant Characteristics of Pharmaceutical Projects

Having explained the development process, we shall now examine the typical char-
acteristics of a pharmaceutical project. As well as project-typical features such as
quality, cost and duration, the distinguishing features of an R&D project also include
uniqueness and novelty in a dynamic environment and limits on time and person-
nel.’® According to draft auditing standard no. 5 of the German Institute of Auditors
(IDW ES 5 n. F), the value of an asset is basically determined by its future financial
return.” In addition, non-financial asset values — intangible asset values — also have
to be considered.

4.3.3.1 Financial Return

To ascertain the financial return of an R&D project, it is essential to first
assess the size of the market. The market size is determined by the number

35 Gorbauch, R. de la Haye (2002), p. 167 ff.
56Kaufmann, L. and Ridder, Ch.(2003), p. 449.
STBCG, (2001), p. 73.

58Brandt, S. M. (2002), p. 123.

59IDW ES 5 n. F. (2006), text no. 15.
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Phase |

In Phase | of the clinical study, the pharmaceutical product is tried out on humans for the
first time, normally between 10 and 100 healthy subjects. The pharmacological and
toxicological effects in the human body are tested in ADME (absorption, distribution,
metabolising and elimination) studies. Also examined are interactions with other drugs,
tolerance limits and dose-effect relationships.

Phase I

In the Phase Il clinical trials, which involve a relatively small number of cases — between
50 and 200 patients — the effect of the drug on sick patients is examined, along with the
side-effects and optimal dosage. The aim is to obtain data that is not influenced by
concomitant disorders or by the peculiarities of individual patients. Using the double-blind
procedure*, the drug to be tested is made available to the examining doctor and patient,
along with a non-active placebo or a standard therapy.

* “Double-blind” means that neither the doctor nor the patient knows whether the drug or
the placebo has been administered.

Phase llI

Assuming that the desired effect — an acceptable level of safety and a favourable dose
range — has been demonstrated in Phase Il, work can nhow commence on trials with the
drug on a larger number of cases — from around 2,000 to over 5,000 patients. The test
substance has to be tested under conditions similar to those that will apply in later practice.
The effectiveness and tolerance of the test substance are analysed statistically. The trials
have to show that administration of the drug had a positive outcome in over 95% of cases.
Phase Ill ends with the creation of the approval dossier™ and its submission to the
responsible authorities.

** The approval dossier contains all the findings to date in a form that permits a broad
judgment to be formed of the mode of action, the pharmacological data, efficacy, dosage,
how the pharmaceutical product compares with the previous standard therapy and how well
it is tolerated.

Phase IV

Once approval has been granted, the fourth clinical phase, which is no longer part of the
clinical trials, begins. Often this phase includes a drug monitoring exercise*** to identify
which parameters and risk factors affect the safe use of the pharmaceutical product and
any possible interactions which could not be ascertained during the clinical trials.

***This is published through the recommendations of the German Federal Institute for
Drugs and Medical Devices (BfArM), as a result of which it has become an increasingly
important, strategic tool after licensing for purposes of marketing.

Fig. 4.3 Clinical phases
[Source: based on Gorbauch, R. de la Haye (2002), p. 167 ff.]
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of patients with the required daily dose. An epidemiological®® assessment of
the indication enables one to estimate the expected prevalence (morbidity of
the medical condition) and incidence (number of new cases) during the period
over which the drug to be developed can be expected to be marketed. The epi-
demiological expectations are developed within a regional framework, so that
they can then be generalised to the biggest markets, such as the USA, EU and
Japan.®!

When calculating the sales potential, it is necessary to bear in mind that the
bigger the target market is, the greater the likely revenue once the product has
been licensed. In order to forecast the revenues in a more understandable fac-
tion, ideally a target product profile of the candidate active ingredient is drawn
up in consultation with the R&D scientists. This profile is defined in terms of
characteristics such as therapeutic use, action profile (with description of efficacy
and side-effects), pharmaceutical form and production.? At the same time the
expenditure associated with the predicted revenue has to be separately estimated.
Essentially, this is estimated on the basis of the cost of clinical studies and licens-
ing fees. While the pharmaceutical product is under development, there will be
opportunities to consider an alternative solution which could lead to a different
target product profile with greater commercial potential or, in the worst case, to
termination of the programme.®® Although the developed target profile will dif-
fer from the actual profile of the final pharmaceutical product, it is sensible to
forecast the future revenue, firstly in order to work out its significance for the
company and at the same time amongst other things to ascertain the value for
licensing agreements. On the other hand, this forecast involves assessing the com-
petitive environment and the clinical pictures within this market for which there
is as yet no treatment.®* As R&D projects are developed for one or more indi-
cations, the significance of each indication should be considered in the overall
assessment.®

It must be emphasised that pharmaceutical R&D projects require a lot of time
and production factors. In the long term they tie up resources of the company in
the pursuit of an objective whose outcome is uncertain. There is no guarantee that
the expenses incurred will be recouped later on in the form of revenue. The risk of
failure is extremely high over the entire development process and the prospects of a
product launch are low.%°

%0Epidemiology examines the distribution and causes of health-related conditions and events.
61Bussey, P. et a. (2005), p. 204.

62Rudolf, M. and Witt, P. (2002), p. 155.

63Bussey, P. et al. (2005), p. 205.

64Bussey, P. et al. (2005), p. 205. Cancer therapies need a large sales market, whereas lifestyle
preparations like Viagra take less long to launch on the market but have a short marketing phase.

65Bussey, P. et al. (2005), p. 204, see also Arnold, K. et al. (2002), p. 1086.
66Mansﬁeld, E. (1968), p. 68 ff., cited in Schmeisser, W. et al. (2006), p. 63.



4 Innovation Profitability Analysis in the Assessment of Pharmaceutical 75

4.3.3.2 Intangible Value

The predictable data outlined above, such as the sales potential, does play an impor-
tant role in the project assessment, but consideration of non-financial or intangible
asset values®” is lacking.

Based on the prevailing opinion of the business literature, the German Institute of
Auditors defines an intangible asset as a business asset used in the business process,
whose substance is not physically perceptible, e.g. rights, relationships, know-how
or information.®® When one considers a pharmaceutical R&D project, on the one
hand these are assets which relate to patented technologies, active ingredients or
receptor molecules and trade secrets regarding formulae or processes. On the other
hand, they are intangible assets based on rights, such as licences, management con-
tracts, restraints of competition or non-competitive clauses.®® It is therefore worth
using licensing agreements, for example, to value pharmaceutical projects.”® When
it comes to examining licensing agreements about R&D projects, Arnold et al. show
with the results of their study’! that four other significant factors have a significant
influence on the project value: the licence partner, the degree of innovation and stage
of development of the drug, the agreed milestone payments and the type of agree-
ment.”? In view of the high development costs,”> many biotechnology companies
enter into a teaming agreement with a pharmaceutical company for the purposes
of obtaining finance. After each phase is successfully completed, the value of a
licensing agreement increases by 22%.*

The further the drug is along the development process, the more likely it is that
the licensing associates will pay more money. The licensing associate itself influ-
ences the value of the product to the extent that it lends a bigger reputation as
well as making more capital available. The company benefits from the reputation
of the pharmaceutical company, since its association with this company draws the
attention of venture capitalists, investors or future customers to its product. Major
pharmaceutical companies can succeed in doubling the product value by virtue of
greater marketing opportunities. They themselves are forced to conclude licences
to renew their product pipeline. In this connection Arnold et al. put forward the
argument that pharmaceutical companies are not just willing to acquire innovative

7In this connection, Schmeisser, W. et al. (2006), p. 293 ff. discuss in detail the definition and
classification of intangible asset values within the framework of “intangibles”.

68IDW ES 5n. F. (2006), text no. 3, see also Schmeisser, W. et al. (2006), p. 293 ff.

69 As defined in IDW ES 5 n. F. (2006), text no. 14.

70Bussey, P. et al. (2005), p. 204, also Arnold, K. et al. (2002), p. 1085.

71 Arnold et al.’s study examined the values of over 100 biotechnology companies which were
completed between 1999 and 2001.

72Arnold, K. et al. (2002), p. 1085.

73The average cost of Phase I studies is $2 million and of Phase II studies $10 million. On top of
this there are considerable costs for Phase III studies, so that over the development process as a
whole the costs can mount to $800 million (Handen, J. S. (2005), p. 6).

74Arnold, K. et al. (2002), p. 1087.
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products in order to market them, but they will also buy innovative products with-
out marketing them in order to prevent the competition from gaining access to
them.”>

The value of an R&D project rises significantly if the product possesses a high
degree of innovation. Arnold et al. argue that the contract value of a licence is twice
as high if a product represents a genuine new development rather than merely a
variation on an existing one.”® But paradoxically, a high degree of innovation tends
to be seen as a disadvantage in the industry, as the probability of success is low and
development is enormously risky.””

The success of the project also depends significantly on the technical compe-
tence of the project management and the head of the research team. What is relevant
here is the experience of the scientists at successfully getting a candidate product
through a development process (Phase I to III studies) and the know-how of the
decision makers. Often they have to put off decisions until further information can
be obtained about the potential of the drug and its probability of success.’® The
same applies to the decision to pursue alternatives counts here. It must be added that
the decisions they make here depend not only on their experience but also on their
willingness to accept risk.”’ On top of this they have to be able to actively follow
developments in the market and assess to what extent the project can be successfully
carried off in the company.3°

Finally, the value of an R&D project is determined by quite general factors such
as the general business strategy, public trust and the opinion of the public and capital
markets on biotechnology. Not only the competitive environment, but also the regu-
latory requirements and legal changes and changes in government policy constantly
reshape the environment of the pharmaceutical market.?!

4.3.4 Summary

The factors discussed which have a significant effect on the value of an R&D project
are summarised in the next diagram (Fig. 4.4).
Again, one should not forget the time factor and the external factors.

75 Arnold, K. et al. (2002), p. 1086.

76 Arnold, K. et al. (2002), p. 1087.

771t should be added that a market-oriented competition increasingly blurs the boundaries between
“actual” and “promised” innovation (see Frerk, V. et al. (1996), cited in Arthur D. Little (1997), p.
77).

78 Arnold, K. et al. (2002), p. 1088.

"9Finke, R. (2005), p. 20

80Weule, H. (2002), p. 202.

81The stock market is quick to criticise changes in policy which affect the pharmaceutical indus-
try. For example the S & P 500 Pharma share index in the USA fell by 4.7% within three days
after it became known that the non-pharmaceutical-friendly Democrats had won the election. The
reason for this was the reform plans relating to the Medicare state-funded health programme and
relaxation of the import regulations governing the import of cheap foreign drugs (Kuchenbuch,
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[Source: based on Bussey, P. et al. (2005), p. 197.]

Finally, the R&D project is bound into a tight timeframe, as only short develop-
ment times guarantee that a pharmaceutical product will be exclusive on the markets
(effective patent term). The uncertainty of the possible product profile, estimation
of the probability that marketing will be successful and the consideration of intangi-
ble assets pose a major challenge to the company. Ongoing valuation of all projects
in progress makes it possible to estimate which products should be developed to
achieve the biggest possible commercial success. Given the extreme importance of
R&D project valuations, this subject will be considered in more detail in the next
section.

4.4 Procedures for Valuing Pharmaceutical R&D Projects

Having explained in more detail in the previous section the sequence of events and
the typical features of a pharmaceutical R&D project, we will now consider some
valuation procedures. In this context, the main reason for valuing R&D projects
and their outcomes is not primarily for accounting or tax purposes but for making
decisions on whether to acquire or dispose of them. The aim is to assess a project in
a manner that considers the salient features of pharmaceutical projects and also the
risks inherent in the R&D process.

4.4.1 The Use of Portfolio Techniques to Value Research Projects

Relatively few pharmaceutical companies value their projects during the research
phase using financial valuation analysis. The reason is that due to their non-standard

P. and Kirchgaessner, S. (2006), http://www.ftd.de/ unternehmen/industrie/134041.html, as of 22
November 20006).
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components it is impossible to value research projects reliably. Accordingly, the val-
uation of a research project is not confined to a financial assessment but concentrates
on the assessment of its value drivers.®?

The value drivers®? in a research project comprise a number of factors of an intan-
gible nature. Some of these are technology-based values, others are assets based on
rights, such as licence agreements or patents. The teaming partners, the degree of
innovation of the drug and the qualifications of the staff and their know-how are
examples of such value drivers.3*

In order to decide which R&D projects to develop and in which sales markets the
company wants to be active in the future, a suitable decision tool is needed.®> The
convention is to use qualitative methods which consider multiple goals and valuation
criteria.3¢ Purely qualitative methods include checklists, project profiles, portfolio
analysis and product life cycle analysis. Checklists are used for the purposes of rapid
screening for a project decision.?” Portfolio analysis produces a differentiated and
well-founded value statement. It is the most well-known form of analysis and is
often employed in practice. Portfolio techniques serve to link the environment with
the corporate strategy. For this purpose a number of models have been developed.
These cannot be described in simple terms (source-related or object-related) and
also differ as to the variables used to specify the investment fields.®® Three differ-
ent approaches will be considered to illustrate the principles: the project portfolio
approaches of Loch et al. and Arthur D. Little and the market portfolio.

4.4.1.1 Principles of Portfolio Analysis

Portfolio analysis originates in financial theory and is used to determine the opti-
mum composition of a share portfolio. Essentially two criteria are used to value this
portfolio, the expected future returns on capital of the shares and the variance of
the standard deviation as a measure of the risk of the securities in question.3° The
concept was developed further in order to consider different factors, for example,
whether the project has the same positioning as the competition according to the
corporate strategy and the extent of the financial returns expected for each invest-
ment.”® With portfolio analysis it is possible to analyse, condense and present in
a discussible form information from the company, its competitors, customers and

SzBussey, P. et al. (2005), p. 211 f.
83Value drivers are all the factors which raise the company or project value.
84 For more detail, see section 3.

85 A similar argument is advanced by Falter, W. and Michel, U. (2000), p. 473 ff. from the chemical
industry.

86Specht, G. et al. (2002), p. 216.
87Brandt, S. M. (2002), p. 137.
88)Mshrle, M. G. (1999), p. 10.
89Rufo, M. et al. (2006), p. 4.
90Bussey, P. et al. (2005), p. 195.
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the environment. As a framework for thinking, it enables the results of individual
analyses to be combined in a clear way so as to systematically support selection
decisions. For this reason, portfolio analysis is often used to generate strategies and
for the allocation®! of scarce financial resources.”?

The portfolio approach is a useful way of analysing, valuing and organising the
entire R&D activity in the company. Mohrle recommends valuing all the R&D
projects in the form of an R&D programme portfolio.”> While considering specific
R&D projects, his portfolio considers the criteria of technology push and market
pull. Technology push reflects the technological attractiveness of a project, e.g. the
type of technology used, the spectrum of applications or the technical standard. The
second dimension, market pull, entails considering the criteria of the expected earn-
ings, market and competitive situations.”* However, the value of pharmaceutical
projects depends less on the technology than on available research results, market
conditions, existing and future therapy possibilities and their associated risks.”> We
will therefore consider in more detail below portfolios which tend to consider such
characteristics.

4.4.1.2 R&D Project Portfolio of Loch et al.

In order to qualitatively assess research projects using a portfolio, Loch et al. employ
the criteria of “medical need”,”® product innovation and potential market size.®’

The assessment of “medical need” is based on the difficulty of treating the med-
ical condition concerned and the efficacy of the available treatments. It is derived
from a questionnaire. The assessment of product innovation on the other hand is
performed via the analogous comparison of the product profile and the therapeutic
concept with existing, successful therapies.”®

The potential market size is derived from an epidemiological assessment. An
epidemiological assessment of the indication enables one to estimate the expected
prevalence and incidence during the period over which the drug to be developed can
be expected to be marketed. The epidemiological expectations are developed within
a regional framework, so that they can then be generalised to the biggest markets,
such as the USA, EU and Japan.99

91 e. the allocation of scarce resources to alternative uses.

92Rufo, M. et al. (2006), p. 11.
9B Mohrle, M. G. (1999), pp. 79-82.

94Mohrle, M. G. (1999), pp. 82-84. The technology portfolio of Pfeifer et al. and the “Darmstadt”
portfolio assess technology development in a similar way (see Specht, G. et al. (2002), p. 95).

9 Bussey, P. et al. (2005), p. 198. Vélker, R. (2001), p. 236 adopts a similar line.

960r, more precisely, “unmet medical need” i.e. clinical picture in respect of which, on current
scientific knowledge, there is no adequate treatment.

97Loch, C. et al. (1999), p. 3.
98 och, C. et al. (1999), p. 4.
99Bussey, P. et al. (2005), p. 204.
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Fig. 4.5 R&D project portfolio of Loch et al.
[Source: based on Loch, C. et al. (1999), p. 4.]

Critically, however, it must be pointed out that to date no statistics have been
found which prove that innovative products are also more profitable. On the
contrary, experience suggests that many non-innovative products are actually block-
busters. Thus, for example, Bayer was able to successfully extend its product line
for the long-established active ingredient, acetylsalicylic acid (ASA), by com-
ing up with a new galenic form, the chewable tablet “Aspirin direct”.'” When
one considers the life cycle of a pharmaceutical product, the phases following
the expiry of patent protection become increasingly important — in relation to the
generic drugs market and the over-the-counter market.!?! The result is that, for the
pharmaceutical industry, the search for new active ingredients and modes of action
(in this sense, product innovation) are no longer the only success parameters, but
innovation quality (product ideas and patient needs) and pace of innovation (the
speed of development through to commercial viability) are also important.'% Or, as
in the case of “Aspirin direct”, through the relaunch of an old but successful product
in a new, creative variation, rather as Zwickylo3 envisioned when he devised the
morphological box.

100prerk, V. et al. (1996), cited in Arthur D. Little (1997), p. 77.

101QTC products are drugs which can be sold over-the-counter for self-medication without
restrictions.

102 Aythur D. Little (1997), p. 76.
1037wicky, F (1971), p. 88 f.
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4.4.1.3 R&D Project Portfolio of Arthur D. Little

The valuation approach employed by management consultants Arthur D. Little qual-
itatively assesses the opportunities and risks and also the growth and stability of a
project by attempting to match the portfolio with the strategic overall concept of
the company. This approach to valuation is used to compare several projects with
other projects within the framework of benchmarking.'®* Opportunities and risks
are assessed in a two-stage valuation process. In the first stage the projects are
valued and compared against the two dimensions of risk and attractiveness. The
risk dimension is intended to estimate technical and economic uncertainties as well
as any possible damage potentials. For the purposes of estimation, expenditure on
R&D, the time required to complete the project and possible investment in manufac-
ture and market launch are considered. The second dimension — the attractiveness of
R&D projects — is evaluated on the basis of the achievable market, the competitive
position, the intensity of competition, the growth potential, the extent to which the
project is in line with the corporate strategy, and the achievable innovation edge.'%
If the assessment of the R&D project indicates low risk with high attractiveness, it
should be selected from the project portfolio. %

During the second stage of the valuation, critical activities within a given process
step and project priorities are determined so as to give them the necessary weight-
ing.'%7 During the evaluation of the development process of a drug, it is possible to
identify the most important process steps and at the same time expose any problem
areas.!08:10% The priority of the project is determined by an analysis of strategic
effect and outlay, whereby an R&D project with a high strategic effect but low
outlay would be assigned a high priority.'! Starting from this premise, it would
not be worthwhile for a pharmaceutical company hoping for success to invest in a
niche market. Hence, the legislator has to create incentives to make research and
development in such a market attractive, for example by reducing the scope of the
clinical studies required. This will make it possible for even a small pharmaceutical
company to establish itself on the market with a relatively low outlay.

At the same time a budget size which is proportional to the relevant annual project
budget can be represented in the portfolio by means of circle diameters. The staff

104This is an analysis, under which the projects are ranked in relation to processes, products,
services etc. in order to identify the best one.

105 A with Loch et al.’s criterion of “product innovation”, a discussion is required here as regards
the definition of innovations.

106gpecht, G. et al. (2002), p. 221 f.
1078 pecht, G. et al. (2002), p. 221 f., see also Weule, H. (2002), p. 282 f.

108 Critical activities are classified against the criteria of “sub-standard”, “acceptable”, “advanced”
and “world-class”, where each of the four evaluation classes has a detailed set of characteristics.

109vWeule, H. (2002), p. 282 f.
10gpecht, G. et al. (2002), p. 221 f., see also Weule, H. (2002), p. 282 f.
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Fig. 4.6 R&D project portfolio of Arthur D. Little
[Source: based on Specht et al. (2002), p. 221.]

of the functional areas concerned, e.g. R&D, production and marketing/sales, create
the portfolio, taking into account the financial resources.'!!

4.4.1.4 Market Portfolio

Lastly, we consider the market portfolio approach, under which the value of an
R&D project is largely determined by the market and its competitors. For this rea-
son, the market conditions will be analysed using this approach. As in the approach
taken by Arthur D. Little, valuation of R&D projects plays a central role in the mar-
ket portfolio approach, taking into account the corporate objectives and corporate
resources.

The market portfolio represents the strategic situation of the R&D project. In a
two-dimensional matrix, the situation is classified according to the characteristics
of the dimensions of market attractiveness and competitive advantage within four
fields. One basic portfolio is the Boston Consulting Group (BCG) portfolio devel-
oped by the management consultancy firm after which it is named, with its two
dimensions of market growth and relative market share. Underlying the portfolio is
the assumption that the higher the relative market share, the lower the market risk.! 2
Brandt transfers this idea to an R&D project by considering the variables of market
attractiveness and relative competitive advantage.!!3-11% The first dimension of the
matrix — market attractiveness — is used to assess the profit and growth prospects
of the market. Industry-specific criteria such as the market potential, the size of the

Hlgpecht, G. et al. (2002), p. 221 f.
H2Rufo, M. et al. (2006), p. 7.
113vol. Brandt, S. M. (2002), S. 138.
H4Brandt, S. M. (2002), p. 138.
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Fig. 4.7 Market portfolio
[Source: based on Brandt, S. M. (2002), p. 138, see also Mohrle, M. G. (1999), p. 87.]

market and market growth or market quality (which is assessed in terms of pricing
freedom, patent term or market entry barriers) essentially assist here. One criterion
which must not be ignored is the environmental situation, which in the context of
pharmaceutical companies in particular is determined by dependence on legislation
or on the attitude of the public. The second dimension of the matrix — relative com-
petitive advantage — is assessed using criteria such as the relative market position
(market share, size and financial strength of the company), the relative production
potential (cost advantages due to modern production conditions, licence relation-
ships, location advantages), the relative R&D potential (status of fundamental and
applied research, innovation potential) or the relative qualification of the workforce
and managers (quality of management system, professionalism).' '3

Taking into account the above-mentioned criteria, the projects can be assigned
to the two dimensions in the matrix. The matrix distinguishes four quadrants: “Poor
Dogs”, “Cash Cows”, “Stars” and “Question Marks”. A large pharmaceutical com-
pany finances future products with products already on the market. Question Marks
are products which exhibit high market growth but in which the company has not
yet attained a significant competitive position. Stars are products characterised by
high market growth and a dominant relative competitive advantage. A Star nor-
mally requires a lot of financial resources to maintain its market position and at
least be able to grow with the market. Cash Cows are products with low volume
market growth and dominant relative competitive advantage. They are the com-
pany’s main source of finance and pay for new product developments. Poor Dogs
are products with low volume market growth and low relative competitive advan-
tage. Normally, they can only be maintained at the expense of high use of financial
resources. Each quadrant in the matrix has an associated action recommendation

H5Brandt, S. M. (2002), p. 138.
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based on one standard strategy.''® The project can also be assigned a project vol-
ume'!” on the basis of the size of the circle.!'® The market portfolio approach
links a market analysis (environmental and competitive conditions) with a corporate
analysis (relative competitive advantages compared with the strongest competitor).
Although this analysis does not result in any direct monetary values, the result-
ing qualitative assessment enables one to draw conclusions about the market and
success potential.!1?

4.4.1.5 Portfolio Analysis as Illustrated by an Example of an Intangible
Asset — The Patent

The market-oriented approaches of portfolio theory make it possible to value all the
R&D projects in progress in the company. The patent will be considered here as a
representative of a typical type of research project. Patents are used to protect intel-
lectual property. A company’s own patents protect the company against competitors,
whereas third-party patents block the way to the market.!?® As long as patent pro-
tection exists, plain imitation is not normally an option for the competition due to
the high cost of claims for damages.'?! The patent environment and the valuation of
the patent are critical to the success of an R&D product.

Huebner proposes that patents are valued by a “patent due diligence”!?? pro-
cess. The first part of this valuation, the “scope of protection analysis”, is concerned
with the strengths and weaknesses of the company’s own patent portfolio. It starts
by working out as realistic a picture as possible of the development situation in
the company in order to ascertain the edge over the competition in terms of time.
Furthermore, the analysis concentrates on the content of patents and their breadth
and strength in relation to protection claims. The critical measure here is the advan-
tage which the technology'?? confers on the product. Often competitors find an
alternative which could be impeded by strategic patent protection. Ultimately the
analysis shows how unique the project is and what obstacles competitors would

16The standard strategies are as follows: Question Mark strategy = expand or exit, Star strategy =
maintain or expand market share,. Cash Cow strategy = maintain market share without significant
further investment,. Poor Dog strategy = relaunch, sell or give up.

17Pproject volumes are determined by total and closing volumes. Under the total volume the
project costs are entered and under the closing volume the costs of the project between the time of
collecting the data and the project conclusion.

H8Specht, G. et al. (2002), p. 221 f.

H9Brandt, S. M. (2002), p. 140 f.

120Bygsey, P. et al. (2005), p. 197.

121 yebner, S. (2005), p. 73 ff.

122pye diligence is the term for a detailed audit and valuation of a company, in this context of a
patent.

123The analysis differentiates between complex and discrete technologies. Complex technologies
make use of other patents, whereas discrete technologies can be valued on their own. Here Hiibner
refers to technologies as “use patents”. However, pharmaceutical products are essentially protected
through “substance patents” which ensure an absolute marketing protection.
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have to overcome or how long they would need to put a comparable product on the
market.'>* In the second part of the valuation the danger of being blocked by third-
party industrial property rights is estimated through a freedom-to-operate analysis.
At the same time it reveals the opportunity associated with an underdeveloped patent
environment. Depending on the type of technology or the patented active ingredient,
the freedom-to-operate analysis quantifies the danger that the patent environment
will obstruct market access. This analysis shows what strategy the company should
pursue to reduce the risk and exploit the opportunities. Suitable strategies range from
aggressive patenting to the circumvention of technologies belonging to competitors,
to the use of licences.!?

It must be emphasised here that portfolio analysis is particularly useful when it
comes to comparing patents. Huebner rightly points out that a “young technology
company which has a strong patent portfolio and operates in a favourable patent

environment ... has laid important groundwork for its success”.!?

4.4.2 Project Valuation in the Development Process

Having considered in the above sections the valuation of the value drivers of
research projects, we will now consider valuation approaches which involve the
financial assessment of a project. In order to be able to evaluate R&D projects finan-
cially, in practice they are only valued from a particular development stage, i.e. the
point at which data proving the pharmacological active profile is available.'?’

The value of a pharmaceutical project depends essentially on its development
costs and the probability of successful development (and especially on the time to
market launch). The development costs considered are all the costs associated with
development, from preclinical phase to Phase I and Phase II through to Phase III of a
pharmaceutical product. The probability of successful development is assessed after
each development stage. At the same time an estimate is produced of the probability
of when it would be better to terminate development of a pharmaceutical product. To
assess the probability of success, all the possible risks are considered, including not
just the medical risks. The aim is to perform a project assessment which considers
the potential of the sales market and also the requirements of doctors and patients
within the indication field.!?

4.4.2.1 Valuation Based on Key Figures

To assess whether the development process is, was and will be efficient or not, a
valuation is undertaken using key figures.!?° Thus, the development time through

124Hyebner, S. (2005), p. 73 ff.

125Huebner, S. (2005), p. 73 ff.

126 Hyebner, S. (2005), p. 76.

127vs1ker, R (2001), p. 239.

128Bussey, P. et al. (2005), p. 204.

129Gpecht, G. et al. (2002), p. 216, similar arguments are presented in Weule, H. (2002), p. 281.



86 W. Schmeisser

to market launch can be assessed using the break-even time method. “The break-
even time is defined as the time in which research and development investment
is amortised”.!3" This assessment considers whether market launch was too late
and whether the product was successful.!3! Another key figure is the “R&D effec-
tiveness index”, which is a measure of the company-wide effectiveness of product
developments. This index is based on the ratio!3% between the proportion of sales
accounted for by new products and R&D expenditure expressed as a percentage of
sales. If the index is bigger than 1, then the return from the new products is greater
than the R&D spending required. '3

For pharmaceutical companies with a large R&D portfolio, these figures can be
interesting as they supply clear results for products which are already established on
the market. However, in the case of the young pharmaceutical company, the project
has not yet reached the stage of market launch. The analysis therefore requires
the prediction of success variables and cannot be deduced from direct measures
of success. We now consider some forward-looking approaches to the valuation
of R&D projects in financial terms. One obvious way of valuing R&D projects in
a future-oriented way is using the Discounted Cash Flow (DCF) method.'* The
future (marginal) cash flows can be estimated for a drug under development from
the clinical phase. The factors that have to be considered here include the risk, the
costs or amounts to be paid out during the development phases, their timing and the
probability of success. As well as this traditional method of valuing projects, three
other methods are recommended in the literature: value assessment based on com-
parison of the present project with other, similar projects or “comparable deals”,!3>
the decision tree model and the option price model.!3® As the DCF approach and
the decision tree model are well-established in practice, they will be explained first.

4.4.2.2 Discounted Cash Flow Approach

The valuation of R&D products using the DCF method is based on the principles of
company valuation defined by the German Institute of Auditors (IDW ES 1 n.E.).!3’

The DCF approach is one of the methods of value-oriented investment analysis,
known as the capital value method.'?® Under this method, the capital value (cash

130Weule, H. (2002), p. 280.
Blweule, H. (2002), p. 282.

132The calculation goes like this: sales revenue from new products x return [profitability + R&D
expenditure] in relation to R&D costs.

133Weule, H. (2002), p. 282 f.

I34wolf, K. (2006), p. 363.

135These are compared on the basis of the profits achieved from sale or licensing.

136 Arnold, K. et al. (2002), p. 1085.

I37DCEF is: “Based on the knowledge that a dollar today is worth less than a dollar tomorrow.”
(Arnold, K. et al. (2002), S. 1086).

138 The DCF method distinguishes four different approaches. If payments to shareholders are to
be valued, the net method (equity method) is used with a cost of equity rate. To value series of
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value) of a future investment is assessed by discounting the series of payments to
the present point in time.!3° To work out the capital value, one starts by forecasting
financial surpluses (cash flows) over the development process. The cash flow is an
absolute index of internal financing which provides information about the financial
resources available for investment, dividend payments and the settlement of debts.
The basis is the sales surpluses resulting from the difference between incoming
earnings/payments and outgoing expenditure/costs.!*? First of all, it is necessary
to filter out the project-specific cash flows and deduct from them any additional
investment in tangible assets which is necessitated by the project. In R&D projects,
the cash manufacturing costs, for example, are derived from the costs of clinical
studies and the marketing costs.'*!

Due to the long development times, R&D projects typically have a negative cash
flow in the early years.

In order to compare payments that occur at different times, the cash flows are
discounted to the present value (cash value) by applying discount rates.

" E[CF
cv = v EICF]
=1 (L +re)

CV = company value (in this case, the value of the R&D project)
E[CF;] = expected value at time ¢

rg = discount factor

t = time

Formula 1 DCF approach [Source: based on Wohe, G. (2002), p. 660.]

The discount factor takes into account the investment risks in order to represent
the expected revenue level. The higher the discount factor is, the lower the esti-
mated revenue level. The factor is derived from the average cost of capital, which is
calculated using the Weighted Average Cost of Capital (WACC) model.!*?

RG = rbm i (1 = 5)
¢=MEGg TPV TV 6k

payments to which shareholders and creditors are entitled, after taking taxation into account the
total cash flow (TCF) method or the weighted average cost of capital method (WACC) is used.
Here the appropriate cost of capital rate is the overall cost of capital rate. The fourth method is the
Adjusted Present Value approach, which works out the “base case” NPV. All these variants work
out the value of a project by discounting cash flows. There are differences in the delineation of the
cash flows to be discounted, the internal discount rates to be used and the treatment of changes in
the capital structure over time (cf IDW ES 1 n. F. (2004), text no. 135).

139perridon, L. and Steiner, M. (2003), p. 61.

1405 chmeisser, W. (2006), p. 100 f.

141ys1ker, R. (2001), p. 239.

142 Anold, K. et al. (2002), p. 1085.
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rror = weighted average cost of capital (WACC) EC/TC = equity ratio
rg = cost of equity OC/TC = debt ratio
rp = cost of debt T = tax rate

Formula 2 Calculation of cost of capital using the WACC model [Source:
based on Wohe, G. (2002), p. 659.]

The model relates to a capital structure which assumes that debt capital is
preferable to equity capital (since the interest on borrowed capital is normally tax-
deductible). Thus, in the WACC model, the cost of outside capital (OC) and the cost
of equity capital (EC) and the related interest are proportional to the market value
of the total capital. The cost of outside capital is determined by the average interest
costs of the company, taking as the reference point any existing credit agreements.
The amount of tax concessions is taken into account in tax rate 7.4 As biotechnol-
ogy companies are largely financed by equity capital, the cost of outside capital is
negligibly low.

The cost of equity capital is normally calculated using the Capital Asset Pricing
Model (CAPM). This classic model of capital market theory starts from the premise
of a complete and perfect capital market in which risk-averse investors expect sim-
ilar risks and returns from all securities traded on the market. According to this
model, the cost of equity capital is calculated assuming a risk-free interest rate and
a risk premium. The risk premium consists of a market risk premium combined with
a company-specific beta factor.!** The beta factor reflects the systematic risk of an
investment.'# It is calculated from the covariance between the share yield of the
company to be valued or a comparable company and the yield of a share index,
divided by the variance of the share index.'4¢

rg =71+ B(u —B)

rg = cost of equity

B(iu — rp)= risk premium

rp = risk-free reference rate
B(n — rp) = general market risk
3 = Beta factor

Formula 3 Calculation of cost of equity capital using the CAPM model
[Source: based on Wohe, G. (2002), p. 659.]

143 Achleitner, A.-K. and Thommen, J.-P. (2006), p. 649.

144The beta factor relates to the fluctuation of the company’s return compared with the return from
a market portfolio (e.g. Dax). A risk-free capital investment has a Beta = 0.

145perridon, L. and Steiner, M. (2003), p. 119.

146IDW ES 1 n. F. (2004), text no. 132. In the biotechnology industry a beta factor of 1.5 is
assumed, based on the ratio of the NASDAQ Biotech index to the S&P 500 Pharma index.
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The discount rates are derived from the cost of outside capital and the cost of
equity capital of companies which were coded for anonymity. Experience suggests
that the discount factor for biotechnology companies is 20%. !4

After the cash flow of the expected cash flows has been calculated, the investment
payments are deducted. The result is then the capital value of the investment alter-
native. A positive capital value shows a capital appreciation at time ty, namely the
original capital and the aspired-to minimum return are covered plus an additional
profit. This means that one should proceed with the investment.!4

It must be pointed out that using the DCF approach, it is possible to calculate
a risk-adjusted expected value through discounting of the cash flow in a market-
oriented way. If the DCF approach is used for R&D projects which are only at an
early stage of development, however, the cash flow forecasts may be associated with
great uncertainty.'4”

The discount factor takes into account investment risks, but not specific R&D
risks.!%% Moreover, under the DCF method the discount rate is determined with the
aid of the CAPM, which not only assumes a perfect capital market but also that
the company is listed on the stock exchange. In practice this is seldom the case,
as indicated by the fact that only 6% of biotechnology companies are listed on the
stock market.!>!

For the reasons stated above, both Stewart et al. and Kaufmann and Ridder rec-
ommend that one should not use the DCF valuation method for R&D products since
a reliable basis for the calculation is lacking.!>? In order to deal more effectively
with the special requirements of a pharmaceutical project, we will now take a look
at some valuation methods which take into account the probability of success and
the high risks of failure in the cost-intensive development process.

4.4.2.3 Decision Tree Model

In order to value an R&D project accurately, an investor must take into account not
only the income and expenditure but also the development time to market maturity
and the associated risks. The value of an R&D project is essentially reflected in its
stage of development. The stage of development indicates whether the product is at
the preclinical or clinical phase or has been approved.'?

]47Stewart, J. J. etal. (2001), p 813, also Loderer, C. et al. (2001), p. 250.

148Bode, G. (2005), p. 27. If there are any budget constraints, the investment alternatives can be
compared with a discounted cash flow rate. The discounted cash flow rate is determined by dividing
the net present value by the initial payment.

149Bussey, P. et al. (2005), p. 194.
ISOStewart, J. J. etal. (2003), p. 817.
I51Emst & Young (2002), p. 10, quoted in Kaufmann, L. and Ridder, Ch. (2003), p. 448.

15328tewart, J. J. et al. (2001), p. 813; Kaufmann, L. and Ridder, Ch. (2003), p. 448 take a similar
line.

153vslker, R (2001), p. 239.
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Stewart et al. recommend valuing R&D projects using the decision tree method
as this takes into account the probability of success in the development process.
Every phase of the drug development process ends with a decision as to whether
to terminate or continue the project, based on progress to date.'>* This decision is
presented as a probability of successful development.

Assessing the various probabilities pertaining to successful development is prob-
ably the biggest challenge in the valuation. Although a pharmaceutical product
might lead to a hugely successful therapy, the probability of successful develop-
ment may be so low that the investment is not worthwhile. On the other hand, an

(8) Market

(2) Preclinical
trials

P1.3 P'I.-1 Pi.b P1.6 P1.'{ P1.B

(1) Discovery

Fig. 4.8 Decision tree model for development of a drug [Source: based on Kaufmann, L. and
Ridder, Ch. (2003), p. 450.]

1534Stewart, J. J. et al. (2001), p. 813; Kaufmann, L. and Ridder, Ch. (2003), p. 448 take a similar
line.
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R&D investment can turn out to be more valuable than expected if, for example, it
is developed for a niche indication on which it has a relatively high probability of
success. !>

In the decision tree model, the probability of success is shown for each individual
stage of development. The probability of reaching the next development stage is
indicated in the diagram below (Fig. 4.8) by pi. On the other hand, 1-p; represents
the probability that the drug is aborted. !

To derive the decision tree model, Stewart et al. and also Kaufmann and Ridder
proceed on the assumption of a risk-adjusted expected value. !>’

For this purpose, the cash flows for a given period, as anticipated at the present
time, are calculated in two stages. First the expected value E(CF) is calculated, but
only when the product under development is at the beginning of period t. Hence, in
a further stage (2) the formula is expanded by weighting it with the probability of
reaching the relevant period (pk) as a function of the current stage of development.
To illustrate the procedure, the probability of reaching this period p;x is shown in
Fig. 4.8 for the discovery phase. For p;x one can assume that p;j4 = p; X p2 X
p3.138 The probabilities of success are based on expected values that depend on the
indications and therapeutic goals in question. As a rule of thumb, we can say that
p<0.15 for Phase II projects and 0.3 < p < 0.5 for Phase III projects. !>

Expected cash flow within a period t, as a weighted average of all the cash flows:

n
E(CF) =Y q:CF; (1)
j=1

Generally speaking, a product that is currently in Phase k may be expected to
have the following cash flow in Phase t:

n
E(CF) =pix y_ q1jCFj )
J=1

E(CF;) = expected value of the cash flow within a period t
CF;j = cash flow in period t

q:;j = probability of a certain cash flow arising in period t
Prk = probability of success

n = number of possible period cash flows

Formula 4 Calculation of period cash flows [Source: based on Kaufmann,
L. and Ridder, Ch. (2003), p. 448.]

135Bussey, P. et a. (2005), p. 213.

156K aufmann, L. and Ridder, Ch.(2003), p. 450.

157Stewart, J. J. et al. (2003), S. 817, see also Kaufmann, L. and Ridder, Ch. (2003), p. 450.
158K aufmann, L. and Ridder, Ch.(2003), p. 450.

159vs1ker, R (2001), p. 239.
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Consideration of Risks in the Decision Tree Model

The probability of development success is the key to the value of a remedy while it is
under development. To determine the probability of success of a given development,
it is necessary to understand the essential risks at each stage of development. To
represent the risks in the different phases of development, it is necessary to analyse
the potential revenue and the probability of occurrence in each development stage
of each risk. On the basis of the different risk factors during a given development
phase, the probability of success can be estimated in two ways. The first of these is to
take an overall view of all risks, whereby the probabilities of all the individual risks
are summed. The second possibility is risk orientation, under which increases and
decreases in the risks are monitored. The result is a quantified probability of success
for each development phases which reflects not only the probability of making it
successfully to the market, but also the probability that the project is terminated at
the various phases of development. %

The essential risk factors which influence the probability of success are efficacy,
safety, pharmacodynamics,'®! pharmacokinetics,'%%> drug administration, inbound
deliveries and costs. Although it is unlikely that every risk will be represented, the
attempt should be made initially to identify all the specific individual risk factors.
Some risks, such as carcinogenicity, could cause an R&D project to be terminated.
On the other hand, other risk factors such as in vivo efficacy, although influencing
the target profile, do not necessarily have to result in termination of development.'®3

One decision tree-based approach which takes into account the probability of
success is the “risk-adjusted Net Present Value approach” (rNPV). Based on the
approach of Stewart et al., Kaufmann and Ridder calculate the rNPV,!®* taking
into account the costs, risks and time, to obtain a realistic value of an R&D
project.'63

To measure the future financial surpluses with decision alternatives, the cash
flows are discounted by a suitable interest rate to a key date, in a fashion similar
to the DCF approach. A discount factor that is expected for biotechnology compa-
nies is assumed. The period-specific cash flows are weighted with the associated
probabilities of success and probabilities of occurrence, with the R&D risks also
considered. The cash flows for all the other periods, which grow at a constant rate
of growth (g), are included in the remaining part of the NPV calculation, '

160Bygsey, P. et al. (2005), p. 207.

161Tpe study of the effect of drugs on the organism or of the way drugs act on corresponding
receptors and their action qualities.

1628tudy of the effect of the organism on the drug, of processes such as absorption, dissemination,
protein binding and excretion, which determine changes in the concentration of the drug over time.

163Byssey, P. et a. (2005), p. 214.

164 For original formula, see Annex III.

165Stewart, J. J. et al. (2001), p. 816, see also Kaufmann, L. and Ridder, Ch. (2003), p. 452.
166Stewart, J. J. et al. (2003), p. 817, see also Kaufmann, L. and Ridder, Ch. (2003), p. 452.



4 Innovation Profitability Analysis in the Assessment of Pharmaceutical 93

The use of the NPV can lead to a reasonable value for an R&D project. This
clear approach to valuation can support the company in its search for an investor
(financing) even at the early stages of research.'®’

n

NPV — Z CF:Ry RoCFy 1 3)
(I+ r)’Rz (r—go+nr"

NPV = risk-adjusted Net Present Value

CF; = cash flow in period t

Ro = the present probability of successfully concluding the development
process and as a result of making sales,

R; = the probability as considered in period t of successfully taking the
product to market maturity (p;g with t>1)

Ro/ Ry = the probability as considered today of generating the cash flows
arising in period t, i.e. of reaching period t or attaining this stage of
development (corresponds to pj k)

r = discount factor

n = the last period for which costs and revenue are accurately planned

g = growth rate

Formula 5 Risk-adjusted net present value (rNPV) [Source: based on
Kaufmann, L. and Ridder, Ch. (2003), p. 448.]

Several criticisms have been levied at INPV. Stuart et al. do not consider the vari-
ous cash flows in the product life cycle of an R&D project, which would require the
deduction of specific expected value. On the other hand, they use average weightings
for the probabilities of success rather than company-specific ones. Again, it would
also be possible under a “traditional” DCF approach to modify the cash flows to take
into account the probability of success. Consequently, according to Kaufmann and
Ridder, the NPV approach would not lead to a more accurate valuation of a company
that performed a lot of research than a correctly applied DCF approach. '8

In order to take into account the specific features of a prospective pharmaceu-
tical company, it might be helpful to amplify the rNPV approach. To this end, the
authors Kellogg and Charnes developed the Expected Net Present Value approach
(eNPV),1%9 which distinguishes between two different cash flows and discount fac-
tors. The research and development phase is distinguished from the actual market
phase by using a “Discovery Cash Flow” as opposed to a “Commercialisation Cash

167Stewart, J. J. et al. (2003), p. 817.
168K aufmann, L. and Ridder, Ch.(2003), p. 448.

169Bussey et al. also recommend calculating an eNPV for pharmaceutical projects. Under this
approach, the eNPV represents a present average value of the drug over different possible outcomes
(see Bussey, P. et al. (2005), p. 208).
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Flow”. The Discovery Cash Flow stands for the cash flows of the development
process that are discounted by a discount factor. If the drug is still under devel-
opment, this expected value must also be weighted with the relevant probability
of occurrence. The Commercialisation Cash Flow stands for the cash flows which
occur after marketing of the drug. This is discounted at a rate of interest that is
greater than the discount rate for the Discovery Cash Flow.!”? It is also weighted
with a probability of occurrence and additionally with a quality factor.!7!-172

The fundamental problem in applying the traditional NPV approach (as also the
rNPV and eNPV) lies in the use of average probabilities of success and probabilities
of occurrence.!”® The probability of developing a product to the point where it can
be launched on the market is much higher when one has a financially strong teaming
partner, and this should therefore be considered.!7* It is therefore essential that the
probability of success in the development process is modified.

Treatment of Intangible Assets

In order to include not only the probability of failure in pharmaceutical R&D
projects but also qualitative information regarding their influence on the valuation,
Kaufmann and Ridder developed an Individual Risk-adjusted Net Present Value
approach. This approach enables one to take into account the intangible resources
of the company, such as human capital, cooperative agreements and patents, as
they play a critical role in determining the success of pharmaceutical projects. It
also amplifies the INPV by differentiating between the development phases and the
actual market phases.!”

Compared with the NPV approach, two additional factors are included. Firstly,
the period under consideration is broken down into Phases A, B and C. Phase A cov-
ers the entire development period, during which only expenditure!’® arises. Phase
B corresponds to the period between the start of production of the product and the
end of patent protection. However, only part of the period of patent protection of
20 years is used, as the active ingredient is actually patented during the preclinical
development phase so that effective!”” patent protection is limited to 11-12 years.
For this Phase B the cash flows are explicitly stated. The third element, referred to

170When it comes to estimating the discount factor, Kellogg & Charnes rely on studies by
Myers and Howe (1997), A Life-Cycle Financial Model of Pharmaceutical R&D, Program on
the Pharmaceutical Industry, quoted in Kaufmann, L. and Ridder, Ch. (2003), p. 453.

I7lHowever, in the description of the eNPV approach of Kellogg and Charnes (2000) no details
are provided as to how the quality factor should be calculated.

172K ellogg and Charnes (2000) quoted in Kaufmann, L. and Ridder, Ch. (2003), pp. 452-453.
13K aufmann, L. and Ridder, Ch.(2003), p. 453.

174 Arnold, K. et al. (2002), p. 1088.

175K aufmann, L. and Ridder, Ch.(2003), p. 448.

176 This phase deliberately ignores incoming payments prior to production of the product from
possible licensing agreements.

7T Effective patent protection is taken here to mean patent protection following market launch of
the medication.
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as Phase C, contains all the other payment flows following the expiry of patent pro-
tection. The cash flows for this phase are not planned in detail, but a constant cash
flow or a cash flow that changes at a constant rate is used.'”®

The second addition relates to modification of the probability of success as a
function of the existence of specific value drivers. This is supposed to take account
of the strong influence of intangible resources on the probability of success in the
development process. Collaborations or links with research networks are considered
in the valuation, depending on their form. Instead of adjusting the amount of the
cash flows, the probabilities of success in the development process are adjusted
instead.!”?

Phase A Phase B Phase C
EICFIRoAg < EICFRoAd | EICF,i11RoAdj (6))
IRA = NPV = Z T+ Roag t_%l R (e e

t = stage of development process

E[CF;] = expected value of the cash flow within a period t

Ro,aqgj = the probability as considered today of successfully concluding the
development process and as a result of making sales

R Agj = the probability as considered in period t of successfully taking the
product to market maturity

E[CF,,+1] = expected cash flows (combined for the remaining value, not
detailed for each period)

r = discount factor

n = the last period for which costs/disbursements and revenue/incoming
payments are accurately planned

g = growth rate

Formula 6 Risk-adjusted net present value (rNPV) [Source: based on
Kaufmann, L. and Ridder, Ch. (2003), p. 453.]

Although this approach does consider the individual phases of the medication,
nevertheless there are major uncertainties associated with the forecast cash flows,
especially in the second phase. This problem becomes even more acute in the third
phase, when patent protection expires and competitors offer generic products.

Conclusions Regarding the Utility of the Decision Tree Model

The decision tree method models possible environmental conditions and optimum
decisions. Once the decision tree has been created, it is possible to trace back the
optimal decision path. As in the DCF method, the capital value can be calculated

178K aufmann, L. and Ridder, Ch.(2003), p. 453.
179K aufmann, L. and Ridder, Ch.(2003), p. 454.
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in the decision tree analysis on the basis of basic assumptions. As well as giving
a structure to the decision problem, this approach has the advantage of covering
different scenarios. At the same time quantitative success variables (capital values)
are presented and later decisions are represented. At the same time the dependence
on the first decision and the follow-up decisions that have to be made over time
become clear.

However, calculation of the probability of occurrence remains a critical factor as
often this entails using average values or estimated values. Thus, for example, in
all the NPV approaches apart from the IRA NPV approach, average probabilities of
success are employed.'8" The IRA NPV approach avoids this weakness, enabling a
project-specific valuation to be undertaken.

Aborting an R&D project is often not the active process that Stewart et al. and
Kaufmann & Ridder make it out to be. Often the characteristics of the drug with
its associated risks and side-effects determine whether the process has to be termi-
nated or not. Experience suggests that even where the probability of success is low,
some R&D projects are not terminated on the basis of a good gut feeling — many
blockbuster drugs would otherwise not have been developed.

Another problem lies in calculation of the cost of capital. In principle a different
discount rate has to be chosen for every decision point, as the decision “Abort” has
a different risk from that of the initial investment. It follows that a loss of liquidity
would increase the project risk, as a result of which the cost of capital rate would
have to increase.'8! For the sake of simplification, in practice a constant rate of
interest which reflects the average risk is assumed over the entire period.

4.4.2.4 Real Options

The weaknesses of the decision tree model as regards capturing the development
stage-dependent discount rates could be avoided by using option price theory. The
action options considered here are whether to postpone, terminate or increase an
investment. Finally there needs to be the possibility of responding to changes in
environmental conditions. “The greater the room for manoeuvre that is left open,
ceteris paribus the more advantageous an investment object will appear”.!82 On the
basis of parallels with the room for manoeuvre from financial management, they
are described as real options and assessed using an analogous valuation model. This
model is called the option price model. It assumes a perfect and complete capi-
tal market, in which the payment profile of an option can be duplicated through a
suitable mixture of underlying securities and risk-free securities (duplication port-
folio). On the assumption that identical goods have the same market price (arbitrage
freedom), the value of the option could be deduced from the observed prices of

180K qufmann, L. and Ridder, Ch.(2003), p. 448.
181 perridon, L. and Steiner, M. (2003), p. 136.
182perridon, L. and Steiner, M. (2003), p. 134.
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other securities (corresponding to the value of the duplication portfolio). The pref-
erences of the investors flow into the market price of the underlying securities. In
an unfavourable market situation, a decision-maker would desist from investing.
By excluding the risk of loss, a smaller allowance for risk is required than under
unconditional implementation. To correctly value the investment prospect, period-
and development stage-dependent discount rates that adequately reflect the risk are
used.!83

As in the decision tree model, the project course is considered not rigidly, but as
a function of the environmental conditions that will exist later on. Going beyond the
original drug development plan, additional opportunities often arise in the course
of drug development which could be considered separately. Thus, the development
of a new drug may be linked to a new manufacturing method which can be used
on later projects.'® This freedom of manoeuvre would also produce parallels with
the above-mentioned options and could be considered in the option price model.
However, it is beyond the scope of this contribution to go into the option price model
in any more detail. The reader is therefore referred to the literature that considers in
detail the subject of valuing R&D projects using real options. '8’

4.4.2.5 Valuation of Intangible Assets in Accordance with IDW ES §

The next section is concerned with the financial valuation of intangible assets. On
this subject, the Committee on Company Valuation and Business Economics of
the German Institute of Auditors (IDW) recently (on 25 August 2006) approved
a draft of the IDW audit standard, “Principles for the valuation of intangible assets”
(IDW ES 5), which will now be examined to see whether it can be used here.

The IDW ES 5 valuation standard can be used in connection with both the acqui-
sition and disposal of intangible assets. For the purposes of financially valuing
these, the IDW proposes that one can proceed in a market price-oriented way, a
cost-oriented way or a net present value-oriented way. 86

Market Price-Oriented Method

The market price-oriented method uses either the market price on an active market
or the analogy method for the purposes of valuation. The market price is obtained
where sufficient comparable assets can be observed.'® It is only possible to work
out prices for comparable pharmaceutical R&D projects if comparable objects

183 perridon, L. and Steiner, M. (2003), p. 134.
184vslker, R. (2001), p. 243.

185For a detailed account of R&D valuation using the option price model, see Amram, M. and
Kulatilaka, N. (1999), p. 163 ff.

I86IDW ES 5 (2006), text no. 17.
I87IDW ES 5 (2006), text no. 18.
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are available. Moreover, it is questionable whether the drug will be sufficiently
successful to warrant conducting any marketing.

Cost-Oriented Method

The second proposed method, the cost-oriented method, draws its data from the
past. The financial value is derived from the historical development costs (repro-
duction cost method) or the costs of developing an equivalent benefit (replacement
method).'3® This valuation method is also unsuitable for a project still in the
research phase, as high investment is unavoidable at this time. It is possible that
it could be used for the purposes of validity testing or to work out the lower price
boundaries of R&D projects in a later phase of the life cycle.

Net Present Value-Oriented Method

In the third method, the net present value-oriented method, it is assumed that the
intangible asset will contribute towards the company’s success in the future. The
value of the asset is calculated from the sum of the discounted cash flows (cash
values) of the cash flows achievable in the future at the valuation date.'8% Another
four methods for performing an isolated valuation of the specific cash flow are avail-
able: the surplus profit and residual value methods, the method of direct cash flow
forecasting and the method of licence price analogy.'°

Surplus profit method. Under the surplus profit method, the predicted cash flows
are compared with a fictitious object. Here it is assumed that the fictitious object
does not possess this intangible value. The difference between the objects indicates
the additional cash flow, which is discounted to the valuation day.191

Residual value method. Under the residual value method, fictitious amounts paid
out for the intangible asset are considered as fictitious user fees. Here it is assumed
that the intangible asset is hired or leased from a third party.'®?

Licence price analogy. It is only possible to value the intangible assets using an
analogy of licence prices under the precondition that comparable intangible assets
are licensed between expert, independent business partners who are prepared to
enter into a contract. For the purposes of valuation, the cash flows which arise
through licence fees are used. A price is worked out by comparing ownership of
this asset with the alternative of licensing a comparison object of equivalent bene-
fit. Fictitious licence payments that would be payable if the asset concerned were
owned by a third party are calculated. The licence payments are calculated by using
a licence price rate derived from the licence rates for comparable assets. The licence

I881DW ES 5 (2006), text no. 47.
I189IDW ES 5 (2006), text no. 21 ff.
190IDW ES 5 (2006), text no. 27 ff.
191IDW ES 5 (2006), text no. 32-35
192IDW ES 5 (2006), text no. 36-39
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rate is multiplied by the planned sales revenue attributable to the intangible assets
to be valued.'”?

Cash Flow forecast. The direct cash flow forecast method is in practice used for
R&D projects that are in the development phase (see section 4.2.2, in which cash
flow forecasts have already been examined in-depth).

Conclusion Regarding the Methods of the Valuation Standard

IDW ES 5 establishes the principle of asset-by-asset valuation. However, this
approach cannot be used if several intangible assets constitute a single entity to
be valued or it is not financially sensible to value the single asset on its own.

The methods are future-oriented and cover more than one planning period. The
surplus profit method, the residual value method and the licence price analogy all
involve comparisons. In the research pharmaceutical industry, however, analogies or
comparison objects rarely exist in pharmaceutical patents, so that use is limited to
just a few examples. It is possible that these methods might be useful in the market of
generic drug suppliers, as in this case there are comparable pharmaceutical products
on the market.

4.4.3 Valuation of Biotechnology Companies by Venture
Capital Providers

Biotechnology companies and would-be pharmaceutical companies are often
financed with equity capital. Since the investors are normally venture capital com-
panies, the assessment criteria that they use to review investment alternatives will
be considered more closely in this section.

Whereas large pharmaceutical companies are able to finance their R&D project
from current sales, biotechnology companies and would-be pharmaceutical compa-
nies have to find alternatives to bank loans as a means of financing. One possibility is
to enter into licensing arrangements in order to receive milestone payments and roy-
alties.!”* Another possibility is to obtain funding from the government.'*> However,
other financial forms of investment financing such as private equity financing are
much more widely used. Here, equity capital is made available for a fixed period
of time by either private individuals or institutional investors. This includes venture
capital, which is the most common form of financing of biotechnology companies
and biopharma.!%°

For venture capital providers, taking a stake in such a company may be lucrative
for a variety of reasons. The reason for this is the developmental path of the product

1931DW ES 5 (2006), text no. p. 30f
194Byssey, P. et al. (2005), p. 194.
195BMBF (2005), p. 71.
196Ehrmann, H. (2005), p. 222 f.
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which enables the venture capital provider to track the process relatively easily as
it is clearly structured and characterised by sub-goals. The interim goals enable the
venture capital provider to sell his stake in the remaining development cycle or to
find additional financiers for the next phases. Moreover, the risk of a biotechnology
company becoming insolvent is estimated to be relatively low,'°’ since in the event
of insolvency the substances and technologies produced represent a value which is
retained on insolvency. Hence, it is more likely that the company will be taken over
by a competitor before it becomes insolvent.!

To estimate the risks and obtain capital, the company value of a pharmaceutical
company is calculated on the basis of its R&D projects. The valuation covers the
breadth and depth of the development programme, which is determined on the basis
of the number of drugs in the development pipeline and their indications. The closer
the project is to launch on the market, the earlier it becomes relevant to the company
value. %

The investors use several criteria to value the R&D project, of which the unique
selling point of the product is the most important. Assuming that the R&D projects
generate added value for the customer, the unique selling point is the reason for
above-average growth and returns. Business ideas, patents, competitors, global
market potential and the reputation of the licence partners are all very relevant
here.?00

Also very important to the investors are the criteria of market proximity and time
to realisation. Accordingly, the further the drug is along the development process,
the more money both licence partners and investors will be prepared to pay.>’!

Depending on the investment phase, the weighting of these criteria will differ
slightly. The importance of criteria which convey the potential of a company, such as
unique selling point, business idea and global market potential, declines the longer
the company has been in existence. On the other hand, the importance of quantitative
factors such as patent term and number of products increases.>>

However, the investment decision is based not just on a valuation of the project
but also on the potential of the management. The management criteria’?® are

1970n this point Scheibehenne’s view requires closer examination and the reasons why biotech-
nology companies go bankrupt need to be considered.

198 Scheibehenne et al. (2003), p. 668 ff.

199Rudolf, M. and Witt, P. (2002), p. 155.

2005cheibehenne, et al. (2003), p. 668 ff.; similar arguments are presented by Arnold, K. et al.
(2002), p. 1086 — if the licensed partner is a large pharmaceutical company with a high reputation,
then the pharmaceutical business benefits.

ZOIArnold, K. et al. (2002), p. 1086; see also Scheibehenne, et al. (2003), p. 668 ff.
202gcheibehenne et al. (2003), p. 668 ff.

203When assessing the management, the investors attach a lot of importance to the criteria of
academic qualifications and whether the management appears united and confident. Academic
qualifications can be inferred from the curriculum vitae, while personal qualifications are inferred
on the basis of personal dealings with the management. Criteria such as age, willingness to take
risks and internationality appear to be less important for the investors.
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broken down into the two category dimensions of personality criteria and track
record criteria. Both criteria are highly weighted, which indicates that the exper-
tise available contributes significantly to the decision to invest in a given company
in the biotechnology industry. Unusually, two additional criteria, “gut feeling” and
the persuasiveness of the company’s management, are also important to the ven-
ture capital transaction between management and investor. Here the motivation and
preparedness of the management for project success are important to the investor.2%*

Finally, Scheibehenne et al. mention the socio-political, scientific and legislative
developments in the investment country as the long-term growth potential of the
company will depend on these.?%> Accordingly, the success of pharmaceutical com-
pany depends on the provisions of the licensing authorities and especially on the
legislation.?%6

4.4.4 Summary

The discussion up to now has shown that many different methods exist for valuing
R&D projects.

However, the analyses presented at the beginning which were based on key fig-
ures give only a limited insight for estimation of the value of a project undergoing
research and development.

Since it is frequently the future expected earnings that determine the value of an
R&D project, the investment appraisal method is normally used. This can be used
as soon as the earnings can be allocated with respect to objectives and time and
the amount and timing of payments can be estimated.’?” However, the relationship
between the use of resources and the financial return flow is difficult to predict. As
the life cycle of R&D projects is associated with many risks, it is a sensible approach
to use a multi-stage growth model such as the decision tree model which considers
different stages of growth and risk structures. This model also has its limitations, as
often it resorts to average values when calculating the probability of success or the
discount rates. One should also point out here that it is important to include in the
valuation some consideration of intangible assets. Just a small difference compared
to the competition, for example, in the application, can be sufficient to achieve a
significant market share with a pharmaceutical product and as a consequence to
realise considerable revenues.

204gcheibehenne et al. (2003), p. 668 ff.

2058cheibehenne, et al. (2003), p. 679

206The results of a written survey of industrial companies and R&D establishments (70 pharma-
ceutical companies and 43 R&D establishments assessed the market attractiveness and framework
conditions of Germany) show that the health policy framework conditions in Germany are viewed
as poorer than the general framework conditions (Nusser, M. and Tischendorf, A. (2005), p. 23).
207gpecht, G. et al. (2002), p. 216.
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The subdivision of probabilities into smaller areas makes it possible to give better
answers to estimation questions which in some cases are quite difficult.>® However,
one needs to consider carefully whether this does not simply mean that a larger
number of parameters is being considered, but that greater accuracy can be achieved.
The data used must be determined with great care to avoid sources of error.

Traditionally, research projects are initially considered under a portfolio
approach which captures the general potential of an R&D project. Portfolio anal-
ysis enables simple and clear project comparisons to be made by standardising
individual projects. To support the implementation of the corporate strategy, the
best investments in the portfolio are identified.?*” With the portfolio approach as an
instrument of analysis, greater transparency can be created. Handling is very simple
and an overall impression is gained quickly.

It is possible to find a compromise between the unambiguity of quantitative
approaches and the situation orientation of qualitative valuation methods by com-
bining the two methods and supplementing the qualitative market information with
a quantitative decision tree model.

It is important for the valuation of projects to have a structured process in
which all the projects under consideration are consistently valued using a sin-
gle method. Here it is necessary to include in the valuation risk assessments,
under which the probabilities of termination are established, development plans and
commercial assessments. With the consistent application of valuation methods, it
becomes possible to exclude subjective judgements of projects and the associated
risk of termination, suspension or the failure of valuable project ideas or projects to
materialise.?!”

With representative scenarios it is possible to cover a wide range of possible
outcomes at different levels of development. Even if a precise financial valuation is
not possible, it is important to obtain information about the value of the investment.
Often an estimate in the form of a quantitative approximation will be sufficient as
this enables comparisons to be made with other investments. It is recommended
using a method that allows comparability to be established and thus to make rational
investment and budget decisions.

4.5 Summary and Outlook

The legal reforms are aimed at making company management aware of possible
risks and at getting them to take up opportunities aggressively, quantifiably and in a
controlled manner.

208Bygsey, P. et al. (2005), p. 208.
209Bygsey, P. et al. (2005), p. 195 f.
210gpecht, G. et al. (2002), p. 215.
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Requirements on the
part of the auditors

Basic requirements for all-embracing risk management system '

Fig. 4.9 Basic requirements for an all-embracing risk management system
[Source: based on Diederichs, M. (2004), p. 57.]

Business necessity Legal obligation

The legal regulations and provisions allow companies considerable freedom of
manoeuvre.”!! This requires considerable efforts on the part of business science
and auditors to create closed, business management concepts and standard, binding
regulations for innovation profitability analysis.

In the end all the legal regulations and business recommendations demand that
risk management should be a reproducible system for every company. All company
activities should be explicitly incorporated into a risk process with an appropriate
risk culture. Active awareness of risk can secure the viability and continuity of risk
management.

2l pjiederichs, M. and Reichmann, T.(2003), p. 232.
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Annex I: Addendum on the Risk Management Process

Tools

Insights

Strategic levels

Operative level

Scenario analysis
PEST analysis

SWOT analysis
Gap analysis

Portfolio analysis

Cost accounting

Cost estimation
Break-even analysis

Standard costing

Process cost accounting

Key figure analysis / rating

Budget balance sheets

Investment appraisal

Financial and liquidity planning

Cash flow statement

Likely environmental development

Extent to which the company is affected by external
developments (political, economic, social and
technological factors)

Competitive position in central success factors
compared with relevant competitors

Degree of target achievement and gaps on the basis of
the present strength—weakness profile

Market attractiveness and relative competitive position
of strategic business areas

Surplus/shortfall in cost centre budgets,
marketability of internal business units (internal
transfer prices)

Profit margin of services provided on the market

Cost and profit margin structure, extent to which fixed
costs are covered, break-even point, safety margin,
critical values

Extent of cost, employment and usage variance
(quantity and price deviations), analysis of causes

Marketability of internal service processes, degree of
standardisation, need for reorganisation and/or
outsourcing

Developments in financial situation (structure, turnover,
modernity),
finance situation (structure, asset cover, liquidity) and
profit situation
(structure, sources, profitability)

Development of balance sheet structure under
hypothetical, entrepreneurial decisions

Absolute and relative benefits of planned investments
with reference to net present value, internal rate of
return

Planned liquidity, receipts and payments structure,
degree to which financial equilibrium is maintained,
surplus/shortfall

Amount and structure of the cash flow, extent of internal
funding, ability to settle debts

Fig. 4.10 Controlling tools aimed at obtaining risk-relevant insights

[Source: based on Bert, U. (2005), p. 9.]
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Annex II: Processing of Requests for Joint FDA-EMEA
Voluntary Genomic Data Submission

START

v

1. Formal request by

7. Minutes of meeting from

applicant > applicant
10 weeks prior to meeting 1 week after meeting date
date

2. FDA/EMEA decision to
accept request

2 weeks after sponsor's
submission

v v

3. Submission of
background package
8 weeks prior to meeting
date

4. Initial report focising on to
meeting questions

2 weeks prior to meeting
date

v v

8. Draft report by Agencies
2 weeks after meeting date

9. Final report by Agencies
3 weeks after meeting date

10 Report sent to applicant
4 weeks after meeting date

5. Consultation/concurrence
on position to questions
1 week prior to meeting
date

6. FDA/EMEA
“pre meeting”
discussion Joint
VGDS meeting
Day 0

Fig. 4.11 Processing of requests for Joint FDA-EMEA voluntary genomic data submission
http://www.emea.europa.eu/pdfs/general/direct/pr/FDAEMEA.pdf
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Annex III: Decision Tree Model of Stewart et al.

Stewart et al. assume a “risk-adjusted Value” (rV). In their model, the development
that entails a risk is considered by multiplying the payoff with a probability which
reflects the successful conclusion of the development process and the generation of
sales. The associated costs multiplied by the probability of successful conclusion of
the development process are subtracted from this.>!?

n

¥V = PRy — Z CiRo/R; 1)
i=0

rV = risk-adjusted Value

P = payoff

Ry = current risk

C; = associated costs

Ro/ R; = the likelihood of having to pay each cost

Formula 7 Risk-adjusted value [Source: based on Stewart, J. J. et al. (2001),
p- 815.]

The risk-adjusted NPV (rNPV) is accordingly calculated as follows:Formula 8

n
rV = PRy — Z CiRo/R; )
i=0

NPV = is the NPV of the risk adjusted payoff minus the sum of the NPV of
the risk-adjusted costs

NPVPR( = the NPV of the risk adjusted payoff

Ro = current risk

NPVC;Ry/R; = sum of NPV of the risk-adjusted costs

Formula 8 Risk-adjusted net present value [Source: based on Stewart, J. J.
et al. (2001), p. 816.]

212gtewart, J. J. et al. (2003), p. 817.
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Part 11
Innovation as Patent Evaluation
and Accounting Problem



Chapter 5

Fundamental Principles in the Valuation
of Intangible Assets, Taking the Valuation
of Technologies Protected by Patents

as an Example

Ulrich Moser and Heinz Goddar

5.1 Introduction

The valuation of intangible assets is playing an ever greater role in valuation prac-
tice nowadays. One of the main reasons for this are the fundamental changes that
have occurred in important accounting standards, particularly those concerning the
treatment of business combinations (especially IFRS 3) and the impairment of assets
(especially IAS 36).

Intangible assets can be divided into various categories.! In this context — in
addition to other assets, such as trade marks and the customer relationship — patented
technologies in particular are also of great importance.

In this study, we shall be discussing both the theoretical principles involved in the
valuation of patents and also the way in which they are implemented in a specific
valuation case. First of all, we shall briefly consider some of the basic principles of
valuation — independently of the valuation of patents — in so far as they are relevant
for the purposes of this study (Section 5.2). This will be followed by an analysis
of patents — or more precisely: of patented technologies — from the point of view
of valuation (Section 5.3). Then those aspects of the income approach which are
relevant to the valuation of patents will be discussed (Section 5.4), and their practical
application explained by means of an illustrative example (Section 5.5).

The comments will not, however, be restricted a priori to a consideration of the
valuation of patents for accounting purposes. The only special feature of that case
is the fact that the valuation model is characterised by specific assumptions which
are laid down by the Accounting Standards or their interpretation. This will only be
discussed in passing in the study.

U. Moser ()
University of Applied Sciences, Erfurt, Germany
e-mail: galmog @t-online.de

1 See, for example, IFRS 3 Illustrative examples A—E, SFAS 141 A. 14.
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5.2 Valuation Principles

5.2.1 Outline

A precondition for any valuation — in addition to a thorough understanding of the
valuation methodology to be applied — is a clear and unambiguous delimitation of
the object to be valued and a knowledge of the reason for the valuation. In the
following, we shall present the aspects involved here in so far as they are relevant to
the valuation of patents (Section 5.2.2-5.2.4).

5.2.2 Basic Valuation Approaches

5.2.2.1 Initial Considerations

The value of an object, e.g. a patent or even an entire company, is derived from the
benefit which it brings its owner.> In order to measure this benefit, it is in principle
possible to refer to three categories:

e the income which the asset to be valued is likely to generate in future
e the existing market prices for the object concerned or for comparable objects
e the cost of obtaining a comparable object.’

Accordingly, a distinction is made between three fundamental valuation
approaches* (Fig. 5.1)°:

2 As one example among many, see Smith/Parr, Valuation of Intellectual Property and Intangible
Assets, 3rd ed., New York, inter alia, 2000, pp. 152, 163 .

3 See, for example, Smith/Parr, loc. cit. .(fn. 2), pp. 164 ff.

4 The Real Options Aproach will not be considered in the context of this study. For more on this
approach cf. Copeland/Antikarov, Real Options. A Practitioner's Guide, New York 2001; Mum,
Real Options Analysis, Hoboken/New Jersey 2002; Ernst/Moser, in: Ernst/Hécker/Moser/Auge-
Dickhut (eds.), Praxis der Unternehmensbewertung und Akquisitionsfinanzierung. On the appli-
cation of this approach in the valuation of patents or technologies, see in particular Khoury,
Valuing Intangibles? Consider the Technology Factor Method, in: les Nouvelles 2001 pp. 87-90;
Kidder/Mody, Are Patents Really Options, in: les Nouvelles 2003 pp. 190-192; Kossovsky/Arrow,
TRRU Metrics: Measuring the Value and Risk of Intangible Assets, in: les Nouvelles 2002 pp.
139-142; Pries/Astebro/Obeidi, Economic Analysis of R & D Projects: Real Options vs. NPV
Valuation Revisited, in: les Nouvelles 2003 pp. 184-186; Razgaitis, Valuation and Pricing of
Technology-Based Intellectual Property, Hoboken/New Jersey 1999, pp. 223 ff.

5 See, for example, Smith/Parr, loc. cit. (fn. 2), 163 f. In connection with the valuation of patents,
cf. also Goddar, Die wirtschaftliche Bewertung gewerblicher Schutzrechte beim Erwerb technolo-
gieorientierter Unternehmen, in: Mitteilungen der deutschen Patentanwilte 1995 pp. 357-366.
Khoury/Lukeman, Valuation Of BioPharm Intellectual Property: Focus On Research Tools And
Platform Technology, in: les Nouvelles 2002 p. 50, and more recently Drews, Patent Valuation
Techniques, in: les Nouvelles 2007 pp. 365 ff.
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Future benefits are the driver of the value of assets

Income Approach Market Approach Cost Approach

Judgement of others in
Expected income of an 5

i the marketplace Amount of Expenses
alternative investment
Net Present Value Market Price Reproduction Cost
Discounted Market Transaction Replacement Cost
Cash-flow methods Method

Real Options Approach

Fig. 5.1 Basic valuation concepts

e Income approach,
e Market approach or
e Cost approach.

In the practice of valuation, especially the valuation of intellectual assets, these
approaches have taken on different forms. In this context, the “hybrid approaches”
deserve particular emphasis since they combine elements of two of the basic
valuation approaches, specifically the market and the income approaches.®

In addition, a number of articles can be found in the literature which claim to
have developed further valuation methods in addition to the three basic concepts.’
An analysis of these approaches, however, reveals that they are only adaptations of
the basic concepts, especially of the income approach, and accordingly do not have
any individual significance.®

In the following, the three basic valuation approaches will be explained briefly.

5.2.2.2 Income Approach

As already mentioned, the income approach takes as its point of departure the
income which can probably be expected in future from the asset to be valued. In
the case of a patent to which licences have been granted, for example, this is derived
from the future royalty payments to its proprietor, and in the case of a company it is

6 Cf. Khoury/Daniele/Germeraad, Selection and Application of Intellectual Property Valuation
Methods in Portfolio Management and Value Extraction, in: les Nouvelles 2001 p. 81.

7 Examples are Anson/Martin, Accurate IP valuation in multiple environments, in: Intellectual
Asset Management, February/March 2004 pp. 7-10; Poredda/Wildschiitz, Patent Valuation — A
Controlled Market Share Approach, in: les Nouvelles 2004 pp. 77-85.

8 See also Smith/Parr, loc. cit. (fn. 2) pp. 163 f., Khoury/Daniele/Germeraad (fn. 6), p. 79.
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the future dividends paid to the shareholders, or the payments to all investors. The
point of departure for the valuation approach is therefore the ability of the asset to
be valued to generate future income.’ “Income” for the purposes of the income
approach also includes savings of notional royalties which the patent proprietor
would have to pay to a third party if the patent concerned, which is in fact exploited
economically by the patent proprietor, were the property not of the patent propri-
etor, but of a third party. The value of the asset to be valued then corresponds to the
amount that would have to be invested in order to obtain the alternative investment.

This comparison of alternatives is performed by discounting the future flows of
income from the asset to be valued. In this case, the discount rate embodies the
alternative investment. The resulting value of the asset to be valued can accordingly
be defined as the present value of the future income payments that can be expected.

The valuation methods used in the income approach are the discounted cash flow
methods.

5.2.2.3 Market Approach

The market approach,'? which, according to IFRS 3 is to be preferred in the valua-
tion of intangible assets, works on the premise that the valuation of an object should
be based on an estimation of the benefits to the market participants. The approach is
based on the idea that, in competitive markets — provided other conditions are met —
market prices will develop as a matter of principle for the objects traded there.'!

If the asset to be valued is itself traded on an active market,!? its market price
provide the most reliable estimate of the value of the asset. If this is not the case,
comparable assets should be used as a guide, and their market prices transferred to
the asset to be valued (guideline method).

When the guideline method is used, the first step is to calculate a multiple for
the relationship between the market price of the comparable asset and a reference
parameter. In order to determine the value of the asset to be valued, this multiple
must then be applied to the reference parameter of the asset to be valued. In the case
of the valuation of a patent for example, the known market price of a comparable
patent can be based on the current annual sales (reference parameter) of the product
protected by the comparable patent. Applying the multiple determined in this way
to the current annual sales of the product protected by the patent to be valued leads
to the patent value sought.

9 Cf. Smith/Parr, loc. cit. (fn. 2), pp. 164 ff..

10 For one analysis of the market approach among many, see Moser/Auge-Dickhut,
Unternehmensbewertung: Marktpreisabschdtzungen mit Vergleichsverfahren, in: FB 2003
pp- 10 ff.; id., Unternechmensbewertung: Zusammenhang zwischen Vergleichs- und DCF-
Verfahren, in: FB 2003 pp. 213 ff.

1 Cf., for example, Smith/Parr, loc. cit. (fn. 2), pp. 170-173, Reilly/Schweihs, Valuing Intangible
Assets, New York et al. 1998, pp. 101 f.

12 For the strict requirements of an active market: e.g. IAS 38.8, Smith/Parr, loc. cit. (fn. 2),
pp. 170-173.
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When the asset to be valued is not traded on an active market but the market
approach is still to be applied, it is necessary for there to be an asset available which
is comparable to the asset to be valued and whose market price is known. If a com-
parable asset is not traded on an active market, comparable transactions must be
referred to in order to calculate market prices. If corresponding transactions can be
identified, a precise analysis is needed, especially of the detailed terms of the trans-
actions and the circumstances under which they came about (e.g. changes in the
market conditions that might have occurred in the meantime, influence of motives
specific to that particular buyer).

In view of these preconditions for applying this method, it is immediately appar-
ent that the scope of application of the market approach for valuing intellectual
assets, especially patents, is very limited.'

5.2.2.4 Cost Approach

With the cost approach,'# the value of the asset to be valued is determined by the
amount needed in order to acquire an asset that enables the owner to obtain the
benefit which the asset to be valued gives him. It is therefore the amount which the
owner must spend in order to substitute the asset to be valued with an equivalent.
The principle on which the approach is based is that of substitution.

One consequence of the principle of substitution is that the cost approach estab-
lishes an upper limit for the value: an investor acting rationally will pay no more for
an asset — even if its value would be higher when adopting the income approach —
than the amount which he would have to spend in order to acquire another object
from which he could obtain the corresponding benefit.

The cost approach exists in various forms:

One basic form proceeds from the identical reproduction of the asset to be
valued — an “exact duplicate”, which is the reproduction cost. The other main variant
is based on the procurement or production of an object with an equivalent benefit;
this is the replacement cost.'®

Unlike the reproduction cost, the replacement cost disregards elements which the
asset to be valued possesses but which do not provide any benefit at the time of the
valuation. The converse applies to technological advances, which are only reflected
in the replacement cost. The asset on which the calculation of the replacement cost
is based can accordingly differ significantly from the asset to be valued.

13 See also Khoury (fn. 4) p. 88, Khoury/Daniele/Germeraad (fn. 6) pp. 77-86, Woodward, in: Wild
(ed.), Building and enforcing intellectual property value. An international guide for the boardroom
2003, London 2002, pp. 49 f.

14 For details on the cost approach, see Smith/Parr, loc. cit. (fn. 2), esp. pp. 197 ff., Reilly/Schweihs,
loc. cit. (fn. 11), esp. pp. 118 ff.

15 On this and the following, cf., for example, Reilly/Schweihs, loc. cit. (fn. 11), pp. 96 f.,
Smith/Parr, loc. cit. (fn. 2), p. 164.

16 The historical costs incurred in procuring or producing the asset to be valued are not taken into
account separately in the cost approach.



118 U. Moser and H. Goddar

When calculating the value according to the cost approach, it may be necessary,
where appropriate, also to take physical deterioration and technical and economic
obsolescence into account.

The scope of application of the cost approach is, however, limited, because the
fact that costs have been incurred in producing an object does not necessarily make
it possible to draw conclusions about any future benefit that may result from it.
One can think of the development of new technologies, for example, in which vast
amounts may be invested, but whose benefit may be very minor in a specific case.!”
The cost approach is used above all if — as has already been explained — it establishes
the upper limit of the value.

The cost approach also includes the asset-based approach.

5.2.2.5 Dependencies Between Income, Market and Cost Approaches

The income and cost approaches are based on the amount needed in order to obtain
an asset that provides the same benefit. With the income approach, the measurement
of this benefit is specified by the income associated with the asset to be valued. The
connection with the market approach exists whenever market prices are referrd to in
order to calculate the “costs”.

5.2.3 Asset to Be Valued

The asset to be valued may consist of individual assets, e.g. machines, patents or
trademarks, but also entities, e.g. patent portfolios or entire enterprises (Fig. 5.2). In
this study, the asset to be valued is already defined by the subject. There is therefore
no need to consider other assets to be valued.!'®

However, one reason why it is crucial to delimit the asset to be valued is that this
defines some essential parameters of the valuation approach!®: applying the income
approach it establishes the future income which is taken into account in the net
present value calculation. The market approach presupposes that there is at least an
asset available which is comparable to the asset to be valued. That is why the nature
of the asset to be valued is decisive when choosing the comparable asset. With the
cost approach, the asset to be produced or replaced is orientated towards the asset to
be valued.

In the valuation process — especially in the case of individual assets — any pos-
sible dependencies between the asset to be valued and other objects must also be
taken into consideration. In particular, it is necessary to take account of the fact that
the asset to be valued may be part of a larger entity, e.g. a patent in a patent portfolio,
and the latter must be allocated to an enterprise. This becomes very clear with the

17 cf, Khoury/Daniele/Germeraad (fn. 6) p. 80; Khoury (fn. 4) p. 88; Woodward (fn. 13) p. 50.
18 For the different types of intellectual property, see Goddar (fn. 5) pp. 357-360.
19 Similarly also Smith/Parr, loc. cit. (fn. 2), pp. 155.
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income approach, for example: all the assets listed in Fig. 5.2 interact to earn the
income of the enterprise or business unit.That is, an individual asset is typically not
capable of generating income without the assistance of other assets. If — in a sim-
ple example — a patent protects major components of a product, income generation
will in particular require the production and sale of the product; in most cases, for
example, manufacturing facilities, a work force with the appropriate level of skills,
working capital, a corresponding sales force etc. will be required. In order to value
an individual asset, i.e. the patent in this example, its contribution to the total income
of the entity must be isolated, or carved out.?”

5.2.4 Reason for the Valuation

5.2.4.1 Transaction-Based Valuations

Valuations of patents are often connected with transactions. These transactions may
involve entire enterprises, individual assets (i.e. patents) and also a wide variety of
bundles of different assets (e.g. patent or trademark portfolios). In addition, patent
valuations are carried out in connection with financing transactions, such as when
calculating the collateral value of a patent (Fig. 5.3).

Transactions can be carried out in a variety of ways, depending on the subject of
the transaction and the underlying purpose. They may, for example, take the form of
selling or purchasing the asset concerned, of entering strategic partnerships or taking

20 See, for example, Smith/Parr, loc. cit. (fn. 2), pp. 55 ff., 333 ff.; Kidder/Mody (fn. 4), p. 190, and,
for a fundamental consideration, Sullivan/Edvinsson, A Model for Managing Intellectual Capital,
in: Parr/Sullivan (eds.), Technology Licensing. Corporate Strategies for Maximizing Value, New
York, 1996, pp. 249 ft.
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out or issuing licences to intellectual assets. Financing transactions encompass a
wide variety of forms of equity and debt financing.

In the case of business and intellectual asset transactions, the purpose of the valu-
ation can be to calculate maximum/minimum price limits for the buyer or vendor in
preparation for the purchase price negotiations. In addition, in the case of business
transactions, considerable importance must also be attached to the allocation of the
purchase price to the individual assets acquired, for accounting purposes — purchase
price allocation especially in accordance with IFRS 3 or SFAS 141.

Intellectual asset transactions are often also carried out by means of company law
arrangements, such as in the form of capital contributions. In cases of this kind, there
are various regulations which require that the value of the asset transfered should
be assessed. Intellectual asset transactions in connection with restructuring for tax
purposes usually have to be conducted on an arm’s length basis. The assessment of
this requirement is for its part based on the value of the asset transfered.

One example of financing transactions is when patents or trademarks are used
as collateral in order to finance a loan. In such cases, the collateral value has to be
calculated, which has already been referred to above.

5.2.4.2 Portfolio Management

The reasons for a valuation that have been described are bound up to a greater or

lesser extent with the corporate strategy of an enterprise’!: an enterprise’s strate-

gic planning will determine the composition of its strategic business unit portfolio,

21 On the following, see also Bea/Haas, Strategisches Management, 2nd ed., Stuttgart 1997,
pp- 154 ff.
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the development of the individual strategic business units and the development and
exploitation of the potentials for implementing the strategies. In this way, the tech-
nology strategy of an enterprise can, for example, be derived from the corporate
strategy.”? This may indicate, e.g. with regard to a particular necessary technology,
that the technology should not be developed in the company, but should rather be
procured externally by means of a transaction, such as by acquiring a patent portfo-
lio protecting a technology, taking over another company, or entering into a strategic
partnership.

Strategic planning in this sense is a complex form of portfolio management,
which comprises the business unit portfolio and also the enterprise’s asset portfolios,
e.g. the patent portfolio. If the enterprise has adopted the principle of shareholder
value management, the portfolio management is also based on value considerations.
In this case, the valuation of patents is the appropiate tool for managing the patent
portfolio.

In this context, attention should also be drawn to those cases in which patent
valuations are performed for communications purposes. First of all, it is a question
of describing value generation within the enterprise, such as by the research and
development sector, for the benefit of the management, or by the management for the
benefit of the supervisory board. Secondly, it is also a question of communicating
the value generation to addressees outside the enterprise, especially to the capital
market.

5.2.4.3 Impact of the Reason for the Valuation

The impact of the reason for conducting the valuation for the result of the valuation
can be illustrated by referring to some simple examples.

The calculation of an upper price limit for a potential acquirer for forthcoming
purchase price negotiations, taking into account his subjective assessment of the
basic facts of the situation, can lead to values which deviate from the fair value that
has to be calculated in the case of a business combination in accordance with the
requirements of IFRS 3 and IAS 38. If that asset to be valued is contributed to an
incorporated enterprise by way of a capital contribution according to German regu-
lations, the debt coverage potential has to be established in the course of calculating
the lasting value. The value calculated in this way can for its part deviate from the
maximum price limit and from the fair value in the sense described.

A banking institution deciding on whether to grant a loan needs to know the col-
lateral value of the asset provided as security. This covers the situation in which the
borrower might no longer be able to fulfil his obligations, so that the asset provided

22 Por the connection between corporate strategy , research and development strategy and
patent strategy, see Wijk, Measuring the Effectiveness of a Company’s Patent Assets, in: les
Nouvelles 2001, pp. 25-33. Some fundamental reflections on the subject can be found in
Germeraad/Harrison/Lucas, IP Tactics In Support Of The Business Strategy, in: les Nouvelles
2003, pp. 120-127.
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as security would therefore have to be realised. The break-up value of the asset to
be valued can differ considerably from the going-concern value — especially as a
function of the market situation prevailing at the time of realisation.

5.3 Patents as Assets to Be Valued

5.3.1 Outline

In order to value patents, it is first necessary to study the fundamental conditions
which are responsible for patents’ generating value (Section 5.3.2). It is clear in
this context that it is necessary to distinguish between the IPR, on the one hand,
and the technology on which it is based, on the other (Section 5.3.3). In addi-
tion, it is necessary to decide how to proceed when integrating patents in portfolios
(Section 5.3.4).

5.3.2 Factors Influencing the Value of a Patent

5.3.2.1 Value Generation by Means of Patents

The relevant characteristics for valuing a patent are summed up in Fig. 5.4:
One precondition among others for the grant of a patent is an invention, i.e. the
solution to a technical problem. The solution may find expression above all in a
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product or a component of a product or in a process used in the manufacture of a
product.?? It has a technical element,>* which becomes particularly clear above all
in those cases in which it embodies a technology®> or part of a technology. In order
to simplify the following considerations, it will be assumed that the solution is a
technology.

A technology can be exploited in particular by means of the products in which it
is implemented, or which are manufactured on the basis of that technology. The suc-
cess of the exploitation is determined principally by its attractiveness to the market,
and especially its market potential (market volume and market growth), the struc-
ture of the industry concerned,?® and the positioning of the products in comparison
to those of the competition.

The technology can influence the positioning of the products in a variety of ways:
it may, for example, enable its user to differentiate his product from the products
of the competition and in this way to obtain higher prices from the customers in
comparison to those of his competitors. The benefits of a technology may, however,
also consist in the fact that its use leads to a reduction in the manufacturing costs,
which enables the user of the technology to achieve higher sales by cutting prices,
thus capturing market share from his competitors.

This illustrates the connection between an enterprise’s technologies and competi-
tion strategies”’: the benefit of a technology results in principle from the competitive
advantage it procures for its user.

There is, however, no competitive advantage resulting from a technology if it
is also possible for competitors to use the same technology. This is in princi-
ple the case whenever it is not possible to keep it secret, such as when anyone
can gain an understanding of the technology by analysing the product. This is
where the protective effect of the patent comes in: a patent is a monopoly right
which enables the proprietor to prohibit third parties from using the patented
invention.

A further precondition for exploiting a technology — as has already been stated
under Section 5.2.3 — is its interaction with other assets.

23 In order to simplify the terminology here, uses and business processes will be disregarded. It
goes without saying that the comments also apply to claims of that kind.

24 On this subject, see also the other conditions for grant, viz. novelty and the inventive step
(PatG — German Patent Act sections 1 para. 1, 3 para. 1, 4) and their reference to the state of the
art.

25 For a definition of the term “technology”, see, for example, Boer, The Valuation of Technology,
Business and Financial Issues in R & D, New York 1999, pp. 4 ff.: “Technology is the application of
knowledge to useful objectives. It is usually built on previous technology by adding new technology
input or new scientific knowledge”.

26 See, for example, Bea/Haas, loc. cit. (fn. 21) pp. 79 ff.

27 For competition strategies, see, for example, Bea/Haas, loc. cit. (fn. 21) pp. 167 ff.
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5.3.2.2 Factors Enhancing the Value of Patents
Creating Legal Protection
Ways of Exploiting Patents

The legal protection created makes it possible to exploit a technology in a variety of
ways, or it may favour particular ways. The first possible approach is to exploit it
via the products in which the technology concerned is used, or on the basis of which
they are produced. The points discussed so far are based on this idea.

This way of exploitation can also be performed by one or more third parties,
especially by granting the third parties a licence to the protected technology.

Patents may, however, still benefit their proprietors, even if they do not actively
influence an enterprise’s production of goods and services and are not exploited in
the manner described above. An enterprise may, for example, manufacture products
on the basis of a patented technology. In addition, it may possess patents which
protect a different technology, which could be used as an alternative basis for man-
ufacturing the products, but which is not used by the enterprise for that purpose.
Thanks to those patents, the enterprise is in a position to exclude potential com-
petitors from manufacturing and marketing products of this kind, thus protecting its
own sales. Patents which are only filed and renewed in order to prevent a competitor
from exploiting the invention and in this way benefit the patent proprietor’s own
on-going or pending production are referred to as “blocking patents”.

In connection with patented technologies which are intended for commercialisa-
tion in the near future, we may speak of “patents currently withheld from reduction
to practice”. These are defined as “patents for inventions which are not exploited or
are not yet ready for exploitation at the time when the patent is granted, but which
can be expected to be exploited or to be ready for exploitation at a later stage”. If
they merely relate to improving existing patents, they are referred to as “patents of
improvement currently withheld from reduction to practice”.

Legal Factors of Influence

Creating legal protection includes in particular the following parameters which are
relevant to any valuation:

e Legal status (existence/maintenance of the patent application or the granted
patent)

e Current status (status of the patent application in the grant procedure; granted
patent subject of opposition or nullity proceedings, including status of the
proceedings)

e Validity (legal validity of the patent in comparison to the state of the art)

e Scope of protection

e Exploitation of the patent dependent on third-party intellectual property rights
(freedom to operate?)

e Territorial field of application
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e Age of the patent (remaining term)

e Involvement in litigation (subject of infringement actions, parties suing or being
sued under the patent? Status of the litigation?)

e Agreements with third parties relating to patents (licences granted or taken out?
Toleration agreements? Non-aggression agreements?)

Technology
Benefit of Technologies

As just explained, protected technologies can procure a competitive advantage for an
enterprise if they make it possible to differentiate its products over those of a com-
petitor or if they lead to cost benefits over the competition. This can result in a more
or less unique position for the user of the technology compared to his competitors
(exclusiveness).

Protected technologies are not only important in the above-mentioned cases, in
which they lead directly to competitive advantages. Patent protection can also be
necessary in order to protect an enterprise’s freedom for manoeuvre or to provide
protection against the monopoly position of third parties (freedom to operate). When
a company has patents of its own, they constitute an important — and in some cases
the only accepted! — “currency” which can be used for cross-licensing purposes to
pay for licences to third-party patents which are useful when putting the company’s
own technologies into practice.

Technology-Related Factors of Influence

The importance of a technology for an enterprise is determined by more than its ben-
efit, i.e. whether it procures an exclusive position for its user or merely freedom to
operate. It has already been explained under Section 5.2.4 that an enterprise’s tech-
nological strategy can be derived from its corporate strategy. This may, for example,
lead to define core fields of technology — linking up with the core competences
of the enterprise. Technologies that can be classified among the core technology
fields then take on an importance which is fundamentally different from that of
mere “marginal technologies”. The strategic relevance of a technology accordingly
represents a basic driver of value.

Other important characteristics of technologies are their degree of innovation,
the life cycle of the technology on which they are based, sometimes called as the
innovation cycle, and their state of development. This latter aspect relates, inter alia,
to the question of whether the technology is already in the commercialisation phase
or whether that is still to come.”® This gives rise to a whole series of very specific
questions for the valuation of patents, which go beyond the scope of this study.

28 The latter are also referred to as early-stage technologies, cf. Smith/Parr, loc. cit. (fn. 2),
pp- 495 ff.
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In the context with which we are concerned here, it merely has to be borne in
mind that the life cycle (innovation cycle) of a technology constitutes an absolute
limit on the possibilities of using it. If that comes to an end before the expiry of
the remaining legal term of the patent, it determines the useful life of the patented
technology, i.e. the fact that the legal term of the patent is longer then becomes
irrelevant.

Product or Process

The importance of a product for an enterprise, and thus also the importance of the
components or processes used for producing it, is determined by the corporate strat-
egy — just like the importance of technologies (strategic relevance of the products).
The key point here is the product/market strategy of the enterprise, “which proceeds
from the question of what is to be offered (product) and to whom it is to be offered
(market)”.2?

Other major factors influencing the value of a patent are

e the product life cycle and the
e protected coverage of product, i.e. share of the patent in the product or a
component in the product.

Empirical studies have shown that the sales of products usually follow a typical
curve, the product life cycle.3? This is described by the introductory, growth, matu-
rity and degeneration phases. The importance of this concept results above all from
the awareness that products have a limited useful life. Rather like the technological
life cycle, the product life cycle can limit the useful life of the patented technol-
ogy. In principle, this is the case whenever the useful life of the product comes to
an end before the remaining legal term of the patent. Unlike the technological life
cycle, it must be borne in mind here that it might conceivably be possible to con-
tinue exploiting the patented technology by means of successor products or different
products.

In the case of product patents, the technology on which they are based may cover
the entire product or only a part of it. In other cases, the technology relates to one
component of the product, which in turn relates to one part of the product, or merely
to a part of the component. The importance of the share of a patent in the product
or a component of a product becomes particularly clear in the case of licence agree-
ments. In this case, it is frequently taken as the basis for calculating the royalty
payments.

29 Bea/Hass (fn 21) 155.
30 For the concept of the product life cycle, cf. Bea/Haas, loc. cit. (fn. 21), pp. 112 ff.
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Determining the Useful Life of a Patent

The ideas presented so far have shown that the useful life of a patent depends on the
remaining legal term of the patent, the technological life cycle (innovation cycle)
and the product life cycles of all the products manufactured on the basis of or by
means of the technology. It is interesting to note in this context that the remaining
average duration of the period during which a patent is maintained can be a good
criterion for determining its likely residual useful life at the time when the patent is
valued.3! According to the statistics which are regularly published by the German
Patent and Trade Mark Office (DPMA) at the beginning of a year, the average period
for which German patents are maintained is currently approx. 14 years.

5.3.3 Distinction Between a Patent and the Underlying Technology

As has been shown under Section 5.3.2, patents are characterised in particular by
the underlying technology and the legal protective effect procured by it. This in
principle gives rise to two different approaches on which the valuation can be based.

There are a number of articles expressing the opinion that the value of a patent
results from the difference in the profit earned when patent protection exists and
what would be earned if there were no patent protection.3> This opinion, for which
no reasoning is provided however, is thus directed towards the value of the legal
protective effect of a patent.

Other articles,> though these likewise do not offer any reasons for their opinion,
link the valuation of a patent — as in the case of valuing trade secrets — to the underly-
ing technology; in other words, they treat that as the asset to be valued. Accordingly,
they work on the basis of the income that can be attributed to the technology.

In order to clarify the question of which approach should be adopted, it is neces-
sary to take the reason for the valuation into account. In the vast majority of cases,
the various reasons for the valuation are concerned with determining transaction
prices — even if they might only be hypothetical — in the sense of upper or lower
price limits (limit prices) for purchasers or vendors.3*

One consequence of disposing of a patented technology might, for example, be
that the vendor will in future no longer be permitted to manufacture and market the
products concerned. L.e. he is thus renouncing the future income associated with

31 On this complex of problems, cf. again Goddar (fn. 5).

32 Examples are Pitkethly, The Valuation of Patents, A review of patent valuation methods with
consideration of option based methods and the potential for further research, Oxford 1997, p. 2;
Poredda/Wildschiitz (fn. 7) p. 77.

33 See, for example, Reilly/Schweihs, loc. cit. (fn. 11), pp. 434 ff., Smith/Parr, loc. cit. (fn. 2), pp.
215 ff.

34 Cf. Section 5.2.4.1
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manufacturing and marketing the products.®> The only situation in which this does
not cause the enterprise to impair its own wealth position — i.e. there is no reduction
in the value of the enterprise — is if the selling price obtained at least matches this
loss of future income (vendor’s lower price limit).

Corresponding considerations apply when calculating the purchaser’s upper price
limit.

As a consequence any calculation of the lower price limit or the upper price limit
for the sale or purchase of the patents concerned must be based on the underlying
patented technology and not on the legal protective effect.

The value of the legal protective effect conferred by patents is the difference
between the value of the patented technology and that of technology which is not
protected. That value may be relevant if, for example, it is necessary to decide
whether to patent a technology or to treat it as a trade secret.

The connection between the two approaches is thus clear (Fig. 5.5): the value of
the patented technology is the value of the unprotected technology plus the value
of the legal protection. This means that the two approaches produce the same result
whenever either the technology or the legal protection does not have any intrinsic
value of their own, i.e. the value of one of these components is zero.

Value of Business Unit p— e RO CC O
. Rights
¢ Owning the patent
. * Trade Secret
¢ Lack of Protection L
Rights — * Availability of
Technology
Value of protection Value of unprotected
rights + technology

Patent Value

= Value of Protected Technology

Fig. 5.5 Value of protected technology

35 When calculating this future income, the consequential effects for other assets which are nec-
essary in order to exploit the technology (“complementary business assets”) also have to be taken
into consideration.
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5.3.4 Integration of Patents in Patent Portfolios

The comments under Sections 5.3.2 and 5.3.3 have already made it clear that often
even simple technologies cannot be protected by a single patent, but rather require
a patent portfolio — even if it is only a small one (Fig. 5.6).

For example, by manufacturing and marketing products on the basis of a technol-
ogy which is protected by a basic patent and other patents relating to improvements
and features, an enterprise obtains sales and income. The level of those sales and
income may, however, also be dependent on blocking patents: “complementary pro-
tection” patents>® prevent or restrict competitors from achieving sales and profits
with competing products.

There are, however, also cases in which a single patent can protect a technology
or a product. This can be seen in the pharmaceutical industry, for example, in the
case of drugs.

In connection with delimiting the asset to be valued, it is accordingly usually
necessary also to establish whether the individual patent, part of a portfolio or indeed
the entire portfolio has to be valued. In order to answer this question, it is again
necessary to refer to the reason for the valuation.

Competitor
P1 P2
Products
P1
Patent - /
. Improvements, Fundamental Complementary
portfolio Features Invention Protection

Patente |

Valuation of Patent Portfolio or Single Patents

Fig. 5.6 Technology protection based on a patent portfolio

36 Sullivan/Daniele, in: Parr/Sullivan (fn. 20), p- 35; cf. also section “Ways of Exploiting Patents”.
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5.4 Valuation of Patented Technologies on the Basis
of the Income Approach

5.4.1 Outline

As already explained, the income approach bases its valuation on the income which
the asset to be valued is likely to generate in future. If the asset to be valued is an
individual asset, such as a patented technology, it should be borne in mind that the
future income can usually only be obtained by means of its interaction with other
assets, e.g. manufacturing facilities, working capital and a work force. Valuing an
asset of this kind therefore regularly requires that its contribution to the total income
of all the assets involved be determined.

In the following, we shall first analyse the contribution of the asset to be valued,
i.e. in this case the patented technology, to the future total income from all the assets
involved (Section 5.4.2). That will then provide the basis on which we shall provide
a survey of the various valuation approaches, in the course of which we shall point
out their key assumptions (Section 5.4.3). In order to determine the value of the
asset to be valued, the future income derived from the asset to be valued, calculated
in this way, has to be compared with an alternative investment possibility, which
is reflected in the discount rate. The basis for the determination of the discount rate
will then be described (Section 5.4.4). The calculation of the value is also influenced
by tax considerations, which will be dealt with in Section 5.4.5.

5.4.2 Analysis of the Contribution of Patented Technologies
to Income

Investigating the contribution of the patented technology to the income of the enter-
prise or business unit’” to which it can be attributed first of all presupposes a very
precise definition of income. The obvious answer here is to refer to the free cash
flow.38

It has already been explained under Section 5.3.2.1 that the benefit of technolo-
gies for their users results in particular from the fact that they procure competitive
advantages — in the form of differentiation advantages or cost advantages. In the
following, we shall accordingly provide an exemplary illustration of the influence
of differentiation or cost advantages associated with patented technologies on the
elements of the free cash flow (Fig. 5.7).

37 To simplify the wording, we shall merely speak of business units in the following. The comments
nevertheless also apply without restriction to entire enterprises.

38 As is also suggested by Smith/Parr, loc. cit. (fn. 2), pp. 356 f., though they speak of the “debt
free net income”.
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Financial Impact of (Un-) Protected IP Valuation Models
Technology on Free Cash Flows

Incremental Income Analysis

Y * Increased Revenues
i uoates * Decreased Costs
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a J. Tax
B Royalty Analysis
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Fig. 5.7 Analysis of free cash flows of a business unit

A patented technology can lead to an increase in the revenues of the business unit
concerned if, for example, it makes it possible to obtain higher sales prices and/or
greater volumes.

Higher sales prices may be a consequence of differentiation advantages. One
example is when price mark-ups in the pharmaceutical sector can be identified by
comparing the prices of patented drugs with those of generic products. The same
often also applies to products that possess features which appeal to users and which
are not present in the competitors’ products; this can be seen with cameras, for
example.

One way in which an increase in the volume can be achieved is if a product with
a differentiation advantage is offered at the same price as competitors’ products.
Technology-induced advantages which reduce the cost of sales may result in larger
sales volumes, such as by passing on a lower price to the customers. If the margin
per unit remains unchanged, there will be a proportional increase in the gross profit.
Cost benefits of this kind are often involved where process patents are concerned,
which lead to savings in material and/or manpower.

Increases in the free cash flow on the basis of patented technologies may also
result from reductions in the selling general & administrative expenses (SG&A), the
working capital required and the capital expenditure needed (CapEx). Reductions in
the selling general & administrative expenses and the working capital are frequently
achieved via improved business processes, which can be protected by business
process patents. Value-enhancing effects in capital expenditure are not limited to
reducing the amount required, but can also result from shifting expenditure to later
fiscal years.

These influences of patented technologies on the free cash flow of the business
unit concerned may also be accompanied by other effects on the elements of the free
cash flow.
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Additional features in a product, for example, will regularly lead to an increase in
the cost of sales, which may also be reflected in an increase in the working capital®®
because of the higher manufacturing costs. It is conceivable that manufacturing the
product with this additional feature might even require further capital expenditure.
In addition, price mark-ups connected with the differentiation may also affect such
aspects as the marketing expenditure and thus the selling general and administra-
tive expenses, though this could take the form of an increase or equally well of a
reduction.

Increases in volumes — to mention a further example — of course raise the cost
of sales simply because of the need to manufacture the additional volumes. It will
regularly be the case that additional quantities will also lead to additional stock and
accounts receivable, resulting in an increase in the working capital. As far as the
available capacities are concerned, it is conceivable both that economies of scale
could be achieved, and that there could be a need for further capital expenditure.

5.4.3 Valuation Approaches for Patented Technologies on the Basis
of the Income Approach

5.4.3.1 Incremental-Income Analysis

The incremental-income analysis*’ takes as its point of departure an analysis of the
influence of the asset to be valued, i.e. in this case the patented technology, on the
future free cash flow*! of the business unit concerned, which has been discussed
under Section 5.4.2. The value of the asset to be valued can be calculated — taking
taxes into account — as the present value of the increases in the future free cash flow
isolated in this way. Since this approach takes as its point of departure the changes
in the free cash flow which can be attributed directly to the asset to be valued, the
approach is also referred to as the “direct technique”.*>

A typical example of where this valuation approach is applied is the case of tech-
nologies which result in identifiable cost savings (cost savings approach*?). In this
context — as has just been explained (Section 5.4.2) — one might think in particu-
lar of process patents which make it possible to reduce the cost of materials and/or
manpower costs.

39 An increase in the working capital may also come about as a result of higher levels of accounts
receivable which may be a consequence of the higher prices involved in the differentiation.

40 As is also discussed in Reilly/Schweihs, loc. cit. (fn. 11), pp. 159 ff. The terminology is not uni-
form in the literature. Some authors also speak of the incremental cash flow method or incremental
revenue analysis.

41 The decisive point is that income is understood in the sense of the free cash flow. Not clear in
AICPA, Practice Aid Series: Assets Acquired in a Business Combination to Be Used in Research
and Development Activities: A Focus on Software, Electronic Devices, and Pharmaceutical
Industries, 2001, 2.1.10.

42 In particular Smith/Parr, loc. cit. (fn. 2), pp. 215 ff.

43 Cf. AICPA (fn. 41), 2.2.10; Woodward (fn. 15) p. 49; Smith/Parr, loc. cit. (fn. 2), p. 218.
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However, because of the need to isolate the incremental income attributable to
the asset to be valued, this approach has a limited scope of application. In some
cases, such as products which, thanks to some special feature, can be sold for a
higher price than the competitor’s products, the price mark-up may possibly also
be influenced by other assets of the business unit concerned, e.g. by a trade mark.
Beyond this, it is in many cases simply impossible to make any statements about the
influence of the technology to be valued on sales prices and/or volumes.

The reason for the limited scope of application is connected with the key assump-
tion of the approach: the “incremental income” can only be isolated by considering
the different components of the free cash flow determined by use of the patented
technology to be valued, and comparing them with the components of free cash
flow that would result without using the technology concerned. I.e. a comparable
business unit is needed to reflect the situation that would exist if the business unit
under consideration did not possess the technology to be valued. It is obvious that
such a comparable asset is only available in exceptional cases.

As a consequence of the limited scope of application of the incremental-income
approach, it is usually necessary, in order to value patented technologies, to have
recourse to valuation approaches which can be subsumed under the “indirect tech-
niques”.44 An outline of approaches of this kind is provided in Sections 5.4.3.2 and
5.4.3.3.

5.4.3.2 Residual-Value Approach

The residual-value approach® calculates the value of the asset to be valued by

deducting from the entity value of the business unit concerned the values of all the
other assets to be attributed to it. This means that if this approach is to be adopted, it
is necessary both to determine the entity value of the business unit, and also to value
the other assets which belong to it (Fig. 5.8). The residual-value method therefore
entails all the valuation problems of all the other methods.

From the technical point of view, the usual procedure is to deduct from the
income of the business unit concerned the contributions of all the assets to the
income with the exception of the asset to be valued. The remaining “excess earn-
ings” are regarded as being attributable to the asset to be valued. Its value can then
be calculated — taking taxes into account — as its present value. For this reason, this
approach is also referred to as the excess-earnings or multi-period excess-earnings
method (Fig. 5.8).46

The approach is based on the fundamental idea that the business unit under
review has the technology to be valued at its disposal and also uses it. It does not,
however, need to own the other assets which are involved in generating the income.
These may therefore be procured in some other way, e.g. by leasing.

44 Ct. Smith/Parr, loc. cit. (fn. 2), pp. 222 ff.
45 Cf. Khoury/Daniele/Germeraad (fn. 6) pp. 82 ff.
46 E.g. by AICPA (fn. 41), 2.1.10 and 16.
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Fig. 5.8 Approaches to calculate residual value

The principal requirements for adopting this approach are as follows:

e It must be possible to provide reasons why the “excess earnings” should be
attributed to the asset to be valued. This is usually assumed in cases in which
the asset to be valued is the leading asset of the business unit concerned.

e All the other assets must be identifiable and susceptible to valuation. This means
in particular that it must be possible to establish their contribution to the total
income of the business unit.

A detailed discussion of the first requirement in particular would go beyond the
scope of this study. We would merely point out that the residual-value approach
tends to increase the risk of overvaluing the asset to be valued: first of all, pos-
sible synergy effects resulting from the interaction of all the assets in generating
the income of the business unit are attributed in full to the asset valued under this
approach. L.e. a major element of goodwill is assigned to the value of the asset to be
valued.*’” Secondly, there are also cases in which not all the assets of the business
unit can be identified and valued. Their value is then likewise reflected in that of the
asset to be valued.

47 For the allocation of this synergy effect to the goodwill, see Reilly/Schweihs, loc. cit. (fn. 11),
pp. 381 f.; Smith/Parr, loc. cit. (fn. 2), pp. 24-27.
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5.4.3.3 Royalty Analysis
Relief-from-Royalty Method

A further “indirect technique” for determining the value of patented technologies
is the relief-from-royalty approach.*® This is based on the idea that an enterprise
which is the owner of the asset to be valued, i.e. the technology in this case,*® does
not need to acquire a licence to it from a third party. If it had to obtain a licence,
it would have to pay royalties to the third party, whereas these are not incurred as
things stand — because of the enterprise’s position as the owner (so that the enterprise
is “relieved” of them). The payments saved in this way are attributed as income to
the asset to be valued; the value of the latter is consequently derived as its present
value — taking taxes into account.”

If the royalty payments saved in the manner described are to be estimated, it
presupposes that it is possible to calculate royalty rates. For this purpose, refer-
ence is made to licence agreements for assets which are comparable to the asset
to be valued. The basis for the assessment of the royalty payments is usually cal-
culated with reference to the projected financial information of the business unit
concerned, though the terms of the comparable transactions must also be taken into
account.

The approach works on the assumption that the business unit actually uses the
technology to be valued but is not its proprietor. For this reason, the technology has
to be procured elsewhere — by taking out a licence to it.

The principal conditions for using this approach are thus clear:

e One basic condition for calculating royalty rates from market transactions is the
requirement that assets which are comparable to the asset to be valued are the
subject of licence agreements at all.

e In order to assess the comparability of possible market transactions, to calculate
the royalty rates and to define the basis for the assessment, it is additionally nec-
essary to know the details of the agreements, especially the terms, underlying the
transactions.

If the first condition mentioned is met, the scope of application of the relief-
from-royalty method is usually relatively broad. In order to identify comparable
transactions and to determine the contents of the agreements, not only the case law

48 Cf. Smith/Parr, loc. cit. (fn. 2), pp. 215 ff.
49 The approach is also applied in particular in the valuation of trade marks.

30 See, for example, Anson/Suchy, Intellectual Property Valuation. A Primer For Identifying and
Determing Value, Chicago 2005, pp. 35 f.



136 U. Moser and H. Goddar

and publications in text books’! are important, but to an increasing extent also data
base providers.>?

Conceptually, the relief-from-royalty approach is an income approach. Because
of the reference to market transactions, however, it is also influenced by the mar-
ket approach. The relief-from-royalty approach is accordingly also described as a
hybrid approach,>® and in some cases even subsumed under the market approach.>*

In this context, we must also consider the case of granting licences from the point
of view of the licensor. He receives royalty income which is attributable to the asset.
If that differs from what would result for comparable transactions, applying mar-
ket terms, it is necessary to examine whether an advantageous or disadvantageous
contract exists side by side with that asset.>

Profit-Split Analysis

Practical “rules of thumb™® are applied in a number of industries and attempt to
divide up the income of a business unit under consideration between the licensee and
licensor (profit split). The “25% rule”’ is particularly worth mentioning here, which
says that 25% of the income should go to the owner of the intellectual property, i.e.
the licensor, and 75% to the producer, i.e. the licensee. The justification given is
the distribution of risk between the two parties, according to which the producing
enterprise should receive the lion’s share of the income because of the investment
risk assumed.

The 25% rule is applied in connection with mechanical engineering, for example.
It is worth noting that in industries in which the 25% rule is generally applied, it can
regularly be seen that royalty rates agreed in licence agreements, especially also
licences based on turnover, are also guided by this rule.”®

The profit-split analysis is accordingly very suitable for a direct calculation of
royalty payments which play a role in the relief-from-royalty analysis. A more
important application, however, is its use in establishing the plausibility of valuation

51 On this subject, see, for example, Hellebrand/Kaube, Leitsitze fiir technische Erfindungen, 2nd
ed., Cologne et al. 2001; IPRA, Inc., Royalty Rates for Technology, 3rd ed.; id., Royalty Rates for
Pharmaceuticals & Biotechnology, 5th ed.

32 E.g. Royalty Source (www.royaltysource.com).

3 As by Khoury/Daniele/Germeraad (fn. 6), p. 81; Anson/Suchy, loc. cit. (fn. 50), p. 35.

54 Cf. Reilly/Schweihs, loc. cit. (fn. 11), pp. 441 f.

55 Cf. also Smith/Parr, loc. cit. (fn. 2), p. 339.

56 Critical comments on “rules of thumb” can be found in Smith/Parr, loc. cit. (fn. 2),
pp. 366-368, who state: “Rules of thumb cannot be dismissed summarily, but their use must be
viewed with caution ...”
57 A detailed presentation of this rule can be found in Goldscheider/Jarosz/Mulhern, Use of the
25% Rule in Valuing IP, in: les Nouvelles 2002, pp. 123 ff.; criticism expressed by Smith/Parr, loc.
cit. (fn. 2), pp. 366-368.

58 Smith/Parr, loc. cit. (fn. 2), p. 366, speak of “self-fulfilling prophecies” in this context.
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parameters and results, such as royalty rates, which are determined in accordance
with the approach described under section “Relief-from-Royalty Method”.>®

5.4.4 Discount Rate

5.4.4.1 Outline

In order to determine the value of the asset to be valued, it is then necessary to com-
pare the future income attributed to it with an alternative investment. Technically,
this is done by means of discounting.

This requires that an alternative investment which is comparable to the asset to
be valued has to be defined. Particular attention should be paid to the fact that it
should have a corresponding term and risk, i.e. the alternative investment should be
equivalent to the asset to be valued as far as the term and the risk are concerned. The
discount rate which satisfies this condition will be referred to in the following as the
asset-specific rate of return.

When calculating the asset-specific rate of return, it is possible to take the cost of
capital of the enterprise as the point of departure. It is, however, necessary to take
the useful life of the asset to be valued into account when establishing the term (term
equivalence) (Section 5.4.4.2). In addition, it has to be adapted in accordance with
the asset-specific risk of the asset to be valued (risk equivalence) (Section 5.4.4.3).
Finally, we shall briefly consider the practicality of this approach (Section 5.4.4.4).

5.4.4.2 Calculating the Term-Equivalent Cost of Capital

The weighted average cost of capital of an enterprise (abbreviated as WACC) is
composed of the cost of equity (rg) and the cost of debt (rg), which are weighted
according to their share of the entity value (Fig. 5.9). The entity value in this case is
the sum of the market value of the equity (E) and the market value of the debt (D).
In the case of the cost of debt, it is also necessary to take into account the possibility
of setting it off as an expense for tax purposes by means of the tax shield (1-t).

The usual method of calculating the cost of equity is to apply the capital asset
pricing model (CAPM). In this, the cost of equity is composed of the risk free rate
(r) and a risk premium. The risk free rate here must be derived in a term-equivalent
manner, i.e. in accordance with the useful life of the asset to be valued. The risk
premium is determined by multiplying the market risk premium (rp — 1¢) by the
B factor (Fig. 5.9).°0 When calculating the cost of debt, the term and risk equivalence
must be taken into account appropriately.

9 1tis presumably in this latter respect that Smith/Parr, loc. cit. (fn. 2), p. 368, also see its most
important field of application.

60 The B factor of a security i is defined as the covariance between the expected return on that
security and that of the market portfolio divided by the variance of the return on the market
portfolio.
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Weighted Average Cost of Capital (WACC)
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Fig. 5.9 Determination of cost of capital

The parameters of the cost of capital just described may be calculated from the
point of view of the enterprise, where the asset to be valued contributes to achieving
its total income in conjunction with other assets. They may, however, also be deter-
mined separately from it, with reference to comparable companies (peer group). The
latter means, for example, that the weighting of the cost of equity and cost of debt
is not determined by the share of the market value of the equity and the share of
the market value of the debt in the entity value of the enterprise concerned, but is
instead based on the capital structure of the peer group.

One argument in favour of applying the second approach is that when the asset to
be valued is an individual asset, it can usually only generate income in collaboration
with other assets, so that its value is accordingly part of the value of the unit earning
the income. The valuations of the individual assets may thus be regarded as sub-
calculations related to the value of the unit earning the income. The approach to
be applied in defining the parameters of the cost of capital should, however, be
determined in accordance with the context of the specific valuation case, especially
bearing in mind the reason for the valuation.

5.4.4.3 Allowing for the Asset-Specific Risk

The risk inherent in assets can be measured by the volatility of the income associated
with them.®! In an enterprise or business unit, which should be regarded as a bundle
of assets, those assets interact in order to create the total income of the entity. Each
of these assets is characterised by the fact that the contribution to the total income

61 See Moser/Schieszl, Unternehmenswertanalysen auf der Basis von Simulationsrechnungen am
Beispiel eines Biotech-Unternehmens, in: FB 2001 pp. 530-541.
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attributable to it can possess its own individual volatility and thus its individual, i.e.
asset-specific, risk.®?

The development of a new technology can, for example, make an existing tech-
nology totally obsolete, but it might still be possible to put the existing machinery to
good use, such as to manufacture the products based on the new technology. In this
case, the contribution to the total income attributable to the technology may in some
cases exhibit higher volatility and thus involve a higher asset-specific risk than the
machinery.

The basic idea in calculating asset-specific adjustments is that the rate of return
generated by the bundle of all assets should correspond to the rate of return
demanded by all the investors in the enterprise. l.e. the weighted average rate
of return on all assets should be equal to the weighted average cost of capital
(Fig. 5.10).9

Figure 5.11 contains a very simplified example to illustrate this situation: the
business unit under consideration uses a technology, tangible fixed assets, working
capital and other, unspecified assets, which are reflected in the goodwill. The useful
life of all the assets mentioned should be identical and amount to 10 years. The
weighted average cost of capital was calculated at about 6.08% on the basis of a
term of 10 years.

The asset-specific risk adjustments to the term-equivalent cost of capital (risk
mark-ups or mark-downs) were determined iteratively in such a way that the
following conditions were met®*:

Januar 1, 200X
bl Goodwill
Ass.e t Intangible Assets S (BB AR LY
specific
Risik
Tangible Fixed Assets X Costof Debt
low Working Capital (after Tax)
- N _J/
Y Y
Weighted Average Rate of Return _ Weighted Average Cost of
on Asset Capital

Fig. 5.10 Determination of asset specific rate of return

62 For a fundamental consideration, see Smith/Parr, loc. cit. (fn. 2), pp. 227-236, 356-362,
558-562.

63 See ibid.

64 A description of how to determine the risk-specific interest rate and the problems involved will
be provided in the context of the illustrative example (see section “Calculating the Asset-Specific
Rate of Return”).



140 U. Moser and H. Goddar

Assumptions
« Useful life of all assets 10 years
- Weighted Average Cost of Capital 6,08%

Risk mark asset spec. weighted

Asset Fair Value up/down rate return rate return
Goodwill 15 2,92% 9,00% 0,56%
Technology 50 2,42% 8,50% 1,77%
Tangible Assets 75 —0,08% 6,00% 1,88%
Working Capital 100 —1,58% 4,50% 1,88%

240 6,08%

Fig. 5.11 Example — calculation of asset specific rate of return

e The asset-specific rate of return, which appears as the sum of the risk mark-up /
mark-down and the term-equivalent cost of capital, expresses the different risks
inherent in the individual assets in relation to one another. In the example, this
means that the risk to the goodwill is greater than that to the technology, while
risk to the technology is greater than that to the tangible fixed assets; and the
working capital is subject to the least risk.

e The sum of the weighted asset-specific rates of return of the individual assets
(weighted average rate of return on all assets) is equal to the weighted average
cost of capital.

5.4.4.4 Practicality of Calculating the Asset-Specific Rate of Return

The comments so far have shown that calculating the asset-specific rate of return
requires a valuation both of the entire business unit whose income is generated with
the aid of the asset to be valued, and also of all the assets attributable to it. In those
cases in which all these valuations have to be made in any case — such as when
carrying out a purchase price allocation in accordance with IFRS 3 — this approach
does not usually require any additional effort.

There are other cases, however, in which — in an extreme situation — only a sin-
gle asset, such as a patent, has to be valued; here, calculating the asset-specific
rate of return also requires that the entire business unit to which the asset to be
valued is attributable must be valued, as must all the other assets belonging to it.
As a result, the valuation of an individual asset would usually involve a relatively
great amount of effort. In such cases, it is worth considering whether a lump-sum
estimate of the asset-specific risk mark-up on the term-equivalent cost of capital is
sufficient.
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5.4.5 Allowing for Taxation in the Valuation of Intangible Assets

5.4.5.1 Relevant Issues for Tax Purposes

When intangible assets are valued according to the income approach, tax effects
may be important in two ways:

e Inclusion of tax in the valuation calculation
e Allowing for the tax amortisation benefit

5.4.5.2 Inclusion of Tax in the Valuation Calculation

When the income approach is adopted in the valuation of assets — in the same way
as with a business valuation — corporate taxes have to be taken into consideration.
The income attributable to the asset to be valued accordingly has to be reduced by
deducting corporate taxes on earnings. With the incremental-income and residual-
value approach, this is immediately apparent. With the relief-from-royalty approach,
the consideration of taxes results from the fact that the royalty payments saved are
business expenses which can be set off against tax, and which reduce the licensee’s
corporate taxes. For this reason, when royalty payments are no longer applicable,
this only reduces the royalty payments by their amount after deducting the corpo-
rate taxes. The need to take corporate taxes on earnings into consideration with
regard to the discount rate depends on whether the latter is a pre-tax or after-tax
parameter.

5.4.5.3 Tax Amortisation Benefit

When an intangible asset, such as a patent, is acquired separately, the purchaser is
entitled, according to the tax laws of most countries, to spread the acquisition costs
out over its useful life by means of amortisation with a tax effect. This results in a
reduction in the annual tax burden incurred by applying the purchaser’s tax rate to
the annual amortisation amount. The tax amortisation benefit (TAB) is then the sum
of the present values of those annual tax benefits.

From the point of view of the purchaser, it is necessary to calculate the maximum
price he can pay for the acquisition of an asset without impairing his wealth position
in comparison to refraining from making the acquisition (upper price limit). This
means that the tax amortisation benefit must always be taken into account when
calculating this amount, whenever the conditions for realising it are met.

When calculating the tax amortisation benefit, a circularity problem consequently
occurs (Fig. 5.12): on the one hand, the upper price limit includes the tax amor-
tisation benefit, but on the other hand, it also represents the basis on which that
benefit is calculated. The resolution of this circularity problem is illustrated in
Fig. 5.13.
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Applying the tax amortisation benefit, especially taking it into account when cal-
culating the fair value, involves a number of (unanswered) questions, which it is not
possible to discuss within the scope of this study.

5.5 Illustrative Example
5.5.1 Outline

In the following, a simple numerical example will be provided to illustrate the
basic principles involved in applying the different forms of the income approach
described to the valuation of patented technologies. For this purpose, the com-
ments will be based on various assumptions regarding the scope of application and
importance of the asset to be valued and the availability of comparable technolo-
gies (Sections 5.5.3-5.5.5). Finally, the results obtained will be compared (Section
5.5.6). Before that, the initial data of the illustrative example will be summed up
(Section 5.5.2)
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5.5.2 Initial Data

Example Ltd. is the proprietor of a patented technology. It is used by the company
itself in the Special Problems (SP) business unit. In the context of an extensive
restructuring project, it is necessary to value the technology as of 1st January, 2007.

The product range of the SP business unit consists merely of a single product
type, which is manufactured in a number of different variants. The patented technol-
ogy to be valued is relevant for the production, or for the production and marketing
of the entire product range of the SP business unit. On the basis of past experience,
the management of the SP business unit believes that the technology has a remaining
useful life of § years.

The technology is protected on the basis of a number of granted patents with
remaining terms of 10—12 years.®> According to current assessments, the resulting
protection of the technology is judged to be high. The entire product range of the SP
business unit can be protected effectively against any kind of imitation by competi-
tors by deploying the patents. The assessment took particular account of the validity,
the scope of protection and the territorial field of application.

Table 5.1 contains the profit & loss projections of the SP business unit. The
business unit’s tangible fixed assets and working capital were revaluated as of the
valuation date. Their fair values are EUR 100,000 and EUR 75,000 respectively. The
tax rate of the business unit is 40%. The weighted cost of capital of the SP business
unit was calculated at 7.08% (Table 5.2).

In order to simplify the assessment, it was decided not to apply the midyear con-
vention.®® The results arrived at by applying it can be calculated by compounding
the values derived in the following for 6 months by the discount rate applied in each
case.

Table 5.1 Business plan of business unit SL

Mio. EUR 2007 2008 2009
Sales 360 389 404
Cost of sales —241 —259 270
Gross profit 119 130 134
SG&A —61 —67 —68
EBIT 58 63 66
Tax 40% —-23 -25 —26
NOPLAT 35 38 39

65 This makes it possible to calculate the useful life of the asset to be valued: since the terms of the
patents exceed the useful life of the technology, the latter determines their useful life. That is thus
8 years.

66 See Reilly/Schweihs, loc. cit. (fn. 11), p. 188.
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Table 5.2 Calculation of WACC of business unit SL

Weighting

Cost of equity 9.40% 60% 5.64%
Risk free rate (term 4.00%
equivalent)
Risk premium 5.40%
Market risk premium 4.50%
3-Factor 1.2
Cost of debt 3.60% 40% 1.44%
Cost of debt pre tax 6.00%
(term and risk
equivalent)
Tax 40% 2.40%
Weighted average cost 7.08%
of capital

5.5.3 Incremental Income Analysis

5.5.3.1 Selecting the Valuation Method to Be Applied

In the following, it will be assumed that the patented technology to be valued is a
process which results in a reduced materials usage per unit produced in manufactur-
ing the SP business unit’s products. Because of the positioning of the business unit’s
products compared to those of its competitors, the company sees no need to lower
its prices in order to pass on to its customers the cost benefits achieved in this way.
It assumes that this advantageous situation will not change in the remaining years
during which this technology is used.

Under these conditions, the technology to be valued has no influence on the vol-
ume and price structure of the SP business unit. I.e. the number and price of the
products manufactured and sold by the business unit when using the technology is
not different from what could be achieved without using the technology. The only
difference between these two constellations is consequently the level of the cost of
materials and the margin per unit produced. This means that the conditions for iso-
lating the contribution of the technology to be valued to the future income of the
business unit under consideration, i.e. the incremental income, are met: the future
annual cost savings result from the savings in the cost of materials per item and the
number of products manufactured in the individual years of the remaining useful
life of the technology.

On this basis, it is possible to establish the value of the patented technol-
ogy according to the incremental-income analysis. It describes the present value
of the future cost savings associated with it and also takes the tax effects into
account.

In order to calculate the value of the asset to be valued (Section 5.5.3.5), the
annual cost savings associated with it for its remaining useful life (Section 5.5.3.2),
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the asset-specific rate of return (Section 5.5.3.3) and — provided the conditions for
applying it are met — the tax amortisation benefit (Section 5.5.3.4) have to be deter-
mined. In order to simplify the assessment, it will be assumed in the following
that, in order to realise the cost savings, no additional capital expenditure will be
needed. In addition, it will be assumed that it is possible to disregard influences on
the working capital as being of minor significance.

5.5.3.2 Calculating the Future Cost Savings

An analysis of the influence of the technology to be valued on the materials usage
for the various models in the product range of the business unit under consideration
revealed that the materials savings per unit produced depends on the model. When
calculating the savings in the cost of materials, it must also be borne in mind that
materials of different qualities are used in the various models, with corresponding
differences in the purchase prices. The annual cost savings are accordingly deter-
mined not only by the number of products manufactured in that period and the
savings in the materials usage per unit which can be achieved in the process, but
also by the product mix.

In order to simplify the approach when using the incremental-income analysis,
Example Ltd. has calculated the improvement in its margin resulting from the sav-
ings in the cost of materials for each year of the projection period as a percentage of
sales. For the time after the projection period until the end of the useful life of the
technology, the management of the SP business unit assumes that the product mix of
the last year of the plan will be representative of the entire period. The improvements
in margins are summed up in Table 5.3.

Finally, calculating the annual savings in the cost of materials requires a pro-
jection of the sales until the end of the useful life of the asset to be valued.
Because of the technology life cycle and the state of development of the relevant
market, the company assumes that the revenues of the last year of the business
plan can be extrapolated at the expected market growth rate of 2%. At the end
of the useful life of the technology, its substitution by the successor technology
must be taken into consideration — building on past experience. The sales pro-
jections derived in this way and the corresponding cost savings are shown in
Table 5.3.

Table 5.3 Sales projections and improvement of margin

proj. proj. proj.

Mio. EUR 2007 2008 2009 2010 2011 2012 2013 2014
Sales 360 389 404 412 421 429 438 365
Growth rate 200% 8.0% 4.0% 20% 20% 20% 20% —20.0%
Improvement of 35 3.8 4.1 4.2 4.3 4.4 4.5 3.7
margin

as percentage of 098% 0.99% 1.02% 1.02% 1.02% 1.02% 1.02% 1.02%
sales
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5.5.3.3 Calculating the Asset-Specific Rate of Return

The point of departure in calculating the asset-specific rate of return is the term-
equivalent weighted cost of capital of the SP business unit. This has to be adjusted
by allowing for the asset-specific risk. The approach explained under Section 5.4.4.3
must in principle be adopted here.5”

In those cases in which it is not possible to identify and value all the assets of
the business unit under consideration — e.g. because of the effort involved — the
only possibility left is an overall assessment of the asset-specific risk. For this rea-
son, when valuing the patented process technology, an estimated mark-up of 2%
for the asset-specific risk is added to the term-equivalent weighted cost of capital
(7.08%). The asset-specific rate of return for the asset to be valued thus amounts
t0 9.08%.

5.5.3.4 Calculating the Tax Amortisation Benefits

The planned restructuring project at Example Ltd. will lead to a transfer of the asset
to be valued with tax effect. The value of the patented technology which needs to
be determined accordingly entails amortisation for tax purposes. The conditions for
adopting the tax amortisation benefits approach thus apply.

The tax amortisation benefit can be calculated by applying the step-up factor
from Fig. 5.13. Applying this to the present value of the income to be attributed to
the asset to be valued leads to the value including the tax amortisation benefit. In
order to calculate the tax amortisation benefit separately, it is therefore necessary to
deduct the present value of the income from the entire value.

The application of the step-up factor from Fig. 5.13 for the SP business unit’s
patented technology to be valued is shown in Table 5.4.

5.5.3.5 Calculation of the Value of the Patented Technology

The value of the patented technology is arrived at by discounting the annual cost
savings which result from using the process technology. Since these improvements
in margins are in principle subject to the corporate taxes on earnings at Example
Ltd., the additional tax burdens must be deducted. In line with the comments under
Section 5.5.3.4, the tax amortisation benefit has to be added to the present value of
the future cost savings. The calculation of the value of the patented technology can
be seen in Table 5.5. It amounts to EUR 18.5 million.

7 The approach is explained under section “Calculating the Asset-Specific Rate of Return”.
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Table 5.4 Calculation of tax amortization benefit

Depreciation method straight line
Tax amortization period 8
Cost of capital 9.08%
Year Month Present value Amortization Present value
factor factor amortization
factor

1 12 0.9168 0.1250 0.1146

2 24 0.8404 0.1250 0.1051

3 36 0.7705 0.1250 0.0963

4 48 0.7063 0.1250 0.0883

5 60 0.6476 0.1250 0.0809

6 72 0.5936 0.1250 0.0742

7 84 0.5442 0.1250 0.0680

8 96 0.4989 0.1250 0.0624

9 108 0.4574 0.0000 0.0000
10 120 0.4193 0.0000 0.0000
11 132 0.3844 0.0000 0.0000
12 144 0.3524 0.0000 0.0000
13 156 0.3231 0.0000 0.0000
14 168 0.2962 0.0000 0.0000
15 180 0.2715 0.0000 0.0000
Total sum of present value amortization factors 0.6898
Total corporate tax rate 40.0%
Total tax savings percentage 0.2759
Converted into a step up (1/1-total tax savings %) 1.3811

Table 5.5 Valuation of patented technology applying incremental income method

Proj.  Proj.  Proj.

Mio. EUR 2007 2008 2009 2010 2011 2012 2013 2014
Sales 360 389 404 412 421 429 438 365
Incremental 35 3.8 4.1 4.2 4.3 4.4 4.5 3.7
income

Tax 40% -14 -15 -16 -17 -17 -18 -—-18 -1.5
Royalty savings 2.1 23 2.5 2.5 2.6 2.6 2.7 22
after tax

Present value 0.9168 0.8404 0.7705 0.7063 0.6476 0.5936 0.5442 0.4989
factor

Present value 1.9 1.9 1.9 1.8 1.7 1.6 1.5 1.1
Net present value 134

TAB 1.3811 5.1

Fair value 18.5
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5.5.4 Relief-from-Royalty Method

5.5.4.1 Selecting the Valuation Method to Be Applied

The following comments are based on the assumption that technologies which are in
principle comparable to the one to be valued will typically be the subject of licensing
transactions. This satisfies the basic requirement for applying the relief-from-royalty
method.

The value of the patented technology to be valued can thus be defined — taking
the tax effects into account — as the present value of the (notional) royalty pay-
ments which the enterprise saves because of its position as the proprietor of the
asset to be valued. To calculate the value (Section 5.5.4.3), it is first necessary to
determine the future royalty payments which have been saved. For this purpose, it
is possible to refer to comparable transactions (see section “Calculating the Royalty
Payments from Comparable Transactions”) or to apply a profit-split factor (see sec-
tion “Calculating the Royalty Payments by Means of the Profit Split”). The way in
which the asset-specific rate of return and the step-up factor are established in order
to calculate the tax amortisation benefit has already been described under Sections
5.5.3.3 and 5.5.3.4. At this point, the reader may be referred to those comments.

5.5.4.2 Calculating the Royalty Payments Saved
Calculating the Royalty Payments from Comparable Transactions

Royalty payments are usually determined by applying a royalty rate to an assess-
ment basis, e.g. the revenues earned on the basis of the licensed technology. In addi-
tion, it is often the case that further payment components are agreed, such as up-front
and milestone payments or minimum royalty agreements. In order to calculate the
future royalty payments saved, the first step is to identify licensing transactions
based on technologies which are comparable to the asset to be valued. Then the
terms of the licence agreed in the comparable transactions must be applied to the sit-
uation applicable to the asset to be valued — for the years of the remaining useful life.

A research of data bases containing details of licence transactions has revealed
that the licensing of patented technologies comparable to the asset to be valued is
typically concluded on the basis of the following agreements: the assessment basis
for the royalty payments are the sales, where the definition of sales used in the com-
parable transactions is the same as the delimitation of sales on which the projected
financial information of the SP business unit of Example Ltd. is based. In the vast
majority of cases, the royalty rate is approximately 4%. No importance should be
attached to any other agreements that might be relevant to royalty payments.

In order to calculate the royalty payments saved in future, it is thus necessary
to apply a royalty rate of 4% to the projected sales up to the end of the useful
life of the technology to be valued. The projected sales of the SP business unit’s
products manufactured and sold on the basis of the asset to be valued have already
been discussed in the context of the incremental-income analysis (Section 5.5.3.2)
(Table 5.3). The savings of royalty payments calculated in this way are shown in
Table 5.6.
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Calculating the Royalty Payments by Means of the Profit Split

Royalty payments are often determined by applying rules of thumb specific to the
industry concerned, e.g. the 25% rule. Here, the profit which is earned with a con-
tribution from the patented technology to be valued is split between the licensor
and licensee in accordance with the respective rule. Before calculating the royalty
payments saved in future, it is necessary to establish whether such a rule of thumb
can be applied at all in the specific case. If it is to be applied, it is then necessary to
establish how the profit to be distributed should be calculated (definition of profit),
and to forecast it up to the expected end of the useful life of the asset to be valued.

An analysis of licensing in practice has revealed that it is customary in the indus-
try to apply the 25% rule in order to determine the royalty rate for the patented
technology to be valued. In the vast majority of cases, the earnings before interest
and tax (EBIT) are taken as the definition of the profit.

In order to forecast the EBIT of the SP business unit, the first step was to analyze
in detail the profit & loss statements and the corresponding balance sheets from the
last three fiscal years, and also the profit & loss projections and balance sheet pro-
jections. It was found that for the projection period, the EBIT of the business unit’s
projections could be taken over without modification. In addition, it was established
that the EBIT margin in the last year of the projection period was representative of
the subsequent years of the remaining useful life of the asset to be valued. By apply-
ing it to the projected sales which were already derived in the incremental-income
analysis (Section 5.5.3.2), it is possible to calculate the EBIT until the end of the
useful life. The future royalty payments saved thus amount to 25% of the EBIT
calculated in this way (Table 5.7).

Table 5.7 Valuation of patented technology applying profit split-method

Proj.  Proj.  Proj.

Mio. EUR 2007 2008 2009 2010 2011 2012 2013 2014
Sales 360 389 404 412 421 429 438 365
Cost of sales —241 =259 =270
Gross profit 119 130 134
SG&A —61 —67 —68
EBIT 57.6 63.2 65.6 66.9 68.2 69.6 71.0 59.1
Profit split 25% 14.4 15.8 16.4 16.7 17.1 17.4 17.7 14.8
Tax 40% -58 —-63 —-66 -67 -68 -70 -71 =59
Net cash flow 8.6 9.5 9.8 10.0 10.2 10.4 10.6 8.9
Discount 0.9168 0.8404 0.7705 0.7063 0.6476 0.5936 0.5442 0.4989
factor
Present value 7.9 8.0 7.6 7.1 6.6 6.2 5.8 4.4
Net present 53.6
value
TAB 1.381063 20.4

Fair value 74.0
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5.5.4.3 Calculation of the Value of the Patented Technology

The value of the patented technology is obtained by discounting the future roy-
alty payments calculated under sections “Calculating the Royalty Payments from
Comparable Transactions” or “Calculating the Royalty Payments by Means of the
Profit Split” which are saved because of the SP business unit’s position as the
proprietor of the asset to be valued. Since any royalty payments which Example
Ltd. had to pay would in principle be deductible as business expenses when cal-
culating the taxes on its earnings, the reduction effect is only the amount left
after deducting the corporate taxes on royalty savings. In line with the comments
under Section 5.5.3.4, it is also necessary to add the tax amortisation benefit to
the present value of the future cost savings. The calculation of the value of the
patented technology can be seen from Tables 5.6 and 5.7. When the royalty rate
is calculated on the basis of licensing transactions, this results in a value of EUR
73.2 million, and when the profit split method is used, the figure is EUR 74.0
million.

In cases in which the use of a profit split is customary in the industry con-
cerned, the occurrence of a (major) difference between the value calculated on
the basis of licensing transactions and the one using the profit split should be
seen as a reason for re-examining the values calculated. This is particularly true
when the royalty rate is calculated from comparable transactions and when the
relevant sales and profits have to be defined. Otherwise, if no (major) difference
arises between the value calculated on the basis of licensing transactions and the
one when using the profit split, as can be seen from Tables 5.6 and 5.7 in the
illustrative example dealt with here, it quite simply means that the royalty rate of
4% observed on the market in accordance with section “Calculating the Royalty
Payments from Comparable Transactions” does actually correspond to the 25%
rule. If that is the case, then it is a straightforward matter of definition that identical
values are obtained, when, on the one hand, the royalty payments saved are calcu-
lated on the basis of an observed royalty rate applied in comparable transactions
(as in section “Calculating the Royalty Payments from Comparable Transactions™)
and, on the other hand, the royalty payments are determined by means of the
profit split (as in section “Calculating the Royalty Payments by Means of the Profit
Split”).

In addition, it may be noted that the value resulting from section “Calculating
the Royalty Payments from Comparable Transactions” corresponds to the value of
the invention generally arrived at as a lump sum when calculating the remunera-
tion for employee inventions in the form of lump-sum payments according to the
Remuneration Guidelines for Employee Inventions, namely by applying the licence
analogy.®®

68 See Goddar (fn. 5).
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5.5.5 Residual-Value Approach

5.5.5.1 Selecting the Valuation Method to Be Applied

The observations in the last part of the example are based on the assumption that
the patented technology to be valued constitutes the leading asset of the SP business
unit. All the business unit’s other assets are merely regarded as supporting assets.®”
It is accordingly a logical step to apply the residual-value approach.

The residual value can either be calculated directly as the difference between
the value of the business unit and the values of all the supporting assets (Section
5.5.5.2) or as the present value of the “excess earnings” (Section 5.5.5.3). Since the
two approaches can lead to different results, it is finally necessary to analyse and
interpret the reasons responsible for this (Section 5.5.5.4). In order to simplify the
illustrations, it will be assumed in the following investigations that the SP business
unit merely requires three assets — in addition to the technology to be valued, these
are the working capital and the tangible fixed assets.””

5.5.5.2 Calculating the Residual Value Directly
Procedure

In view of the simplified assumptions of the example, there is no difficulty in cal-
culating the residual value directly: in the first step, the value of the SP business
unit has to be determined (see section “Calculating the Value of the SP Business
Unit”). Then, all the other assets which, together with the asset to be valued, play
a role in earning the income of the business unit concerned must be identified and
valued. Since those assets and their values are already known, this step is not neces-
sary for the illustrative example. Finally, the values of those supporting assets, i.e.
in this case the fair values of the tangible fixed assets and of the working capital,
must be deducted from the value of the SP business unit (see section “Calculating
the Residual Value”).

Calculating the Value of the SP Business Unit

The value of the business unit, which represents the point of departure for calculat-
ing the residual value, must include the values of all the associated assets. This must
accordingly be understood as the entity value and not as the equity value, which
is arrived at by deducting the value of the debt from the entity value (Fig. 5.2).
Since the discounted cash flow method in the form of the WACC approach is aimed
directly at determining the entity value, an obvious step is to use this approach in
order to determine the value of the SP business unit.

69 In order to simplify the comments, these assets will be referred to in the following as “supporting
assets”.

70 We shall therefore disregard the fact that, in addition to other intangible assets, it is usually also
necessary to have a work force (cf. 2.3).
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In the WACC approach, the free cash flow of the entity to be valued has to be dis-
counted by the term-equivalent and risk-equivalent weighted average cost of capital.
The free cash flow of the SP business unit for the period of the useful life of the tech-
nology to be valued has to be forecast and discounted by its weighted average cost
of capital.

The free cash flow is obtained by deducting the following from the EBIT: corpo-
rate taxes on earnings, changes in the working capital and net capital expenditure,
i.e. capital expenditure less depreciation and amortisation. The EBIT of the SP busi-
ness unit for the remaining useful life of the asset to be valued has already been
calculated in connection with the application of the profit split approach (see sec-
tion “Calculating the Royalty Payments by Means of the Profit Split”). With the
WACC approach, the corporate taxes have to be calculated on the basis of the EBIT,
i.e. by applying the corporate tax rate applicable to the business unit — on the basis
of the facts, this is 40% — to that figure. The changes in the working capital and
the net capital expenditure, which appear here as a divestment, were projected sep-
arately by the management of the business unit up to the end of the useful life of
the technology to be valued. The calculation of the free cash flow of the SP business
unit is summed up in Table 5.8.

The term-equivalent and risk-equivalent weighted cost of capital of the SP busi-
ness unit have already been calculated at 7.08% in the course of presenting the initial
data of the example (Section 5.5.2).

On the basis of these data, an entity value of EUR 335.95 million results for the
SP business unit (Table 5.8).

Table 5.8 Calculation of enterprise value of business unit SL

Proj.  Proj.  Proj.

Mio. EUR 2007 2008 2009 2010 2011 2012 2013 2014

Sales 360 389 404 412 421 429 438 365

Cost of sales —241 =259 =270

Gross profit 119 130 134

SG&A —-61 —67 —68

EBIT 576 632 656 669 682 69.6 71.0 59.1

Tax 40% —23.0 —-253 —-262 —-26.7 —-27.3 —-27.8 —284 =237

NOPLAT 346 379 393  40.1 409 417 426 355

Changes WC -150 -53 -18 -19 -20 -20 =21 1050

Net CapEx 11.0 1.0 13.0 1.0 150 150 15.0 29.0

Net cash flow 30.6 337 505 392 539 547 555 169.5

Discount 7.08% 0.9339 0.8721 0.8145 0.7606 0.7103 0.6634 0.6195 0.5785
factor

Present value 285 294 412 298 383 363 344 98.1

Net present 335.95

value
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Calculating the Residual Value

The value of the patented technology to be valued is arrived at — as already
explained — by deducting the value of the tangible fixed assets (EUR 100 million)
and the value of the working capital (EUR 75 million) from the value of the business
unit as just established (EUR 335.95 million). Excluding the tax amortisation bene-
fit, it amounts to EUR 160.95 million. If the tax amortisation benefit is calculated in
accordance with the procedure described under Section 5.5.3.4, using the weighted
average cost of capital of the SP business unit as the discount rate,”! we arrive at a
value of the asset to be valued of EUR 229.16 million.

In determining the value of the SP business unit (see section “Calculating the
Value of the SP Business Unit”), the amortisation of the asset to be valued was not
taken into consideration when calculating the corporate taxes. In order to verify the
value of the patented technology just arrived at, including the tax amortisation ben-
efit, the value of the business unit is therefore determined in Table 5.9 including its
amortisation. This assumes straight-line amortisation of the asset for the remaining
useful life. After deducting the value of the tangible fixed assets and the value of
the working capital from the value of the business unit just arrived at, the result is —
as was to be expected — again the value of the asset to be valued, including the tax
amortisation benefit, amounting to EUR 229.16 million.

5.5.5.3 Calculating the Residual Value as the Present Value
of the “Excess Earnings”

Procedure

Calculating the residual value by means of the excess-earnings approach begins
by determining the contributions of the supporting assets to earnings (see section
“Calculating the Contributions of the Supporting Assets to Earnings™). In order to
determine the excess earnings attributable to the asset to be valued, they have to be
deducted from the income of the business unit (see section “Calculating the Excess
Earnings”). The value of the asset to be valued is then arrived at by discounting the
excess earnings by their asset-specific rate of return (see section “Calculating the
Asset-Specific Rate of Return™).

Applying the excess-earnings approach involves a number of questions which
have been the subject of discussions. In the following, the procedure will therefore
merely be sketched briefly. Details will be presented in a separate article.

Calculating the Contributions of the Supporting Assets to Earnings

The contributions of the supporting assets to earnings, which are also referred to as

“contributory asset charges”,”? consist of two components: the

71 In this case, a step-up factor of 1.4238 results.
72 Cf. AICPA (fn. 41), 5.3.54 ff.



155

5 Valuation of Intangible Assets, Taking the Valuation of Technologies Protected

91°67C anfeA aey

00001 — S)OSSe PAXY AN[BA IIB

00°SL— reades Suryiom onfea Ireg

[ 87017 anpea juasaad N

L'v01 Sy 6'ct Sy ¢'8¢ Y ¥'6¢ 6¢e onfeA Juasald

G8LS0  S6190  $€99°0  €OIL0  909L0  S¥I80  1TL8O 6££6°0 %80°L 10198 JUNOdSI(I

0181 0°L9 99 ¥'S9 908 09 'Sy ocy A0[ 4sed 19N

0'6C 061 06l 06l 01 0¢€l 01 011 xgde) 10N

6T 6T 6T 6T 6C 6C 6T 6C UONLZNIOWY

SOl1 <« <« <« <« - S— Si— DM saduey)

81 Y4 4 YT €C (44 1c Ll IVIdON

(45 LI— 91— 91— SI— Si— yi— (45 %0¥ XeL,

0¢ (4% 8% oy 8¢ LE 33 6¢ uonezniowe 1je [19H

60— 60— 60— 60— 60— 60— 60— 60— 9l'6ce uonezniowry

6S IL 0L 89 L9 99 €9 8¢ 11949

89— L9— 19— V®DS

Vel 0¢l 611 jgoid ssoin

0LT— 65C— Ive— Sa[es JO 180D

S9¢ 8¢y (Y44 1y cly 0¥ 68¢ 09¢ SI[eS

¥10¢ €10¢ Cl0c 110c 010c 600¢ 800¢ L00T ANF oA
foiq foig foiq

A3o1ouyo9) pajuared Jo uoneznIoWe JUNOIJE OJUI JuIye) TS JuUn ssauIsng Jo anfea asudioua jo uone[noe) 'S AqelL



156 U. Moser and H. Goddar

e return of the invested capital and the
e return on the invested capital.”?

In order to calculate the capital invested in a supporting asset, it is valued at the
fair value obtaining at the time of valuation. In the subsequent periods, the invested
capital is reduced by the consumption of the value of the asset, which can be mea-
sured in the case of a tangible fixed asset, for example, by the depreciation; it is
increased if any further capital expenditure should be required. The annual return of
the capital invested in an asset appears as the balance of these changes.

The return on the capital invested in a supporting asset is determined by its level
at the beginning of the period and the asset-specific rate of return. The latter has to
be established — in accordance with Section 5.4.4 — taking the useful life and the
asset-specific risk of the asset concerned into account.

The calculation of the return of and the return on the capital invested in the tan-
gible fixed assets of the SP business unit is summed up in Table 5.10. This is based
on the detailed projections of the development of the tangible fixed assets for the
remaining useful life of the asset to be valued, which has already been discussed
under section “Calculating the Value of the SP Business Unit”. The return of and
return on the capital invested are determined in an analogous manner for the working
capital (Table 5.11).

Table 5.10 Valuation of tangible fixed assets

Year 2007 2008 2009 2010 2011 2012 2013 2014

Return on 7.00% 7.0 6.2 6.2 53 52 4.1 3.1 2.0
capital
invested™)
Return of 11.0 11.0 13.0 13.0 15.0 15.0 15.0 13.0
capital
invested
Liquidation 16.0
CapEx —10.0 —12.0
Return of 11.0 1.0 13.0 1.0 15.0 15.0 150 290
capital
invested
less CapEx

Cash flow 18.0 7.2 19.2 6.3 20.2 19.1 18.1 31.0
Present 7.00% 0.9346 0.8734 0.8163 0.7629 0.7130 0.6663 0.6227 0.5820
value

factor

Present 100.0 16.8 6.3 15.6 4.8 14.4 12.7 11.3 18.1
value

Capital 100.0 89.0 88.0 75.0 74.0 59.0 44.0 29.0 0.0
invested

*After corporate taxes

73 Cf. Reilly/Schweihs, loc. cit. (fn. 11), pp. 176 ff.
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The supporting assets’ contributions to income can be determined in the manner
shown as returns of and returns on the capital invested in the supporting assets for
specific periods. It is, however, also possible to work on the assumption that the
supporting assets are not the property of the business unit but are used on the basis
of a leasing agreement. The contributions to income then appear as notional leasing
payments, which have to be calculated as the annuity on the amounts assigned to
specific periods.

Calculating the Excess Earnings

It has already been explained under section “Calculating the Value of the SP
Business Unit” that the business unit’s income should be understood as the free
cash flow. This means that, in order to calculate the excess earnings, it is nec-
essary to deduct from this amount the contributions of the supporting assets to
income, which were calculated under section “Calculating the Contributions of the
Supporting Assets to Earnings”.

The calculation of the excess earnings is, however, simplified by the following
considerations: the free cash flow is arrived at by deducting the changes in the
working capital and the net capital expenditure (capital expenditure less depreci-
ation) on the tangible fixed assets, i.e. the changes in the tangible fixed assets, from
the net operating profit less adjusted tax (NOPLAT) (see section “Calculating the
Value of the SP Business Unit”). Since — in line with the comments under section
“Calculating the Contributions of the Supporting Assets to Earnings” — the return
of the capital invested in the working capital and the tangible fixed assets result in
a change in those assets, deducting the return of the capital invested in the work-
ing capital and the tangible fixed assets from the free cash flow leads in turn to the
NOPLAT. It is therefore possible to calculate the excess earnings proceeding from
the NOPLAT by deducting the return on the capital invested in the working capital
and the tangible fixed assets.

In this case, when determining the return on the invested capital, it must be borne
in mind that it has to be calculated after corporate taxes. On the other hand, if a
pre-tax figure is taken as the starting point, it either has to be reduced by corporate
taxes or deducted from the EBIT instead of the NOPLAT.

For the SP business unit’s patented technology to be valued, this approach is
illustrated in Table 5.12.

In practice, the contributions of the supporting assets to income are often mod-
elled on the basis of notional leasing instalments — adopting the approach already
discussed under section “Calculating the Contributions of the Supporting Assets to
Earnings”. In order to avoid recording income contributions twice, especially the
consumption of the value of the supporting assets, the starting parameter chosen,
from which the leasing instalments have to be deducted, is typically the EBITDA
(earnings before interest, tax, depreciation and amortisation).

Since the EBIT is obtained by deducting amortisation from the EBITDA, the
notional leasing instalments have to be established — in line with the above consid-
erations — as an annuity, obtained by financial mathematical calculations, based on
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return on the capital invested and the consumption of value recorded in the amortisa-
tion. Le. the calculation of the leasing instalments usually only needs to include the
return on the capital invested in the case of the working capital; whereas in the case
of the tangible fixed assets, depreciation also have to be taken into consideration. In
addition, it must be borne in mind that the leasing instalments have to be calculated
before deducting corporate taxes. The notional leasing instalments can, on the other
hand, be derived from the fair values of the assets concerned. In this case, however,
they have to be deducted from the free cash flow.

The leasing instalments for the SP business unit’s patented technology can be
seen from Table 5.13.

Calculating the Asset-Specific Rate of Return

The asset-specific rate of return has to be calculated on a term-equivalent and
risk-equivalent basis. The first aspect requires that the asset-specific rate of return is
determined taking the useful life of the asset to be valued into account. The second
aspect is in practice usually taken into account by applying an asset-specific risk
mark-up/mark-down’# in accordance with the procedure explained under Section
54.423.

The point of departure in calculating the asset-specific risk mark-up is the idea
that the weighted average rate of return covering all assets should be identical to
the weighted average cost of capital (WACC) (Fig. 5.10). The weighted average rate
of return must be calculated from the asset-specific rates of return on all the assets

Table 5.13 Calculation of lease payments

Year 2007 2008 2009 2010 2011 2012 2013 2014

Tangible fixed

assets
Return on and

of capital

invested

Pre tax 22.7 21.4 233 21.8 23.6 21.9 20.1 16.4
Present value 117.43 20.7 17.8 17.7 15.1 15.0 12.7 10.6 7.9
Annuity -21.7 =217 =217 =217 =217 =217 =217 =217
Working

capital
Return on

capital

invested

Pre tax 3.8 4.5 4.8 4.9 4.9 5.0 5.1 5.3
Present value 25.46 34 3.7 3.6 34 3.1 2.9 2.7 2.5
Annuity -4.7 =47 47 47 47 47 47 -4

74 In order to simplify matters, the following comments will merely speak of risk mark-ups. The
comments of course also apply to those cases in which a risk mark-down has to be made.
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Table 5.14 Calculation of asset specific risk mark-up

Fair value Rate of return Weighted
Tangible fixed assets 100.00 7.00% 1.67%
Working capital 75.00 3.00% 0.54%
Patent 244.15 8.37% 4.88%
Total 419.15 7.08%

which contribute to achieving the income of the business unit concerned, i.e. the
asset to be valued and the supporting assets. The weighting is made with the fair
value of each asset included.

With this approach, the difficulty nevertheless arises that the asset-specific risk
mark-up on the term-equivalent cost of capital is not known for the asset to be
valued. For this reason, it first has to be defined provisionally — and with it
also the asset-specific rate of return. The excess earnings calculated under section
“Calculating the Excess Earnings” are then discounted by that (provisional) discount
rate according to the valuation model of Table 5.12. When the tax amortisation ben-
efits are included, one arrives at a provisional fair value for the patented technology
to be valued.

On this basis — taking into account the fair values and asset-specific rates of return
for the working capital and the tangible fixed assets, which are already known —
the weighted average rate of return is calculated, covering all the assets of the SP
business unit (Table 5.14). If this weighted asset-specific rate of return differs from
the weighted cost of capital, the asset-specific risk of the asset to be valued has to be
adjusted iteratively until this relationship is achieved. The result of this procedure
is summed up in Tables 5.12 and 5.14. It shows that an asset-specific rate of return
of 8.37% results for the patented technology to be valued, with a corresponding fair
value (including the tax amortisation benefit) of EUR 244.15 million. Table 5.15
shows that using the leasing model leads to the same result.

5.5.5.4 Comparison of the Two Procedures for Calculating the Residual Value

Under Section 5.5.5.3, a residual value of EUR 244.15 million (including the tax
amortisation benefit) with an asset-specific rate of return of 8.37% has just been cal-
culated. In contrast to this, the direct calculation of the residual value under Section
5.5.5.2 produced a value of EUR 229.16 million. The corresponding asset-specific
rate of return is 9.56%. It was calculated iteratively with the excess-earnings model.
Table 5.16 shows the result of the calculation of the asset-specific rate of return
based on the contributions of the supporting assets to income for specific periods,
while Table 5.17 shows the result when it is calculated via leasing instalments.”

75 The tax amortisation benefit was calculated on the basis of this asset-specific rate of return.
If, on the other hand, the calculation of the tax amortisation benefit is based on the weighted
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Table 5.16 Calculation of asset specific rate of return based on residual-value model

Proj.  Proj.  Proj.

Mio. EUR 2007 2008 2009 2010 2011 2012 2013 2014

Sales 360 389 404 412 421 429 438 365

Cost of sales —241 =259 =270

Gross profit 119 130 134

SG&A —61 —67 —68

Operating profit 58 63 66 67 68 70 71 59

Tax 40% -23 =25 =26 =27 =27 =28 =28 24

Net operating 35 38 39 40 41 42 43 35
profit

Charges -93 -89 -90 -82 =81 -72 —-62 52

Net cash flow 253 290 303 320 328 346 364 303

Present value 9.5613% 0.9127 0.8331 0.7604 0.6940 0.6335 0.5782 0.5277 0.4817
factor

Present value 23.1 24.1 23.1 22.2 20.8 20.0 19.2 14.6
Net present 167.0
value
TAB 1.3719 62.12
Fair value 229.16

Calculated in this way, the weighted average rate of return across all the assets of
the SP business unit is 7.71% and is clearly different from the weighted average cost
of capital (7.08%) (Table 5.18). This raises the question as to what has caused this
difference of EUR 14.99 million’® — which is approx. 6.5% based on the value cal-
culated under Section 5.5.5.2 — and which of the two approaches should ultimately
be adopted.

With the calculation of the asset-specific rate of return described under Section
5.5.5.3, the share of the fair values of all the assets in the entity value of the business
unit is extrapolated unchanged over the entire useful life of the asset to be valued.
This approach is therefore based on a static assessment. However, if the capital
invested in the individual assets is calculated over that period — this calculation will
not be discussed in the context of this study —, it becomes clear that this requirement
is not met. The capital invested in the individual assets changes from year to year.

The assessment of the asset-specific rate of return must therefore be based on a
dynamic approach, i.e. the calculation of the asset-specific rate of return must be
carried out on the basis of the share of the fair values of all the assets involved
which are applicable in each period of the useful life of the asset to be valued. In
each period, this approach leads to the periodic-specific rate of return. This means

cost of capital, a figure of EUR 160.95 million before tax amortisation benefit is arrived at —
that is the same as the directly calculated residual value before tax amortisation benefit — with an
asset-specific rate of return of 10.54 %.

76 This is precisely the amount by which the sum of the fair values of all the assets according to
Table 5.14 exceeds the total value of the business unit according to Table 5.9.
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Table 5.18 Calculation of weighted average rate of return

Fair value Rate of return Weighted
Tangible fixed assets 100.00 7.00% 1.73%
Working capital 75.00 3.00% 0.56%
Patent 229.16 9.56% 5.42%
Total 404.16 7.71%

that the condition that the weighted average rate of return should be equal to the
weighted cost of capital is met in each period.

It can therefore be stated that both when the residual value of the asset to be val-
ued is calculated directly and when it is determined by means of the excess-earnings
method, the result is basically the same. It is irrelevant in this connection whether
the contributions of the supporting assets to income are attributed to specific periods
or whether they are taken into consideration in the form of notional leasing instal-
ments. One precondition, however, is that the use of the excess-earnings method
should be based on calculating the asset-specific rate of return dynamically. If the
static consideration is adopted, the result can at best be seen as a more or less rough
approximation.

5.5.6 Summary of the Results of the Illustrative Example

Table 5.19 sums up the values arrived at for the patented technology to be valued
when the different forms of the income approach are adopted. Since each of the
valuation approaches described involves its specific application requirements, these
results are not comparable to one another, or are only comparable to a very lim-
ited extent. It does, however, become clear what influence the choice of valuation
approach can have on the result of the valuation. It must accordingly be ensured in
this context that above all the basic assumptions of the method used are complied
with in the underlying facts of the valuation.

Table 5.19 Sum up of results

Fair value

Valuation approach Excl. TAB Incl. TAB
Incremental income 13.37 18.46
Relief-from-royalty

Transaction based 52.97 73.15

Profit split 53.59 74.01
Residual value

Dynamic 160.95 229.16

Static 174.98 244.15
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5.6 Summary

This study first explained the fundamentals of valuing intangible assets. In that part,
the basic valuation approaches — income, market and cost approaches —, the need
to delimit the asset to be valued and possible reasons for the valuation of intangible
assets were outlined briefly.

Then patents were examined as assets to be valued. It became clear that the key
factor which determines their value is the competitive advantage associated with
a patent. Specifically, the value of a patent is influenced by the legal protection it
provides, the underlying technology and the products which form the basis of its
exploitation. It was shown in this context that the value of a patent — depending
on the reason for the valuation — is usually understood as the value of the patented
technology, which is composed of the value of the unprotected technology and the
value of the legal protective effect. In addition, when delimiting the asset to be
valued, it must be borne in mind that a technology is often protected not by a single
patent, but by a patent portfolio.

Building on these considerations, the next step was to explain the valuation of
patented technologies by means of the income approach. The point of departure
was to examine the contribution of a patented technology to the total income of all
the assets involved. On this basis, the various types of the income approach in the
valuation of intangible assets were considered. In the process, the following key
aspects, inter alia, were elaborated:

e The incremental-income analysis has a limited scope of application, since in
many cases the basic requirement of isolating the incremental income attributable
to an asset to be valued cannot be met.

e The scope of application of the relief-from-royalty method, on the other hand, is
considerably broader. It is applicable if assets which are comparable to the asset
to be valued are the subject of licence agreements and the data needed to calculate
the royalty payments saved are available.

e Applying the residual-value method presupposes that the asset to be valued is
the leading asset for income generation. In addition, it is necessary for all the
supporting assets to be identified and valued. The problematic aspect with this
approach is that all the synergy effects resulting from the interaction of the assets
involved are allocated to the asset to be valued.

The subject of the last part of the study was an illustrative example to demonstrate
the practical application of the different forms of the income approach which had
been presented. In this context, it became apparent, inter alia, that, with the residual-
value method in the form of the excess-earnings approach, particular importance
should be attached to determining the contributions of the supporting assets to
income and to calculating the asset-specific rate of return of the asset to be valued.
Important questions arising in this connection were elaborated. A detailed study of
these must, however, be reserved for a separate article.



Chapter 6
Reporting R&D Activities in Accordance
with IFRS

Ulrich Moser

6.1 Fundamental Principles

IFRS/IAS! do not contain any specific regulations for the accounting treatment
of R&D activities. Instead, the general regulations relating to reporting intangible
assets are to be applied in this case.

The ways of reporting intangible assets are dealt with in particular’ in the
following standards:

o IAS 38 Intangible assets
e IFRS 3 Business combinations
e IAS 36 Impairment of assets

When reporting them in balance sheets — according to general accounting
principles® — a clear distinction has to be made between

e recognition of the asset value (Section 6.3) and its
e measurement (Section 6.4).

U. Moser ()
University of Applied Sciences, Erfurt, Germany
e-mail: galmog @t-online.de

! The following comments do not take the treatment of patents in accordance with the German
Commercial Code (HGB) and US GAAP into consideration; refer in this connection to, for exam-
ple, Esser/Hackenberger, Bilanzierung immaterieller Vermogenswerte des Anlagevermdgens nach
IFRS und US-GAAP (Valuation of Intangible Assets under Fixed Assets in Accordance with IFRS
and US GAAP), in: KoR 2004, 402—414.

2 For further standards which regulate the valuation of intangible assets in special cases, see
IAS 38.2-7 and Heyd/Lutz-Ingold, Immaterieller Vermogenswerte und Goodwill nach IFRS
(Intangible Assets and Goodwill in Accordance with IFRS), Munich 2005, 29-30.

3 For details, refer, for example, to Ruhnke, Rechnungslegung nach IFRS und HGB (Accounting in
Accordance with IFRS and HGB), Stuttgart 2005, 260 ff., Kirsch, Einfiihrung in die Internationale
Rechnungslegung (Introduction to International Accounting in Accordance with IAS/IFRS),
Herne/Berlin 2003, 30 ff.
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In approaching the subject, the aim is to establish whether an item can or must be
included on the asset side of the balance sheet or as equity or debt on the liability side
or rather has to be shown as an expense or income in the profit and loss statement.
This has to be determined independently of the allocation of a value to the item.
This allocation then follows in a separate step, the measurment.

The following remarks are restricted to an outline of the treatment of R&D activi-
ties for accountancy purposes. As regards details of the valuation of intangible assets
reference is made to the extensive literature.* In the following, firstly the fundamen-
tal alternatives for the balance sheet treatment of R&D activities are illustrated on
the basis of a simple example (Section 6.2).

6.2 Introductory Example

In the current year, RD Ltd. has incurred expenses amounting to EUR 8.7 million
attributable to the field of R&D. This is composed of human resources expense,
external services (e.g. fees paid to external research institutions as well as to external
patent lawyers) and various other expenditure (e.g. materials consumed, depre-
ciation of laboratory equipment). They are focussed on the development of new
technology intended to serve as the basis for a completely new product generation.
These products will probably be launched onto the market in the next financial year.
The expected technology lifetime is estimated to be 5 years.

RD Ltd.’s pro-forma balance sheet and P&L account are illustrated in Fig. 6.1.
Up to the present, all R&D expenditure has been shown in full in the P&L account
in the corresponding item, designated accordingly. The balance sheet does not
show that RD Ltd. possesses the technology mentioned, which will probably be
an essential basis for the company’s success over the next 5 years.

In Fig. 6.2, the company’s balance sheet and the P&L account have been drawn
up based on the assumption that 40% of the R&D expenditure for the current finan-
cial year qualifies for inclusion as an intangible asset in the balance sheet. Therefore,
technology amounting to EUR 3.5 million is shown in the balance sheet. At the same
time the R&D expenditure shown in the P&L account is reduced by these EUR 3.5
million, which in turn results in an increase in the pre-tax earnings in the same
amount. Taking income tax into consideration, the net income for the years amounts
to EUR 2.2 million.

As a result of including technology on the asset side of the company’s balance
sheet, the former therefore has to be amortised over the next 5 years — because of its
limited lifetime. Applying linear amortisation, this results in additional expenditure
of EUR 0.7 million over the next 5 years and consequently a reduction in the annual
earnings (post income tax) of EUR 0.5 million per annum.

4Ct. e.g. Heyd/Lutz-Ingold (fn 2), Esser/Hackenberger (fn 1).
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Balance Sheet 31.12.x1

'_I'echnology 0.0 | Equity 20.0 Balance sheet
Tangible Fixed A.  47.0 | Shareholder E. 20.0 is not reflecting
Working Capital 27.0 | Profit 0.0 availability of
Debt 54.0 technology
74.0 74.0

Profit & Loss Statement

Sales 100.0
CoS -80.0
F&E -8.7
SG&A -10.2
Financial result -1.1
Profit before Tax 0.0
Tax 35% 0.0
Profit after tax 0.0

R&D expense of year
x1 of EUR 8.7 Mio.

Fig. 6.1 FE GmbH - draft of financial statement

RD Ltd.’s earnings trend in the current financial year and the following 5 years
is included in Fig. 6.3 with simplifying projections: it is assumed that R&D expen-
diture occurs only in the current financial year, but not in the following 5 years. The
earnings prior to the deduction of R&D expenses and also before the deduction of
the amortisation of technology included on the asset side of the balance sheet, where
applicable, for the financial year and the 5 following years should amount to EUR

8.7 million per annum.

Balance Sheet 31.12.x1

Technology 3.5 | Equity C7¥Jl Balance Sheet
Tangible Fixed A.  47.0 | Shareholder E. 20.0 is reflecting
Working Capital ~ 27.0 | Profit 2.2 availability of

Debt % technology but

77.5 77.5 not totally
Profit & Loss Statement

Sales 100.0
CoS -80.0
F&E -5.2 Capitalization of 40% of
SG&A -10.2 R&D expenses of year x1:
Financial result —1.1 EUR 3.5 Mio.
Profit before Tax 3.5
Tax 35% —1.2
Profit after tax 2.2

Fig. 6.2 FE GmBH - capitalization of R&D expenses
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x1 x2 x3 x4 x5 X6 Sum

Profit before R&D 87 87 87 87 87 87 52.4
R&D -8.7 -8.7
Amortization 0.0
Technology 0.0
Profit before tax 00 87 87 87 87 87 43.7
Tax 00 -31 -31 -31 -31 -31 -153
Profit after tax 00 57 57 57 57 57 28.4
Capitalization x1 x2 x3 x4 x5 X6 Sum
Profit before R&D 87 87 87 87 87 87 52.4
R&D -5.2 -5.2
Amortization 0.0
Technology -0.7 -0.7 -07 -0.7 -0.7 -3.5
Profit before tax 35 80 80 80 80 80 43.7
Tax -12 28 -28 28 -28 -28 -153
Profit after tax 23 52 52 52 52 52 28.4

Fig. 6.3 FE GmbH - profit year x1 — x6

If technology is not reported on the asset side of the balance sheet, the company
shows final earnings for the current financial year of EUR 0, but EUR 8.7 million in
the following years. Taking the inclusion of technology worth EUR 3.5 million on
the asset side of the balance sheet into consideration, this results in an annual profit
for the current financial year of EUR 2.5 million. Annual profit for the following
years will be influenced by the annual amortisation of EUR 0.7 million and sub-
sequently amounts to EUR 5.2 million per annum. It has to be noted that the sum
of the earnings for the current financial year together with those of the following 5
years is not influenced by the differences in the treatment of R&D expenditure for
accountancy purposes. This amounts in both cases to EUR 43.7 million before tax
and EUR 28.4 million after tax.

6.3 Recognition

6.3.1 Overview

If, but only if, the conditions for recognition are fulfilled, intangible assets have to
be accounted for (IAS 38.1). These conditions are listed in IAS 38.18: the entity
must prove that the appropriate item

e meets the definition of an intangible asset and
e the criteria for recognition are met.
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Intangible Assets

Acquisition Internally generated

o
",

As part of a
Business
Combination

.................... “.JAS 38

. Others e.g.

Others e.g.

Patents Goodwill

IFRS 3

Fig. 6.4 Recognition of intangible assets under IFRS/IAS

In addition, IAS 38 and IFRS 3 include regulations which deal with the applica-
tion of recognition criteria in certain cases. To this end, they distinguish between
in-house production (‘“‘self-generation”) and the acquisition of intangible assets.
In the case of acquisition, there is a further distinction between the instance
of separate acquisition and acquisition in the context of a business combination
(Fig. 6.4).° Finally IAS 38 includes prohibitions on recognition certain intangible
assets (Fig. 6.5).

In the following, the definition and recognition criteria will first be reviewed
(3.2). Then the self-created intangible assets, the case of separate acquisition

Intangible Asset

Recognition Criteria
Specification

Separate Acquisition Business Combination Internally Generated

Not Recognised Intangible Assets

Fig. 6.5 Recognition of intangible assets — overview (IAS 38.18)

5 TAS 38.44-47 also include cases of acquisition through a government grant and the exchange of
assets. These two cases will not be expanded upon in the following remarks.
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and finally acquisition through a business combination will be expanded upon
(Sections 6.3.3.1-6.3.3.3). In conclusion, prohibitions on recognition will be dis-
cussed briefly (Section 6.3.4).

6.3.2 Definition and Recognition Criteria for All Intangible Assets

Recognition of an intangible asset in accordance with IAS 38.18 presupposes — as
has just been explained — that the item meets the definition of an intangible asset
and satisfies the recognition criteria in accordance with TAS 38.21.

The term “intangible asset” is defined in IAS 38.8 as “an identifiable non-
monetary asset without physical substance”. Because of the reference to assets, the
definition of that term, which is similarly included in IAS 38.8, also has to be taken
into consideration: it is “a resource

(a) which is controlled by an entity as a result of past events; and
(b) from which economic benefits are expected to flow in future”.

The existence of an intangible asset therefore presupposes — apart from its
lack of substance and its non-monetary nature — the possibility of identifying and
controlling it and also the expected future economic benefit (Fig. 6.6).

The recognition criteria which have to be met, in addition to the existence of an
intangible asset as a precondition for recognising it on the asset side of the balance
sheet in accordance with IAS 38.21, aim to show that

(a) itis probable that the expected future economic benefits that are attributable to
the asset will flow to the entity; and

Intangible Asset (IAS 38.8)

* Asset
* Non-monetary without physical substance
e ldentifiable

Asset (IAS 38.8)

e From a corporate-controlled resource
* Result of part events
* Anticipation of the influx of future benefits

Identifiable Control Expected future
(IAS 38.11f) (IAS 38.13 - 16) benefits (s 38.17)

Fig. 6.6 Definitions
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(b) the cost of acquiring or producing the asset can be measured reliably.

This being said the recognition of an intangible asset presupposes the existence
of the following criteria:

identifiability

non-monetary nature

lack of substance

control

future economic benefits

probability of expected future economic benefit flow
reliable valuability

Identifiability aims to show that an intangible asset has to be distinguishable from
goodwill in the form of a business or company value. In accordance with IAS 38.12
this is true in two cases:

e when the asset is “separable” — “it is capable of being separated or divided from
the entity and sold, transferred, licensed, rented or exchanged”. It is sufficient in
such a case if this can be achieved with a contract, an asset or debt (separability
criterion).

e The asset arises “from contractual or other legal rights”. This does not depend on
whether these rights are transferable or can be separated from the entity or from
other rights or obligations (contractual legal criterion).

In the case of patents as rights, for example, identifiability does not therefore
create any special problems.

The criterion non-monetary nature is only applied indirectly, when IAS 38.8
defines the expression “monetary assets”. According to this definition, monetary
assets are “money held and assets to be received in fixed or determinable amounts
of money”.

In the case of the balance sheet presentation of patents, for example, this criterion
is of no significance.

The question of lack of substance arises in the case of intangible assets contained
in or on a physical substance. A typical example here is computer software on a
compact disc. In determining whether an asset that incorporates both tangible and
intangible elements should be treated under IAS 16 or as an intangible asset under
IAS 38, the entity, using its own judgement, has to apply IAS 38.4 to assess which
element is more significant.”

In the case of patents, for example, this criterion is basically of no significance.
However, in the case of research and development projects, an item of a material
nature can indeed occur in the form of a prototype for example (IAS 38.5).

6 On this and other details, cf. Heyd/Lutz-Ingold (fn 2), 35
7 For an in-depth treatment of this issue, see Heyd/Lutz-Ingold (fn 2), 1-7
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The element of control of an intangible asset is present if “the entity has the
power to obtain the future economic benefits flowing from the underlying resource
and to restrict the access of others to those benefits” (IAS 38.13). This precondition
does not create any problems in the case of legally enforceable claims. Control may
however also exist without legal enforceability.

This precondition is particularly important in assessing the relevance of an
entity’s assembled workforce as well as other values® connected to human resources
or those of a client portfolio, which is not based on contractual relations (IAS
38.15f).°

This criterion is of no concern in the case of patents, for example, because of the
inherent legal position.

With regard to the future economic benefits of an intangible asset, IAS 38.17
explains that this can include: “revenue from the sale of products or services, cost
savings, or other benefits resulting from the use of the entity”.!%

The assessment of the degree of certainty attached to the flow of future economic
benefits'! has to be based on “reasonable and supportable” assumptions that rep-
resent the “management’s best estimate” (IAS 38.22). External rather than internal
evidence is of greater importance in this connection (IAS 38.23).

The evaluation of this criterion will not as a rule cause any problem with
patents, whose technology is already incorporated into products or is used for
their manufacture. This criterion is, however, of greater importance in early-stage
technologies.

The assessment of the criterion of reliable valuation depends above all on
whether the intangible asset was acquired separately or in the context of a busi-
ness combination or was self-created. This will be expanded upon in the following
(Section 6.3.3).

The definition and recognition criteria illustrated are summarised once more in
Fig. 6.7.

6.3.3 Specification of Recognition Criteria in Certain Cases

6.3.3.1 Internally Generated Intangible Assets
Initial Considerations

In the case of internally generated intangible assets IAS 38.51 recognises difficulties
in assessing whether the recognition criteria laid down in IAS 38.21 actually exist
when

8 On this subject, see e.g. Heyd/Lutz-Ingold (fn 2), 48 f., Esser/Hackenberger (fn 1), 402 ff., 404 f.
9 On this subject, see e.g. Heyd/Lutz-Ingold (fn 2), 48 f.,

10 Op this subject, see also e.g. IASB Framework 1989, F. 53 ff.

1 On the redundancy of this criterion, ¢f. Heyd/Lutz-Ingold (fn 2), 28
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Intangible Asset

Identifiability Control Expected future
economic benefits
To distinguish from Example Assembled
goodwill Workforce? * Revenue from the sale
’ of products or
> Power to obtain the SEEES
* Separability future economic * Cost savings
* Arises from benefits * Other benefits
contractual or other * Power to restrict the resulting from the use
legal rights access of others to of the asset by the
those benefits entity

Recognition criteria for intangible assets

* Probability of the expected future economic benefits (management best estimate)
(separate acquisition and business combination: “considered to be satisfied”)
* Cost of the asset can be measured reliably

Fig. 6.7 Recognition of intangible assets — details

e identifying whether and when there is an identifiable asset that will generate
expected future economic benefits and
e reliably determining the cost of the asset.

This will become particularly clear when we look at internally created products
or the development of a client portfolio. This can cause enormous expense, with no
guarantee that the measures taken will be successful or that it will be possible to
attribute the success achieved to the measures taken. The same is of course also the
case with the development of technologies.

To assess operationally whether the recognition criteria have been met, IAS 38.52
classifies the asset generation process into

e aresearch phase and
e adevelopment phase

and lays down special regulations or criteria for them.

The definitions of the terms “research” and “development” in accordance with
IAS 38.8 are summarised in Fig. 6.8. The examples which IAS 38.56 quotes
for research activities and IAS 38.5 9 for development activities are set forth
in Fig. 6.9.

The compilation process on which IAS 38 is based is designed — through the
reference to research and development — especially for the development of technolo-
gies. Since this model does not necessarily suit the generation of all other categories
of intangible assets, the expressions “research phase” and “development phase” in
accordance with IAS 38.52 have a broader meaning and may, where suitable, be
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ration of intangible assets (IAS 38.

Original and planned

N o q Application of research findings or other knowledge to a plan or
!{E\ée:::)gsaptg; g?gae;?:g?]:wh design for the production of new or substantially improved material,
ST o (e devices, products, processe.s, systems. or services
knowledge and before the start of commercial production or use
understanding

Examples
Examples Design, construction and testing of pre -production or pre-use prototypes and
Obtaining new knowledge, search otk
for alternative materials, ... Design, construction and operation of a pilot plant

Fig. 6.8 Assessment of the recognition criteria regarding internally generated intangible assets

Fig. 6.9 Examples of research and development activities

applied to other types of intangible assets.'? As the question of the recognition of
self-generated R&D activities is the subject of our examination here, the following
remarks are restricted to a consideration of the development of technologies.

12 On this subject, cf. Heyd/Lutz-Ingold (fn 2), 40
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Generation of intangible assets (IAS 38.51)

Research phase Development phase

Technical feasibility of completing the asset

Intention to complete and use

Ability to use or sell the intangible asset

How the asset will generate probable future benefits
Availability of adequate technical, financial resources
Ability to measure reliably the expenditure =>
_Iecognition criteria

S gk wh =

No demonstration Demonstration of Criteria
No intangible asset shall be recognised recognition
Fig. 6.10 Recognition criteria regarding internally gemerated intangible assets

Treatment of Expenditure in the Research and Development Phase

In a project’s research phase the recognition of an intangible asset is not permit-
ted (IAS 38.54). TAS 38.55 states that no proof of the existence of an intangible
asset capable of generating probable future economic benefits can be demon-
strated. Research expenditure therefore has to be treated as an expense when it is
incurred.

In a project’s development phase, on the other hand, the recognition of an intan-
gible asset is obligatory if the entity can prove the fulfilment of all 6 further criteria
listed in Fig. 6.10 (IAS 38.57). Otherwise, development expenditure has to be
treated as an expense when it is incurred.

Technical feasibility
+  Demonstration e.g. prototype, models, R-version of software
«  Determination of the date the intangible asset first meets the recognition criteria
Intention to complete
«  Criteria is not necessary: General Principal

Ability to use or sell

«  General principle: Nobody will develop without expectation of use or sell

. Relevant if an official approval is necessary (e.g. Drug approval of EMEA or FDA)
*  More relevant: Intention to use/sell

How the asset will generate probable future benefits

«  More than the recognition criteria “Probability of the expected future economic benefits,
*  Application of principles in IAS 36 (Impairment Test): Value in Use

. Internal use: Demonstrating using internal accounting (Controlling)

. External sell: Demonstrating on basis of an existing market for products or services

Availability of adequate technical, financial resources
«  Business plan demonstrating the technical, financial and other resources

Fig. 6.11 Summary of criteria
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Criteria (1)—(5) substantiate the recognition criterion “degree of certainty
attached to the flow of future economic benefits”, whereas criterion (6) merely
transfers the recognition criterion of “reliable valuability” to the development
phase of intangible assets.)> Comments on criteria (1)~(5) are summarised in
Fig. 6.11.

Overall, it can be stated that the criteria illustrated offer the accountant consider-
able scope for interpretation and discretion. Heyd/Lutz-Ingold'* therefore point out
that the requirement to report self-generated intangible assets effectively becomes a
reporting option.

When assessing the reporting of patents issued to the entity itself, it is necessary
to take into consideration the fact that results of R&D activity are technologies,
which can, but do not have to, be protected by patents. Consequently it is worth
assessing the criteria mentioned for R&D activities irrespective of whether they have
been patented or not. A separate examination of patents is therefore not necessary.

Practical Procedure

For research-intensive entities, the balance sheet treatment of development expendi-
ture can be of considerable importance.!® This can include a proportionate amount
of administrative expenses. In order to contain this, it is particularly important to
recognise the point in time at which development expenditure has to be accounted
for and therefore listed separately without a specific examination of the individual
case in question, in other words more or less on an automatic basis.

The point in time for the initial recognition of development expenditure is — as
just explained — typically determined by proof of the technical feasibility of the
intangible asset’s completion. The R&D process can help to provide this proof. The
process is often characterised by various phases, whose successful completion is
documented by milestones. It therefore has to be decided whether the necessary
proof of technical feasibility can be linked to existing milestones. If this cannot be
done, the possibility of modifying processes, including the milestone model, should
be examined (Fig. 6.12).

6.3.3.2 Separate Acquisition of Intangible Assets

IAS 38 (Fig. 6.13) assumes that in the case of the separate acquisition of an intangi-
ble asset, the recognition criterion of the probability of expected future economic
benefit flow is always satisfied (IAS 38.25), while that of reliable valuation is
normally met (IAS 38.26).

13 Heyd/Lutz-Ingold (fn 2), 41, regard this as an “avoidable redundancy”.

4 Fn2,46

15 With regard to the financial accounting of R&D activities in various industries, see
Leibfried/Pfanzelt, Praxis der Bilanzierung von Forschungs- und Entwicklungskosten gemiss
IAS/IFRS, in: KoR 2004, 491497 (Financial Accounting for Research and Development Costs
in Accordance with IAS/IFRS)
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3 We should not focus on patents — the focus should be on R&D
Expenditures
J Structuring the R&D Process:

Technology Development | Exploitation
Expenditures Application
[ [
Technical Risk Marketrisk
COMMERCIAL
TECHNOLOGICAL FEASIBILITY SUCCESS
Raw Idea | | 4
o - - - ©
Conceptual Feasibility Development Early Commer-
Project Stage Stage Stage cialization Stage
. _J \
Y
Technical Feasibility: Application of milestone model Demonstrationhow the asset

will generate probable benefits

Fig. 6.12 Technical feasibility

By way of justification of the first recognition criterion, the regulation points out
that the price paid on acquisition normally reflects the expectations of the probabil-
ity that the prospective future benefit will flow. The second criterion results from
acquisition costs actually incurred.

There are no special considerations with regard to R&D activities.

Intangible Asset

Identifiability Control Expected Future
Economic Benefits

Recognition Criteria (IAS 38.21 — 23)
Specification IAS 38.25 and 26

¢ Probability that expected economic benefits will flow to entity (management best
estimate): “always considered to be satisfied,,
* Cost of asset can be measured reliably: “usually satisfied,,

Measured at cost (IAS 38.24, 27— 32)

Purchase price
Directly attributable costs

Fig. 6.13 Separate acquisition of an intangible asset
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6.3.3.3 Acquisition of Intangible Assets Through Business Combinations
Treatment of Business Combinations in Accordance with IFRS 3

In Appendix A, IFRS 3 defines a business combination'® as “the bringing together
of separate entities or businesses into one reporting entity”. Typical examples of
business combinations are

e the acquisition of a majority of voting shares (share deal),
e the acquisition of assets and the assumption of debt (asset deal) or
e the inclusion of several entities into a newly established company.

The scope of application of IFRS 3!7 does not, however, include all business
combinations. The regulations do not apply, for example, to the combination of
separate entities to form a joint venture (IFRS 3.3a).

IFRS 3 specifies that business combinations should be accounted for by applying
the purchase method. The business combination is seen from the acquirer’s point of
view: the acquirer “purchases net assets and recognises the assets acquired and lia-
bilities and contingent liabilities” (IFRS 3.15). In doing so, all the identifiable assets,
liabilities and contingent liabilities of the acquired entity that satisfy the recognition
criteria are included (IFRS 3.36), irrespective of whether they were applied by the
acquired entity before the business combination (IAS 38.34).

These assets, liabilities and contingent liabilities are accounted for by their fair
value at the acquisition date.'® This results in the closing balance of the acquired
entity being transformed into a revaluation balance (fair value status).'

Goodwill applies in cases where the acquisition costs paid by the acquiring
entity?” exceed the net assets’' in the revaluation balance of the acquired entity.
Goodwill is measured as the acquisition costs amounting to the excess stated above
(IFRS 3.51).

16" Further details on business combinations and their treatment in accordance with IFRS 3
can be found, for example, in Heyd/Lutz-Ingold (fn 2) 131 ff., Kiiting/Wirth, Bilanzierung von
Unternehmenszusammenschliissen nach IFRS 3 (Financial Accounting of Business Combinations
in Accordance with IFRS 3), in: KoR 2004, 167-177, Briicks/Wiederhold, IFRS Business
Com