Eleventh Edition

Intermediate Microeconomics
and Its Application

Nicholson | Snyder




Intermediate Microeconomics
and Its Application



This page intentionally left blank



Intermediate
Microeconomics
and Its Application

11E

WALTER NICHOLSON
AMHERST COLLEGE

CHRISTOPHER SNYDER
DARTMOUTH COLLEGE

~ » SOUTH-WESTERN
| CENGAGE Learning"

Australia « Brazil » Japan « Korea ¢« Mexico « Singapore « Spain « United Kingdom « United States



SOUTH-WESTERN
CENGAGE Learning®

Intermediate Microeconomics, Eleventh
Edition

Walter Nicholson and Christopher Snyder

Vice President of Editorial, Business: Jack W.Calhoun
Publisher: Melissa Acuna

Acquisitions Editor: Mike Roche

Developmental Editor: Susan Smart

Marketing Manager: John Carey

Marketing Coordinator: Suellen Ruttkay

Content Project Manager: Darrell Frye

Media Editor: Deepak Kumar

Frontlist Buyer, Manufacturing: Sandee Milewski

Compositor and Production Service: Cadmus
Communications

Sr. Art Director: Michelle Kunkler
Internal Designer: Juli Cook
Cover Designer: Rose Alcorn

Cover Image: © George Clerk/iStockphotoPhotography
Manager

Printed in the United States of America
1234567131211 1009

© 2010, 2007 South-Western, Cengage Learning

ALL RIGHTS RESERVED. No part of this work covered by the
copyright hereon may be reproduced or used in any form or by
any means—graphic, electronic, or mechanical, including
photocopying, recording, taping, Web distribution, information
storage and retrieval systems, or in any other manner—except as
may be permitted by the license terms herein.

For product information and technology assistance,
contact us at Cengage Learning Customer & Sales
Support, 1-800-354-9706

For permission to use material from this text or product,
submit all requests online at www.cengage.com/
permissions Further permissions questions can be emailed
to permissionrequest@cengage.com

ExamView” is a registered trademark of elnstruction Corp.
Windows is a registered trademark of the Microsoft Corporation
used herein under license. Macintosh and Power Macintosh are
registered trademarks of Apple Computer, Inc. used herein under
license.

© 2010 Cengage Learning. All Rights Reserved.

Library of Congress Control Number: 2009931153

Student Edition ISBN 13: 978-1-4390-4404-9

Student Edition ISBN 10: 0-4390-4404-X

Student Edition with InfoApps ISBN 13: 978-0-324-59910-7
Student Edition with InfoApps ISBN 10: 0-324-59910-2

South-Western Cengage Learning
5191 Natorp Boulevard

Mason, OH 45040

USA

Cengage Learning products are represented in Canada by Nelson
Education, Ltd.

For your course and learning solutions, visit www.cengage.com
Purchase any of our products at your local college store or at our
preferred online store www.ichapters.com


www.cengage.com/
permissions
www.cengage.com
www.ichapters.com

Dedication

TO ELIZABETH, SARAH, DAVID, SOPHIA, ABIGAIL,
NATHANIEL, AND CHRISTOPHER

Walter Nicholson

TO CLARE, TESS, AND MEG
Christopher Snyder



About the Authors

Vi

Walter Nicholson Walter Nicholson is the Ward H. Patton Professor of
Economics at Amherst College. He received a B.A. in mathematics from Williams
College and a Ph.D. in economics from the Massachusetts Institute of Technology
(MIT). Professor Nicholson’s primary research interests are in the econometric
analyses of labor market problems, including welfare, unemployment, and the
impact of international trade. For many years, he has been Senior Fellow at
Mathematica, Inc. and has served as an advisor to the U.S. and Canadian govern-
ments. He and his wife, Susan, live in Naples, Florida, and Amherst, Massachusetts.

Christopher Snyder Christopher Snyder is a Professor of Economics at Dart-
mouth College. He received his B.A. in economics and mathematics from Fordham
University and his Ph.D. in economics from MIT. Before coming to Dartmouth in
20035, he taught at George Washington University for over a decade, and he has
been a visiting professor at the University of Chicago and MIT. He is a past
President of the Industrial Organization Society and Associate Editor of the Inter-
national Journal of Industrial Organization and Review of Industrial Organiza-
tion. His research covers various theoretical and empirical topics in industrial
organization, contract theory, and law and economics.

Professor Snyder and his wife, Maura Doyle (who also teaches economics at
Dartmouth), live within walking distance of campus in Hanover, New Hampshire,
with their 3 daughters, ranging in age from 7 to 12.



Brief Contents

Preface xxvii

PART 1 INTRODUCTION 1

CHAPTER 1 Economic Models 3
Appendix to Chapter 1: Mathematics Used in Microeconomics 26

PART 2 DEMAND 51

CHAPTER 2 Utility and Choice 53
CHAPTER 3 Demand Curves 87

PART 3 UNCERTAINTY AND STRATEGY 137

CHAPTER 4 Uncertainty 139
CHAPTER 5 Game Theory 175

PART 4 PRODUCTION, COSTS, AND SUPPLY 213

CHAPTER 6 Production 215
CHAPTER 7 Costs 243
CHAPTER 8 Profit Maximization and Supply 274

PART 5 PERFECT COMPETITION 301
CHAPTER 9 Perfect Competition in a Single Market 303
CHAPTER 10 General Equilibrium and Welfare 345
PART 6 MARKET POWER 375

CHAPTER 11 Monopoly 377

CHAPTER 12 Imperfect Competition 408

PART 7 INPUT MARKETS 449

CHAPTER 13 Pricing in Input Markets 451

Appendix to Chapter 13: Labor Supply 478
CHAPTER 14 Capital and Time 487

Appendix to Chapter 14:  Compound Interest 509

vii



Intermediate Microeconomics
and Its Application



viii

BRIEF CONTENTS

PART 8 MARKET FAILURES 527

CHAPTER 15 Asymmetric Information 529
CHAPTER 16 Externalities and Public Goods 566
CHAPTER 17 Behavioral Economics 601
Glossary 637

Index 645

Solutions to Odd-Numbered Problems and Brief Answers
to MicroQuizzes are located on the companion Web site,
http://www.cengage.com/economics/nicholson



http://www.cengage.com/economics/nicholson

PART 1
CHAPTER 1

Contents

INTRODUCTION 1

Economic Models 3

What Is Microeconomics? 4
A Few Basic Principles 5
Uses of Microeconomics 7
Application 1.1: Economics in the Natural World? 8
Application 1.2: Is It Worth Your Time to Be Here? 9
The Basic Supply-Demand Model 10
Adam Smith and the Invisible Hand 10
Application 1.3: Remaking Blockbuster 11
David Ricardo and Diminishing Returns 13
Marginalism and Marshall’s Model of Supply and Demand 13
Market Equilibrium 15
Nonequilibrium Outcomes 15
Change in Market Equilibrium 15
How Economists Verify Theoretical Models 16
Testing Assumptions 17
Testing Predictions 17
Application 1.4: Economics According to Bono 18
The Positive-Normative Distinction 19
Application 1.5: Do Economists Ever Agree on Anything? 20
Summary 21
Review Questions 21
Problems 22
Appendix to Chapter 1  Mathematics Used in Microeconomics 26
Functions of One Variable 26
Graphing Functions of One Variable 28
Linear Functions: Intercepts and Slopes 28
Interpreting Slopes: An Example 29
Slopes and Units of Measurement 30
Changes in Slope 31
Nonlinear Functions 32
The Slope of a Nonlinear Function 33
Application 1A.1: How Does Zillow.com Do It? 34
Marginal and Average Effects 35
Calculus and Marginalism 36



CONTENTS

PART 2
CHAPTER 2

Application 1A.2: Can a “Flat” Tax Be Progressive? 37
Functions of Two or More Variables 38
Trade-Offs and Contour Lines: An Example 38
Contour Lines 39
Simultaneous Equations 41
Changing Solutions for Simultaneous Equations 41
Graphing Simultaneous Equations 42
Empirical Microeconomics and Econometrics 43
Random Influences 43
Application 1A.3 Can Supply and Demand Explain Changing
World Oil Prices? 44
The Ceteris Paribus Assumption 47
Exogenous and Endogenous Variables 47
The Reduced Form 48
Summary 49

DEMAND

Utility and Choice

Utility 53
Ceteris Paribus Assumption 54
Utility from Consuming Two Goods 54
Measuring Utility 55
Assumptions about Preferences 55
Completeness 55
Application 2.1: Can Money Buy Health and Happiness? 56
Transitivity §7
More Is Better: Defining an Economic “Good” 57
Voluntary Trades and Indifference Curves 58
Indifference Curves 58
Application 2.2: Should Economists Care about How the Mind
Workss 59
Indifference Curves and the Marginal Rate of Substitution 61
Diminishing Marginal Rate of Substitution 61
Balance in Consumption 62
Indifference Curve Maps 63
Illustrating Particular Preferences 64
A Useless Good 64
Application 2.3: Product Positioning in Marketing 65
An Economic Bad 66
Perfect Substitutes 67
Perfect Complements 67
Utility Maximization: An Initial Survey 67
Choices Are Constrained 68
An Intuitive Illustration 68
Showing Utility Maximization on a Graph 69

51
53



CHAPTER 3

CONTENTS

The Budget Constraint 69
Budget-Constraint Algebra 70
A Numerical Example 71
Utility Maximization 71
Using the Model of Choice 73
Application 2.4: Ticket Scalping 74
A Few Numerical Examples 76
Application 2.5: What’s a Rich Uncle’s Promise Worth? 77
Generalizations 80
Many Goods 80
Complicated Budget Constraints 80
Composite Goods 81
Application 2.6: Loyalty Programs 82
Summary 83
Review Questions 83
Problems 85

Demand Curves 87

Individual Demand Functions 87
Homogeneity 88
Changes in Income 89
Normal Goods 89
Inferior Goods 90
Changes in a Good’s Price 90
Substitution and Income Effects from a Fall in Price 90
Application 3.1: Engel’s Law 91
Substitution Effect 92
Income Effect 94
The Effects Combined: A Numerical Example 94
The Importance of Substitution Effects 95
Substitution and Income Effects for Inferior Goods 96
Giffen’s Paradox 96
Application 3.2: The Consumer Price Index and Its Biases 98
An Application: The Lump-Sum Principle 100
A Graphical Approach 100
Generalizations 101
Changes in the Price of Another Good 101
Application 3.3: Why Not Just Give the Poor Cash? 102
Substitutes and Complements 104
Individual Demand Curves 105
Shape of the Demand Curve 105
Shifts in an Individual’s Demand Curve 107
Be Careful in Using Terminology 108
Two Numerical Examples 109
Perfect Complements 109
Some Substitutability 109

Xi



Xii

CONTENTS

PART 3
CHAPTER 4

Consumer Surplus 110
Demand Curves and Consumer Surplus 110
Consumer Surplus and Utility 112
Market Demand Curves 113
Construction of the Market Demand Curve 113
Application 3.4: Valuing New Goods 114
Shifts in the Market Demand Curve 115
Numerical Examples 116
A Simplified Notation 116
Elasticity 117
Use Percentage Changes 117
Linking Percentages 118
Price Elasticity of Demand 118
Values of the Price Elasticity of Demand 119
Price Elasticity and the Substitution Effect 119
Price Elasticity and Time 120
Price Elasticity and Total Expenditures 120
Application 3.5: Brand Loyalty 121
Application 3.6: Volatile Farm Prices 123
Demand Curves and Price Elasticity 124
Linear Demand Curves and Price Elasticity: A Numerical
Example 124
A Unit Elastic Curve 126
Application 3.7: An Experiment in Health Insurance 128
Income Elasticity of Demand 129
Cross-Price Elasticity of Demand 129
Some Elasticity Estimates 130
Summary 132
Review Questions 132
Problems 133

UNCERTAINTY AND STRATEGY

Uncertainty

Probability and Expected Value 139
Application 4.1: Blackjack Systems 141
Risk Aversion 142
Diminishing Marginal Utility 142
A Graphical Analysis of Risk Aversion 142
Willingness to Pay to Avoid Risk 144
Methods for Reducing Risk and Uncertainty 144
Insurance 145
Application 4.2: Deductibles in Insurance 147
Diversification 148
Application 4.3: Mutual Funds 150
Flexibility 151

137
139



CHAPTER 5

CONTENTS

Application 4.4: Puts, Calls, and Black-Scholes 155
Information 156
Information Differences among Economic Actors 158
Pricing of Risk in Financial Assets 159
Application 4.5: The Energy Paradox 160
Investors” Market Options 161
Choices by Individual Investors 162
Application 4.6: The Equity Premium Puzzle 163
Two-State Model 164
Summary 171
Review Questions 171
Problems 172

Game Theory 175

Background 176
Basic Concepts 176
Players 176
Strategies 176
Payoffs 177
Information 177
Equilibrium 178
Illustrating Basic Concepts 178
The Prisoners’ Dilemma 178
Application 5.1: A Beautiful Mind 179
The Game in Normal Form 180
The Game in Extensive Form 180
Solving for the Nash Equilibrium 181
Dominant Strategies 182
Mixed Strategies 184
Matching Pennies 184
Solving for a Mixed-Strategy Nash Equilibrium 185
Interpretation of Random Strategies 186
Application 5.2: Mixed Strategies in Sports 187
Multiple Equilibria 188
Battle of the Sexes 188
Computing Mixed Strategies in the Battle of the Sexes 189
The Problem of Multiple Equilibria 191
Sequential Games 192
The Sequential Battle of the Sexes 192
Application 5.3: High-Definition Standards War 194
Subgame-Perfect Equilibrium 197
Backward Induction 199
Repeated Games 200
Application 5.4: Laboratory Experiments 201
Definite Time Horizon 202
Indefinite Time Horizon 202

xiii



Xiv

CONTENTS

PART 4
CHAPTER 6

Continuous Actions 204
Tragedy of the Commons 204
Shifting Equilibria 205

N-Player Games 206

Incomplete Information 206

Application 5.5: Terrorism 207

Summary 208

Review Questions 208

Problems 209

PRODUCTION, COSTS, AND SUPPLY

Production

Production Functions 215

Two-Input Production Function 216
Application 6.1: Every Household Is a Firm 217
Marginal Product 218

Diminishing Marginal Product 218

Marginal Product Curve 218

Average Product 219

Appraising the Marginal Product Concept 220
Isoquant Maps 220

Application 6.2: What Did U.S. Automakers Learn from the

Japanese? 221
Rate of Technical Substitution 222
The RTS and Marginal Products 223
Diminishing RTS 224
Returns to Scale 224
Adam Smith on Returns to Scale 224
Application 6.3: Engineering and Economics 225
A Precise Definition 226
Graphic Illustrations 226
Application 6.4: Returns to Scale in Beer and Wine 228
Input Substitution 229
Fixed-Proportions Production Function 229
The Relevance of Input Substitutability 230
Changes in Technology 231
Technical Progress versus Input Substitution 231
Multifactor Productivity 232
A Numerical Example of Production 233
The Production Function 233
Application 6.5: Finding the Computer Revolution 234
Average and Marginal Productivities 235
The Isoquant Map 235
Rate of Technical Substitution 237
Technical Progress 237

213
215



CHAPTER 7

CHAPTER 8

CONTENTS

Summary 238
Review Questions 238
Problems 239

Costs 243

Basic Concepts of Costs 244
Labor Costs 244
Capital Costs 245
Entrepreneurial Costs 245
Application 7.1: Stranded Costs and Deregulation 246
The Two-Input Case 247
Economic Profits and Cost Minimization 247
Cost-Minimizing Input Choice 247
Graphic Presentation 248
An Alternative Interpretation 248
The Firm’s Expansion Path 250
Cost Curves 250
Application 7.2: Is Social Responsibility Costly? 251
Average and Marginal Costs 253
Marginal Cost Curves 254
Average Cost Curves 255
Distinction between the Short Run and the Long Run 256
Holding Capital Input Constant 257
Types of Short-Run Costs 257
Application 7.3: Findings on Firms’ Average Costs 258
Input Inflexibility and Cost Minimization 260
Per-Unit Short-Run Cost Curves 260
Shifts in Cost Curves 262
Changes in Input Prices 262
Application 7.4: Congestion Costs 263
Technological Innovation 264
Economies of Scope 264
A Numerical Example 264
Application 7.5: Are Economies of Scope in Banking a Bad Thing? 265
Long-Run Cost Curves 266
Short-Run Costs 266
Summary 269
Review Questions 270
Problems 271

Profit Maximization and Supply 274

The Nature of Firms 274
Why Firms Exist 274
Contracts within Firms 275
Contract Incentives 276
Firms® Goals and Profit Maximization 276

XV



XVi

CONTENTS

PART 5
CHAPTER 9

Profit Maximization 277
Marginalism 277
The Output Decision 277
Application 8.1: Corporate Profits Taxes and the Leveraged
Buyout Craze 278
The Marginal Revenue/Marginal Cost Rule 279
Marginalism in Input Choices 280
Marginal Revenue 281
Marginal Revenue for a Downward-Sloping Demand Curve 281
A Numerical Example 281
Marginal Revenue and Price Elasticity 282
Marginal Revenue Curve 285
Numerical Example Revisited 285
Application 8.2: Maximizing Profits from Bagels and Catalog Sales 286
Shifts in Demand and Marginal Revenue Curves 288
Supply Decisions of a Price-Taking Firm 288
Price-Taking Behavior 288
Application 8.3: How Did Airlines Respond to Deregulation? 289
Short-Run Profit Maximization 290
Application 8.4: Price-Taking Behavior 291
Showing Profits 292
The Firm’s Short-Run Supply Curve 292
The Shutdown Decision 293
Summary 294
Application 8.5: Why Is Drilling for Crude Oil Such a Boom-or-Bust
Business¢ 295
Review Questions 296
Problems 297

PERFECT COMPETITION 301

Perfect Competition in a Single Market 303

Timing of a Supply Response 303
Pricing in the Very Short Run 304
Shifts in Demand: Price as a Rationing Device 304
Applicability of the Very Short-Run Model 305
Short-Run Supply 305
Application 9.1: Internet Auctions 306
Construction of a Short-Run Supply Curve 307
Short-Run Price Determination 308
Functions of the Equilibrium Price 308
Effect of an Increase in Market Demand 309
Shifts in Supply and Demand Curves 310
Short-Run Supply Elasticity 310
Shifts in Supply Curves and the Importance of the Shape of
the Demand Curve 311



CHAPTER 10

CONTENTS

Shifts in Demand Curves and the Importance of the Shape
of the Supply Curve 312
A Numerical lllustration 313
Application 9.2: Ethanol Subsidies in the United States and
Brazil 314
The Long Run 316
Equilibrium Conditions 316
Profit Maximization 317
Entry and Exit 317
Long-Run Equilibrium 317
Long-Run Supply: The Constant Cost Case 318
Market Equilibrium 318
A Shift in Demand 319
Long-Run Supply Curve 319
Shape of the Long-Run Supply Curve 319
The Increasing Cost Case 320
Long-Run Supply Elasticity 321
Estimating Long-Run Elasticities of Supply 321
Can Supply Curves Be Negatively Sloped? 322
Application 9.3: How Do Network Externalities Affect Supply
Curves? 323
Consumer and Producer Surplus 324
Short-Run Producer Surplus 325
Long-Run Producer Surplus 325
Ricardian Rent 325
Economic Efficiency 326
Application 9.4: Does Buying Things on the Internet Improve
Welfare? 328
A Numerical lllustration 329
Some Supply-Demand Applications 330
Tax Incidence 330
Long-Run Incidence with Increasing Costs 332
Application 9.5: The Tobacco “Settlement” Is Just a Tax 334
A Numerical Illustration 335
Trade Restrictions 336
Application 9.6: The Saga of Steel Tariffs 339
Summary 340
Review Questions 340
Problems 341

General Equilibrium and Welfare 345

A Perfectly Competitive Price System 346

Why Is General Equilibrium Necessary? 346
Disturbing the Equilibrium 346
Reestablishing Equilibrium 348

A Simple General Equilibrium Model 348

xvii



xviii CONTENTS

Application 10.1: Modeling Excess Burden with a Computer 349
The Efficiency of Perfect Competition 351
Some Numerical Examples 353
Prices, Efficiency, and Laissez-Faire Economics 355
Why Markets Fail to Achieve Economic Efficiency 356
Imperfect Competition 356
Externalities 356
Public Goods 356
Imperfect Information 357
Efficiency and Equity 357
Application 10.2: Gains from Free Trade and the NAFTA and
CAFTA Debates 358
Defining and Achieving Equity 360
Equity and Competitive Markets 360
The Edgeworth Box Diagram for Exchange 360
Mutually Beneficial Trades 361
Efficiency in Exchange 361
Contract Curve 362
Efficiency and Equity 363
Equity and Efficiency with Production 363
Money in General Equilibrium Models 364
Application 10.3: The Second Theorem of Welfare Economics 365
Nature and Function of Money 366
Money as the Accounting Standard 366
Commodity Money 367
Fiat Money and the Monetary Veil 367
Application 10.4: Commodity Money 368
Summary 369
Review Questions 370
Problems 370

PART 6 MARKET POWER 375

CHAPTER 11 Monopoly 377

Causes of Monopoly 377
Technical Barriers to Entry 377
Legal Barriers to Entry 378
Application 11.1: Should You Need a License to Shampoo
a Dog? 379
Profit Maximization 380
A Graphic Treatment 380
Monopoly Supply Curve? 381
Monopoly Profits 381
What’s Wrong with Monopoly? 382
Deadweight Loss 383
Redistribution from Consumers to the Firm 384



CHAPTER 12

CONTENTS

Application 11.2: Who Makes Money at Casinos? 385
A Numerical Illustration of Deadweight Loss 386
Buying a Monopoly Position 388
Price Discrimination 388
Perfect Price Discrimination 389
Market Separation 390
Application 11.3: Financial Aid at Private Colleges 391
Nonlinear Pricing 393
Application 11.4: Mickey Mouse Monopoly 396
Application 11.5: Bundling of Cable and Satellite Television
Offerings 398
Durability 399
Natural Monopolies 400
Marginal Cost Pricing and the Natural Monopoly Dilemma 400
Two-Tier Pricing Systems 402
Rate of Return Regulation 402
Application 11.6: Does Anyone Understand Telephone Pricing? 403
Summary 404
Review Questions 404
Problems 405

Imperfect Competition 408

Overview: Pricing of Homogeneous Goods 409
Competitive Outcome 409
Perfect Cartel Outcome 409
Other Possibilities 410

Cournot Model 411

Application 12.1: Measuring Oligopoly Power 412
Nash Equilibrium in the Cournot Model 414
Comparisons and Antitrust Considerations 415
Generalizations 416

Application 12.2: Cournot in California 417
Bertrand Model 418
Nash Equilibrium in the Bertrand Model 418
Bertrand Paradox 419
Capacity Choice and Cournot Equilibrium 419
Comparing the Bertrand and Cournot Results 420

Product Differentiation 421
Market Definition 421
Bertrand Model with Differentiated Products 421
Product Selection 422

Application 12.3: Competition on the Beach 423
Search Costs 425
Advertising 426

Application 12.4: Searching the Internet 427

Tacit Collusion 428

XiXx



XX

CONTENTS

PART 7
CHAPTER 13

Application 12.5: The Great Electrical Equipment Conspiracy 429

Finite Time Horizon 430
Indefinite Time Horizon 430
Generalizations and Limitations 431
Entry and Exit 432
Sunk Costs and Commitment 433
First-Mover Advantages 433
Entry Deterrence 434
A Numerical Example 435
Limit Pricing 436
Asymmetric Information 437
Predatory Pricing 438
Application 12.6: The Standard Oil Legend 439
Other Models of Imperfect Competition 440
Price Leadership 440
Monopolistic Competition 442
Barriers to Entry 443
Summary 444
Review Questions 445
Problems 445

INPUT MARKETS

Pricing in Input Markets

Marginal Productivity Theory of Input Demand 451
Profit-Maximizing Behavior and the Hiring of Inputs 452
Price-Taking Behavior 452
Marginal Revenue Product 452
A Special Case: Marginal Value Product 453

Responses to Changes in Input Prices 454
Single-Variable Input Case 454
A Numerical Example 454

Application 13.1: Jet Fuel and Hybrid Seeds 455
Two-Variable Input Case 457
Substitution Effect 457
Output Effect 457
Summary of Firm’s Demand for Labor 458

Responsiveness of Input Demand to Input Price Changes 459
Ease of Substitution 459
Costs and the Output Effect 459
Input Supply 460

Application 13.2: Controversy over the Minimum Wage 461
Labor Supply and Wages 462

Equilibrium Input Price Determination 462
Shifts in Demand and Supply 463

Monopsony 464
Marginal Expense 464

449
451



CHAPTER 14

CONTENTS

Application 13.3: Why Is Wage Inequality Increasing? 465
A Numerical Illustration 466
Monopsonist’s Input Choice 467
A Graphical Demonstration 468
Numerical Example Revisited 469
Monopsonists and Resource Allocation 469
Causes of Monopsony 470
Bilateral Monopoly 470
Application 13.4: Monopsony in the Market for Sports Stars 471
Application 13.5: Superstars 473
Summary 474
Review Questions 474
Problems 475
Appendix to Chapter 13 Labor Supply 478
Allocation of Time 478
A Simple Model of Time Use 478
The Opportunity Cost of Leisure 480
Utility Maximization 480
Application 13A.1: The Opportunity Cost of Time 481
Income and Substitution Effects of a Change in the Real Wage Rate 482
A Graphical Analysis 482
Market Supply Curve for Labor 484
Application 13A.2: The Earned Income Tax Credit 485
Summary 486

Capital and Time 487

Time Periods and the Flow of Economic Transactions 487
Individual Savings: The Supply of Loans 488
Two-Period Model of Saving 488
A Graphical Analysis 489
A Numerical Example 490
Substitution and Income Effects of a Change inr 490
Firms’ Demand for Capital and Loans 492
Rental Rates and Interest Rates 492
Application 14.1: Do We Need Tax Breaks for Savers? 493
Ownership of Capital Equipment 494
Determination of the Real Interest Rate 494
Application 14.2: Do Taxes Affect Investment? 495
Changes in the Real Interest Rate 496
Application 14.3: Usury 497
Present Discounted Value 498
Single-Period Discounting 498
Multiperiod Discounting 498
Application 14.4: The Real Interest Rate Paradox 499
Present Value and Economic Decisions 500
Pricing of Exhaustible Resources 501
Scarcity Costs 501

xxi



Xxii CONTENTS

Application 14.5: Discounting Cash Flows and Derivative
Securities 502
The Size of Scarcity Costs 503
Application 14.6: Are Any Resources Scarce? 504
Time Pattern of Resource Prices 505
Summary 505
Review Questions 506
Problems 507
Appendix to Chapter 14 Compound Interest 509
Interest 509
Compound Interest 509
Interest for One Year 509
Interest for Two Years 510
Interest for Three Years 510
A General Formula 510
Compounding with Any Dollar Amount 511
Present Discounted Value 512
An Algebraic Definition 512
Application 14A.1: Compound Interest Gone Berserk 513
General PDV Formulas 514
Discounting Payment Streams 515
An Algebraic Presentation 515
Application 14A.2: Zero-Coupon Bonds 516
Perpetual Payments 517
Varying Payment Streams 518
Calculating Yields 519
Reading Bond Tables 519
Frequency of Compounding 520
Semiannual Compounding 520
A General Treatment 521
Real versus Nominal Interest Rates 521
Application 14A.3: Continuous Compounding 522
The Present Discounted Value Approach to Investment
Decisions 523
Present Discounted Value and the Rental Rate 524
Summary 525

PART 8 MARKET FAILURES 527

CHAPTER 15  Asymmetric Information 529

Principal-Agent Model 530
Application 15.1: Principals and Agents in Franchising and
Medicine 531
Moral Hazard: Manager’s Private Information about Effort 532
Full Information About Effort 532
Incentive Schemes When Effort Is Unobservable 534



CHAPTER 16

CONTENTS

Problems with High-Powered Incentives 536
Application 15.2: The Good and Bad Effects of Stock Options 537
Substitutes for High-Powered Incentives 539
Manager’s Participation 539
Summing Up 540
Adverse Selection: Consumer’s Private Information about
Valuation 540
Application 15.3: Moral Hazard in the Financial Crisis 541
Omne Consumer Type 542
Two Consumer Types, Full Information 544
Two Consumer Types, Asymmetric Information 544
Examples 547
Agent’s Participation 548
Adverse Selection Leads to Inefficiency 548
Warranty and Insurance Contracts 548
Application 15.4: Adverse Selection in Insurance 550
Asymmetric Information in Competitive Markets 551
Moral Hazard with Several Agents 551
Auctions and Adverse Selection 551
The Market for Lemons 554
Signaling 555
Spence Education Model 555
Application 15.5: Looking for Lemons 556
Separating Equilibrium 558
Pooling Equilibria 559
Predatory Pricing and Other Signaling Games 560
Inefficiency in Signaling Games 561
Summary 561
Review Questions 562
Problems 563

Externalities and Public Goods 566

Defining Externalities 566
Externalities between Firms 567
Externalities between Firms and People 567
Externalities between People 568
Reciprocal Nature of Externalities 568
Externalities and Allocational Efficiency 568
Application 16.1: Secondhand Smoke 569
A Graphical Demonstration 570
Property Rights, Bargaining, and the Coase Theorem 571
Costless Bargaining and Competitive Markets 572
Ownership by the Polluting Firm 572
Ownership by the Injured Firm 572
The Coase Theorem 573
Distributional Effects 573

xxiii



XXiv CONTENTS

Application 16.2: Property Rights and Nature 574
The Role of Transaction Costs 575
Externalities with High Transactions Costs 575
Legal Redress 575
Taxation 576
Regulation of Externalities 576
Application 16.3: Product Liability 577
Optimal Regulation 578
Fees, Permits, and Direct Controls 578
Application 16.4: Power Plant Emissions and the Global Warming
Debate 580
Public Goods 582
Attributes of Public Goods 582
Nonexclusivity 582
Nonrivalry 583
Categories of Public Goods 583
Public Goods and Market Failure 584
Application 16.5: Ideas as Public Goods 585
A Graphical Demonstration 586
Solutions to the Public Goods Problem 587
Nash Equilibrium and Underproduction 587
Compulsory Taxation 588
The Lindabl Equilibrium 589
Revealing the Demand for Public Goods 589
Application 16.6: Fund Raising on Public Broadcasting 590
Local Public Goods 591
Voting for Public Goods 591
Majority Rule 591
Application 16.7: Referenda on Limiting Public Spending 592
The Paradox of Voting 593
Single-Peaked Preferences and the Median Voter Theorem 594
Voting and Efficient Resource Allocation 595
Representative Government and Bureaucracies 595
Summary 596
Review Questions 597
Problems 597

CHAPTER 17  Behavioral Economics 601

Should We Abandon Neoclassical Economics? 602
Limits to Human Decision Making: An Overview 603
Limited Cognitive Power 604

Uncertainty 605
Application 17.1: Household Finance 606

Prospect Theory 608

Framing 610

Paradox of Choice 610



CONTENTS

Multiple Steps in Reasoning 611
Evolution and Learning 613
Application 17.2: Cold Movie Openings 614
Self-Awareness 615
Application 17.3: Going for It on Fourth Down 616
Application 17.4: Let’s Make a Deal 617
Limited Willpower 618
Hyperbolic Discounting 618
Numerical Example 619
Further Applications 621
Commitment Strategies 621
Limited Self-Interest 623
Altruism 623
Application 17.5: “Put a Contract Out on Yourself” 624
Fairness 625
Market versus Personal Dealings 628
Application 17.6: Late for Daycare Pickup 629
Policy Implications 630
Borrowing and Savings Decisions 630
Other Goods and Services 631
Market Solutions 631
“Nudging” the Market 631
Summary 632
Review Questions 633
Problems 634

Glossary 637
Index 645

XXV



This page intentionally left blank



elcome to the eleventh edition of Intermediate Microeconomics and Its

Application. This is the second edition of our co-authorship, and we

hope that this edition will be even more enjoyable and easier to learn
from than its predecessors. To those ends we have added a wide variety of new
material to the text and streamlined the presentation of some of the basic theory.
We have also added a number of student aids that we hope will enhance the ability
to deal with the more analytical aspects of microeconomics. As always, however,
the book retains its focus on providing a clear and concise treatment of intermediate
microeconomics.

The principal addition to this edition in terms of content is an entirely new
chapter on behavioral economics (Chapter 17). This is an area of microeconomics
where research has been expanding greatly in recent years, and we believe it is
important to give instructors the option to cover some of this fascinating material.
In this chapter, we discuss cases in which traditional models of fully rational
decision makers seem to be at odds with observed choice behavior (in the real
world and laboratory experiments). We point out how the traditional models can
be modified to handle these new considerations, building on what students should
already know about microeconomics, stressing the linkages between this chapter
and other parts of the text.

Many other chapters in this edition have been extensively rewritten. Some of
the most important changes include:

e Combining the chapters on individual and market demand curves into a single,
more compact chapter;

e Revising the basic chapter on behavior under uncertainty so that it is better
coordinated with later material on game theory, asymmetric information, and
behavioral economics;

e Merging what were previously two chapters on the competitive model and its
applications into a single, unified treatment;

e Thoroughly revising the chapter on monopoly with the goal of stressing the
connections between this chapter and the next one on imperfect competition;
and

e Adding a variety of new material to the chapter on time in microeconomics.

Overall, we hope that these changes will increase the cohesiveness of the book by
showing students the ways in which the many strands of microeconomics are
interconnected.

We believe that the boxed applications in this book are a great scheme for
getting students interested in economics. For this edition, we have updated all of our
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favorite applications, dropped those that seem less compelling, and added about
twenty-five new ones. We have tried to focus some of these new ones on issues that
have arisen in the recent financial crisis. Some examples include:

Stock Options and Accounting Fraud;
Moral Hazard in the Financial Crisis;
Household Financial Decisions; and
Regulating the Scope of Banks.

Many other aspects of the crisis are mentioned in passing in the revised versions of
our applications. The other new applications cover a broad range of topics includ-
ing:

The Energy Use Paradox;

Choosing Standards for HD DVDs;
Searching on the Internet;

Costs of “Social Responsibility”;
Pricing of Bagels and Catalogue Sales;
Anti-Terrorism Strategy; and
Fourth-Down Strategy in Football

We hope that the breadth of coverage of these applications will show students the
wide array of topics to which economic analysis can be fruitfully applied.

For the eleventh edition, the two most significant additions to the many student
aids in the book is the inclusion of additional worked-out numerical examples, and
new Policy Challenge discussions at the ends of many of the Applications. We have
included the worked-out examples to assist students in completing the numerical
problems in the book (or those that might be assigned by instructors). Many of
these examples conclude with a section we label “Keep in Mind,” where we offer
some advice to students about how to avoid many of the most common pitfalls by
students that we have encountered in our teaching. We have also improved the
other student aids in the text by updating and refocusing many of the Micro-
Quizzes, Review Questions, and Problems.

TO THE INSTRUCTOR

We have tried to organize this book in a way that most instructors will want to use
it. We proceed in a very standard way through the topics of demand, supply,
competitive equilibrium, and market structure before covering supplemental topics
such as input markets, asymmetric information, or externalities. There are two
important organizational decisions that instructors will need to make depending on
their preferences. First is a decision about where to cover uncertainty and game
theory. We have placed these topics near the front of the book (Chapters 4 and 5),
right after the development of demand curves. The purpose of such an early
placement is to provide students with some tools that they may find useful in
subsequent chapters. But some users may find coverage of these topics so early in
the course to be distracting and may therefore prefer to delay them until later. In any
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case, they should be covered before the material on imperfect competition (Chapter
12) because that chapter makes extensive use of game theory concepts.

A second decision that must be made concerns our new chapter on behavioral
economics (Chapter 17). We have placed this chapter at the end because it repre-
sents a departure from the paradigm used throughout the rest of the book. We
realize that many instructors may not have the time or inclination to cover this
additional topic. For those that do, one suggestion would be to cover it at the end of
the term, providing students with an appreciation of the fact that economics is not
cut-and-dried but is continually evolving as new ideas are proposed, tested, and
refined. Another suggestion would be to sprinkle a few behavioral topics into the
relevant places in the chapters on consumer choice, uncertainty, and game theory.

Previous users of this text will note that there are two places where two
chapters have been merged into one. What were previously separate chapters on
individual and market demand curves have now been combined into a single
chapter on demand curves. We believe this is the more standard approach and
will permit instructors to get to the “bottom line” (that is, market demand curves)
more quickly. Second, we have merged what was previously a separate chapter on
applications of the competitive model into the final portion of the chapter on perfect
competition. This should allow the instructor to spend less time on these applica-
tions while, at the same time, allowing them to illustrate how the competitive model
is the workhorse for most applied analysis.

Both of us have thoroughly enjoyed the correspondence we have had with users
of our books over the years. If you have a chance, we hope you will let us know
what you think of this edition and how it might be improved. Our goal is to provide
a book that meshes well with each instructor’s specific style. The feedback that we
have received has really helped us to develop this edition and we hope this process
will continue.

TO THE STUDENT

We believe that the most important goal of any microeconomics course is to make
this material interesting so that you will want to pursue economics further and
begin to use its tools in your daily life. For this reason, we hope you will read most
of our applications and think about how they might relate to you. But we also want
you to realize that the study of economics is not all just interesting “stories.” There is
a clear body of theory in microeconomics that has been developed over more than
200 years in an effort to understand the operations of markets. If you are to “think
like an economist,” you will need to learn this theoretical core. We hope that the
attractive format of this book together with its many learning aids will help you in
that process. As always, we would be happy to hear from any student who would
care to comment on our presentation. We believe this book has been improved
immeasurably over the years by replying to students’ opinions and criticisms. We
hope you will keep these coming. Words of praise would also be appreciated, of
course.
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SUPPLEMENTS TO THE TEXT

A wide and helpful array of supplements is available with this edition to both
students and instructors.

e An Instructor’s Manual with Test Bank, by Walter Nicholson and Christopher
Snyder, contains summaries, lecture and discussion suggestions, a list of glos-
sary terms, solutions to problems, a multiple-choice test bank, and suggested
test problems. The Instructor’s Manual with Test Bank is available on the text
Web site at http://www.cengage.com/economics/nicholson to instructors only.

e Microsoft PowerPoint Slides, revised by Philip S. Heap, James Madison Uni-
versity, are available on the text Web site for use by instructors for enhancing
their lectures.

e A Study Guide and Workbook, by Brett Katzman, Kennesaw College, includes
learning objectives, fill-in summaries, multiple-choice questions, glossary ques-
tions, exercises involving quantitative problems, graphs, and answers to all
questions and problems.

e The text Web site at http://www.cengage.com/economics/nicholson contains
chapter Internet Exercises, online quizzes, instructor and student resources,
economic applications, and more.

e Organized by pertinent economic categories and searchable by topic, these
features are easy to integrate into the classroom. EconNews, EconDebate,
and EconData all deepen your students’ understanding of theoretical concepts
with hands-on exploration and analysis through the latest economic news
stories, policy debates, and data. These features are updated on a regular
basis. The Economic Applications Web site is complementary to every new
book buyer via an access card packaged with the books. Used book buyers can
purchase access to the site at http://econapps.swlearning.com.

ACKNOWLEDGMENTS

Most of the ideas for this edition came from very productive meetings we had with
Susan Smart and Mike Roche at Cengage Learning Publishing and from a series of
reviews by Louis H. Amato, University of North Carolina at Charlotte; Gregory
Besharov, Duke University; David M. Lang, California State University, Sacra-
mento; Magnus Lofstrom, University of Texas, Dallas; Kathryn Nance, Fairfield
University; Jeffrey O. Sundberg, Lake Forest College; Pete Tsournos, California
State University, Chico; and Ben Young, University of Missouri, Kansas City.
Overall, we learned quite a bit from this process and hope that we have been
faithful to many of the helpful suggestions these people made.

Once again, it was the professional staff at Cengage Learning and its contrac-
tors that made this book happen. In addition to Susan Smart and Mike Roche, we
owe a special thanks to Dawn Shaw, who guided the copyediting and production of
the book. She proved especially adept at dealing with a variety of incompatibilities
among the various electronic versions of the book, and we believe that will make life
much easier for us in the long run. The Art Director for this edition was Michelle
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Kunkler, who managed to devise ways to incorporate the many elements of the
book into an attractive whole. We also thank our media editor, Deepak Kumar,
and the marketing team—John Carey and Betty Jung—for their respective
contributions.

We certainly owe a debt of gratitude to our families for suffering through
another edition of our books. For Walter Nicholson, most of the cost has been
borne by his wife of 42 years, Susan (who should know better by now). Fortunately,
his ever expanding set of grandchildren has provided her with a well-deserved
escape. The dedication of the book to them is intended both as gratitude to their
being here and as a feeble attempt to get them to be interested in this ever-fascinat-
ing subject.

Christopher Snyder is grateful to his wife, Maura, for accommodating the long
hours needed for this revision and for providing economic insights from her teach-
ing of the material. He is grateful to his daughters, to whom he has dedicated this
edition, for expediting the writing process by behaving themselves and for generally
being a joy around the house. He also thanks his Dartmouth colleagues for helpful
discussions and understanding. In particular, Jonathan Zinman provided extensive
comments on the behavioral chapter.

Walter Nicholson Christopher Snyder
Ambherst, Massachusetts Hanover, New Hampshire
May 2009 May 2009
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Part 1

INTRODUCTION

“Economics is the study of mankind in the ordinary business of life.”

Alfred Marshall, Principles of Economics, 1890

Part 1 includes only a single background chapter. In it we will review some basic
principles of supply and demand, which should look familiar from your introduc-
tory economics course. This review is especially important because supply and
demand models serve as a starting point for most of the material covered later in
this book.

Mathematical tools are widely used in practically all areas of economics.
Although the math used in this book is not especially difficult, the appendix to
Chapter 1 provides a brief summary of what you will need to know. Many of these
basic principles are usually covered in an elementary algebra course. Most impor-
tant is the relationship between algebraic functions and the graphs of these func-
tions. Because we will be using graphs heavily throughout the book, it is important
to be sure you understand this material before proceeding.
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Chapter 1

ECONOMIC MODELS

Y ou have to deal with prices every day.

When planning air travel, for example, you
face a bewildering array of possible prices and
travel-time restrictions. A cross-country flight can
costanywhere from $200 to $1,200, depending on
whereyoulook. How can thatbe? Surely the costis
the same for an airline to carry each passenger; so
why do passengers pay such different prices?

Or, consider buying beer or wine to go with
your meal at a restaurant (assuming you meet the
silly age restrictions). You will probably have to
pay at least $5.95 for wine or beer that would cost
no more than $1.00 in a liquor store. How can that
be? Why don’t people balk at such extreme prices
and why don’t restaurants offer a better deal?

Finally, think about prices of houses. During
the years 2004-2007, house prices rose dramati-
cally. Annual gains of 25 percent or more were
common in areas of high demand, such as Cali-
fornia and south Florida. But these increases do
not seem to have been sustainable. Starting in late
2007, housing demand stalled, partly in connec-
tion with much higher interest rates on mort-
gages. By mid-2008, house prices were falling
precipitously. Declines of more than one-third
occurred in many locations. How can you
explain such wild gyrations? Are economic mod-
els capable of describing such rapid price moves,
or would it be better to study these in a class on
the psychology of crowds?



Economics

The study of the allocation
of scarce resources
among alternative uses.

Microeconomics

The study of the
economic choices
individuals and firms
make and of how these
choices create markets.

Models

Simple theoretical
descriptions that capture
the essentials of how
the economy works.

PART ONE Introduction

If these are the kinds of questions that interest you, this is the right place to be.
As the quotation in the introduction to this part states, economics (especially
microeconomics) is the study of “the ordinary business of life.” That is, economists
take such things as airfares, house prices, or restaurants’ menus as interesting
topics, worthy of detailed study. Why? Because understanding these everyday
features of our world goes a long way toward understanding the welfare of the
actual people who live here. The study of economics cuts through the garble of
television sound bites and the hot air of politicians that often obscure rather than
enlighten these issues. Our goal here is to help you to understand the market forces
that affect all of our lives.

WHAT IS MICROECONOMICS?

Asyou probably learned in your introductory course, economics is formally defined
as the “study of the allocation of scarce resources among alternative uses.” This
definition stresses that there simply are not enough basic resources (such as land,
labor, and capital equipment) in the world to produce everything that people want.
Hence, every society must choose, either explicitly or implicitly, how its resources
will be used. Of course, such “choices” are not made by an all-powerful dictator
who specifies every citizen’s life in minute detail. Instead, the way resources get
allocated is determined by the actions of many people who engage in a bewildering
variety of economic activities. Many of these activities involve participation in some
sort of market transaction. Flying in airplanes, buying houses, and purchasing food
are just three of the practically infinite number of things that people do that have
market consequences for them and for society as a whole. Microeconomics is the
study of all of these choices and of how well the resulting market outcomes meet
basic human needs.

Obviously, any real-world economic system is far too complicated to be
described in detail. Just think about how many items are available in the typical
hardware store (not to mention in the typical Home Depot megastore). Surely it
would be impossible to study in detail how each hammer or screwdriver was
produced and how many were bought in each store. Not only would such a
description take a very long time, but it seems likely no one would care to know
such trivia, especially if the information gathered could not be used elsewhere. For
this reason, all economists build simple models of various activities that they wish
to study. These models may not be especially realistic, at least in terms of their
ability to capture the details of how a hammer is sold; but, just as scientists use
models of the atom or architects use models of what they want to build, economists
use simplified models to describe the basic features of markets. Of course, these
models are “unrealistic.” But maps are unrealistic too—they do not show every
house or parking lot. Despite this lack of “realism,” maps help you see the overall
picture and get you where you want to go. That is precisely what a good economic
model should do. The economic models that you will encounter in this book have a
wide variety of uses, even though, at first, you may think that they are unrealistic.
The applications scattered throughout the book are intended to illustrate such uses.
But they can only hint at the ways in which the study of microeconomics can help
you understand the economic events that affect your life.



CHAPTER 1 Economic Models

A FEW BASIC PRINCIPLES

Much of microeconomics consists of simply apply-
ing a few basic principles to new situations. We can
illustrate some of these by examining an economic
model with which you already should be familiar—
the production possibility frontier. This graph
shows the various amounts of two goods that an
economy can produce during some period (say, one
year). Figure 1.1, for example, shows all the combi-
nations of two goods (say, food and clothing) that
can be produced with this economy’s resources. For
example, 10 units of food and 3 units of clothing
can be made, or 4 units of food and 12 units of clothing. Many other combinations fromts

of food and clothing can also be produced, and Figure 1.1 shows all of them. Any Arogr:’;u:; showing all
combination on or inside the frontier can be produced, but combinations of food possible combinations
and clothing outside the frontier cannot be made because there are not enough  of goods that can be

resources to do so. produced with a fixed
amount of resources.

Consider the production possibility frontier
shown in Figure 1.1:

1. Why is this curve called a “frontier”?

2. This curve has a “concave” shape. Would
the opportunity cost of clothing production
increase if the shape of the curve were
convex instead?

Production possibility
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The production possibility frontier shows the different combinations of two goods that can
be produced from a fixed amount of scarce resources. It also shows the opportunity cost of
producing more of one good as the quantity of the other good that cannot then be
produced. The opportunity cost at two different levels of production of a good can be
seen by comparing points A and B. Inefficiency is shown by comparing points B and C.




Opportunity cost

The cost of a good as
measured by the
alternative uses that are

foregone by producing it.

PART ONE Introduction

This simple model of production illustrates six principles that are common to
practically every situation studied in microeconomics:

e Resources are scarce. Some combinations of food and clothing (such as 10 units
of food together with 12 units of clothing) are impossible to make given the
resources available. We simply cannot have all of everything we might want.

o Scarcity involves opportunity costs. That is, producing more of one good neces-
sarily involves producing less of something else. For example, if this economy
produces 10 units of food and 3 units of clothing per year at point A, producing
1 more unit of clothing would “cost” one-half unit of food. In other words,
to increase the output of clothing by one unit means the production of food
would have to decrease by one-half unit.

o Opportunity costs are increasing. Expanding the output of one particular good
will usually involve increasing opportunity costs as diminishing returns set in.
Although the precise reasons for this will be explained later, Figure 1.1 shows
this principle clearly. If clothing output were expanded to 12 units per year
(point B), the opportunity cost of clothing would rise from one-half a unit of
food to 2 units of food. Hence, the opportunity cost of an economic action is not
constant but varies with the circumstances.

* [ncentives matter. When people make economic decisions, they will consider
opportunity costs. Only when the extra (marginal) benefits from an action
exceed the extra (marginal) opportunity costs will they take the action being
considered. Suppose, for example, that the economy is operating at a place on its
production possibility frontier where the opportunity cost of one unit of clothing
is one unit of food. Then any person could judge whether he or she would prefer
more clothing or more food and trade at this ratio. But if, say, there were a
100 percent tax on clothing, it would seem as if you could get only one-half a unit
of clothing in exchange for giving up food—so you might choose to eat more and
dress in last year’s apparel. Or, suppose a rich uncle offers to pay one-half your
clothing costs. Now it appears that additional clothing only costs one-half unit of
food, so you might choose to dress much better, even though true opportunity
costs (as shown on the production possibility frontier) are unchanged. Much of
the material in this book looks at the problems that arise in situations like these,
when people do not recognize the true opportunity costs of their actions and
therefore take actions that are not the best from the perspective of the economy
as a whole.

o [Inefficiency involves real costs. An economy operating inside its production
possibility frontier is said to be performing “inefficiently”—a term we will be
making more precise later. Producing, say, 4 units of clothing and 4 units of food
(at point C in Figure 1.1) would constitute an inefficient use of this economy’s
resources. Such production would involve the loss of, say, 8 units of clothing that
could have been produced along with the 4 units of food. When we study why
markets might produce such inefficiencies, it will be important to keep in mind
that such losses are not purely conceptual, being of interest only to economic
researchers. These are real losses. They involve real opportunity costs. Avoiding
such costs will make people better off.
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o Whether markets work well is important. Most economic transactions occur
through markets. As we shall see, if markets work well, they can enhance every-
one’s well-being. But, when markets perform poorly, they can impose real
costs on any economy—that is, they can cause the economy to operate
inside its production possibility frontier. Sorting out situations where markets
work well from those where they don’t is one of the key goals of the study
of microeconomics.

In the next section, we show how applying these basic concepts helps in
understanding some important economic issues. First, in Application 1.1: Econom-
ics in the Natural World? we show how the problem of scarcity and the opportunity
costs it entails are universal. It appears that these basic principles can even help
explain the choices made by wolves or hawks.

USES OF MICROECONOMICS

Microeconomic principles have been applied to study practically every aspect of
human behavior. The insights gained by applying a few basic ideas to new pro-
blems can be far-reaching. For example, in Chapter 11, we see how one econo-
mist’s initial fascination with the way prices were set for the attractions at
Disneyland opened the way for understanding pricing in such complex areas as
air travel or the bundling and pricing of Internet connections; or, in Chapter 15, we
look at another economist’s attempt to understand the pricing of used cars. The
resulting model of the pricing of “lemons” offers surprising insights about the
markets for such important products as health care and legal services. One must,
therefore, be careful in trying to list the ways in which microeconomics is used
because new uses are being discovered every day. Today’s seemingly trivial dis-
covery may aid in understanding complex transactions that may not occur until
some distant future date.

One way to categorize the uses of microeconomics is to look at the types of
people who use it. At the most basic level, microeconomics has a variety of uses for
people in their own lives. An understanding of how markets work can help you
make decisions about future jobs, about the wisdom of major purchases (such as
houses), or about important financial decisions (such as retirement). Of course,
economists are not much better than anyone else in predicting the future. There are
legendary examples of economists who in fact made disastrous decisions—recently
illustrated by the financial collapse of a “hedge fund” run by two Nobel Prize—
winning economists. But the study of microeconomics can help you to conceptua-
lize the important economic decisions you must make in your life and that can often
lead to better decision making. For example, Application 1.2: Is It Worth Your
Time to Be Here? illustrates how notions of opportunity cost can clarify whether
college attendance is really a good investment. Similarly, our discussion of home
ownership in Chapter 7 should be of some help in deciding whether owning or
renting is the better option.

Businesses also use the tools of microeconomics. Any firm must try to under-
stand the nature of the demand for its product. A firm that stubbornly continues to
produce a good or service that no one wants will soon find itself in bankruptcy.
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Economics in the Natural World?

Scarcity is a dominant fact of nature. Indeed, the effect of
scarcity is often easier to study in natural environments
because they are less complex than modern human socie-
ties. In trying to understand the pressures that scarcity
imposes on actions, economists and biologists have used
models with many similarities. Charles Darwin, the founder
of modern evolutionary biology, was well acquainted with
the writings of the major eighteenth- and nineteenth-
century economists. Their thinking helped to sharpen his
insights in The Origin of Species. Here we look at the ways
in which economic principles are illustrated in the natural
world.

Foraging for Food

All animals must use time and energy in their daily search for
food. In many ways, this poses an “economic” problem for
them in deciding how to use these resources most effec-
tively. Biologists have developed general theories of animal-
foraging behavior that draw largely on economic notions of
weighing the (marginal) benefits and costs associated with
various ways of finding food.

Two examples illustrate this “economic” approach to
foraging. First, in the study of birds of prey (eagles, hawks,
and so forth), biologists have found that the length of time a
bird will hunt in a particular area is determined both by the
prevalence of food in that area and by the flight time to
another location. These hunters recognize a clear trade-off
between spending time and energy looking in one area and
using those same resources to go somewhere else. Factors
such as the types of food available and the mechanics of the
bird’s flight can explain observed hunting behavior.

Arelated observation about foraging behavior is the fact
that no animal will stay in a given area until all of the food
there is exhausted. For example, once a relatively large
portion of the prey in a particular area has been caught, a
hawk will go elsewhere. Similarly, studies of honeybees have
found that they generally do not gather all of the nectarin a
particular flower before moving on. To collect the last drop
of nectar is not worth the time and energy the bee must
expend to get it. Such weighing of marginal benefits and
costs is precisely what an economist would predict.

'See, for example, David W. Stephens and John R. Krebs, Foraging
Theory (Princeton, NJ: Princeton University Press, 1986).

Scarcity and Human Evolution

Charles Darwin’s greatest discovery was the theory of evolu-
tion. Later research has tended to confirm his views that
species evolve biologically over long periods of time in
ways that adapt to their changing natural environments. In
that process, scarcity plays a major role. For example, many
of Darwin’s conclusions were drawn from his study of finches
on the Galapagos Islands. He discovered that these birds
had evolved in ways that made it possible to thrive in this
rather inhospitable locale. Specifically, they had developed
strong jaws and beaks that made it possible for them to crack
open nuts that are the only source of food during droughts.
It may even be the case that the evolution of economic-
type activities led to the emergence of human beings. About
50,000 years ago Homo sapiens were engaged in active
competition with Neanderthals. Although the fact that
Homo sapiens eventually won out is usually attributed to
their superior brainpower, some research suggests that this
dominance may have derived instead from superior eco-
nomic organization. Specifically, it appears that our forerun-
ners were better at specialization in production and in trade
than were Neanderthals. Homo sapiens made better use of
the resources available than did Neanderthals.? Hence,
Adam Smith’s observation that humans have “the propensity
to truck, barter, and trade one thing for another”® may indeed
reflect an evolutionarily valuable aspect of human nature.

To THINK ABOUT

1. Does it make sense to assume that animals consciously
choose an optimal strategy for dealing with the scarcity
of resources (see the discussion of Friedman’s pool
player later in this chapter)?

2. Why do some companies grow whereas others decline?
Name one company for which the failure to adapt to a
changing environment was catastrophic.

2See R. D. Horan and E. H. Bulte, and J. F. Shogren, "How Trade
Saved Humanity from Biological Exclusion: An Economic Theory of
Neanderthal Extinction,” Journal of Economic Behavior and Organi-
zation (2005): 1-29.

3Adam Smith, The Wealth of Nations (New York Random House,
1937), 13. Citations are to the Modern Library edition.
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Is It Worth Your Time to Be Here?

Those of you who are studying microeconomics as part of
your college education are probably paying quite a bit to be
in school. It is reasonable to ask whether this spending is
somehow worth it. Of course, many of the benefits of college
(such as the better appreciation of culture, friendship, etc.)
do not have monetary value. In this application, we ask
whether the cost is worth it purely in dollar terms.

Measuring Costs Correctly

The typical U.S. college student pays about $22,000 per year
in tuition, fees, and room and board charges. So one might
conclude that the “cost” of 4 years of college is about
$88,000. But this would be incorrect for at least three
reasons—all of which derive from a simple application of
the opportunity cost idea:

e Inclusion of room and board fees overstates the true cost
of college because these costs would likely be incurred
whether you were in college or not;

¢ Including only out-of-pocket costs omits the most impor-
tant opportunity cost of college attendance—foregone
earnings you might make on a job; and

¢ College costs are paid over time, so you cannot simply
add 4 years of costs together to get the total.

The costs of college can be adjusted for these factors as
follows. First, room and board costs amount to about
$9,000 annually, so tuition and fees alone come to
$13,000. To determine the opportunity cost of lost wages,
we must make several assumptions, one of which is that you
could earn about $20,000 per year if you were not in school
and can only make back about $2,000 in odd jobs. Hence,
the opportunity cost associated with lost wages is about
$18,000 per year, raising the total annual cost to $31,000.
For reasons to be discussed in Chapter 14, we cannot
simply multiply 4 - $31,000 but must allow for the fact that
some of these dollar payments will be made in the future. In
all, this adjustment would result in a total present cost figure
of about $114,000.

The Earnings Gains to College

A number of recent studies have suggested that college
graduates earn much more than those without such an
education. A typical finding is that annual earnings for
otherwise identical people are about 50 percent higher if

one has attended college. Again, using our assumption of
$20,000 in annual earings for someone without a college
education, this would imply that earnings gains from grad-
uation might amount to $10,000 per year. Looked at as an
investment, going to college yields about 9 percent per
year (that is, 10/114 = 0.09). This is a relatively attractive
real return, exceeding that on long-term bonds (about
2 percent) and on stocks (about 7 percent). Hence, being
here does seem worth your time.

Will the Good Times Last?

These calculations are not especially surprising—most peo-
ple know that college pays off. Indeed, college attendance
in the United States has been expanding rapidly, presum-
ably in response to such rosy statistics. What is surprising is
that this large increase in college-educated people does not
seem to have reduced the attractiveness of the investment. It
must be the case that for some reason the demand for
college-educated workers has managed to keep up with
the supply. Possible reasons for this have been the subject
of much investigation.! One likely explanation is that some
jobs have become more complex over time. This process has
been accelerated by the adoption of computer technology.
Another explanation is that trade patterns in the United
States may have benefited college-educated workers
because they are employed disproportionately in export
industries. Whatever the explanation, one effect of the
increased demand for such workers has been a trend toward
greater wage inequality in the United States and other coun-
tries (see Application 13.3).

PoLicy CHALLENGE

The U.S. government (and many other governments) offers
low-interest loans and direct grants to some students attend-
ing universities. Tuitions at most universities are also often
subsidized with tax revenues or incomes from endowments.
If higher education really does pay off in terms of future
earnings, are such subsidies necessary or desirable?

"For a discussion, see D. Acemoglu, “Technical Change, Inequality,
and the Labor Market,” Journal of Economic Literature (March 2002):
7-72.
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Supply-demand model
A model describing how
a good'’s price is
determined by the
behavior of the
individuals who buy the
good and of the firms
that sell it.

PART ONE Introduction

Application 1.3: Remaking Blockbuster, illustrates how one firm has had to
constantly reorganize its methods of doing business in order to meet competition.
As the example shows, some of the most elementary concepts from microeconomics
can aid in understanding whether the changes worked.

Firms must also be concerned with their costs; for this topic, too, microeco-
nomics has found many applications. For example, in Chapter 7 we look at some of
the research on airline company costs, focusing especially on why Southwest Air-
lines has been able to make such extensive inroads into U.S. markets. As anyone
who has ever flown on this airline knows, the company’s attention to keeping costs
low verges on the pathological; though passengers may feel a bit like baggage, they
certainly get to their destinations on time and at very attractive prices. Microeco-
nomic tools can help to understand such efficiencies. They can also help to explore
the implications of introducing these efficiencies into such notoriously high-cost
markets as those for air travel within Europe.

Microeconomics is also often used to evaluate broad questions of government
policy. At the deepest level, these investigations focus on whether certain laws and
regulations contribute to or detract from overall welfare. As we see in later chap-
ters, economists have devised a number of imaginative ways of measuring how
various government actions affect consumers, workers, and firms. These measures
often play crucial roles in the political debate surrounding the adoption or repeal of
such policies. Later in this book, we look at many examples in such important areas
as health care, antitrust policy, or minimum wages. Of course, there are two sides to
most policy questions, and economists are no more immune than anyone else from
the temptation to bend their arguments to fit a particular point of view. Knowledge
of microeconomics provides a basic framework—that is, a common language—in
which many such discussions are conducted, and it should help you to sort out good
arguments from self-serving ones. In many of our applications we include a “Policy
Challenge” that we hope will provide a succinct summary of the economic issues
that must be considered in making government decisions.

THE BASIC SUPPLY-DEMAND MODEL

As the saying goes, “Even your pet parrot can learn economics—just teach it to say
‘supply and demand’ in answer to every question.” Of course, there is often more to
the story. But economists tend to insist that market behavior can usually be
explained by the relationship between preferences for a good (demand) and the
costs involved in producing that good (supply). The basic supply-demand model of
price determination is a staple of all courses in introductory economics—in fact, this
model may be the first thing you studied in your introductory course. Here we
provide a quick review, adding a bit of historical perspective.

Adam Smith and the Invisible Hand

The Scottish philosopher Adam Smith (1723-1790) is generally credited with being
the first true economist. In The Wealth of Nations (published in 1776), Smith
examined a large number of the pressing economic issues of his day and tried to
develop economic tools for understanding them. Smith’s most important insight
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Remaking Blockbuster

Blockbuster is the largest video rental company in the world.
The company'’s rapid growth during the 1980s and 1990s
can be attributed both to the increased ownership of VCRs
and DVD players in the home and to the related changing
patterns of how people view movies. By 1997, however,
Blockbuster had encountered significant problems in its
core rental business, taking a huge financial loss in that
year. The company at first tried to stem its losses by adding
new products such as games, music, and candy to its offer-
ings, but that solution proved inadequate to the task. The
main problem the company faced (and continues to face
today) is that it takes consumers a lot of time to get movies
at Blockbuster. For the consumer, renting movies involves
not only paying the rental fee, but also absorbing whatever
"time costs” are required as well. The company’s attempts to
deal with this problem show how business strategies evolve
over time to meet new threats to demand.

Movie Availability

Initially, Blockbuster’s main problem was that it did not have
enough copies of first-run movies. Because it had to pay very
high prices for each tape or DVD (about $65 per copy), the
company had to make sure that few, if any, copies sat on its
shelves even on low-demand nights (Tuesdays, say). Conse-
quently, it pursued a policy of failing to meet the demand on
its busiest nights (Fridays and Saturdays). Customers quickly
came to realize that they could not get what they wanted
when they wanted it and became frustrated by having to
make many trips to check on what was there. Movie rentals
plummeted.

The only way for Blockbuster to restore demand for its
rentals was to find some way to reduce the empty-shelf
problem. So a solution rested directly on getting copies of
films from the major studios at much lower prices. In a
turnabout in policy, Blockbuster agreed to give the studios
a substantial share (as much as 40 percent) of the revenues
from its movie rentals in exchange for price reductions of
up to 90 percent. They then adopted a huge advertising
blitz that “guaranteed” the availability of first-run films.

The Netflix Challenge

No sooner had Blockbuster solved the movie availability
problem than another challenge appeared. Netflix intro-
duced the idea of renting movies by mail and quickly
became the most important competitor for the company.
The popularity of Netflix offerings derived again from the
time they saved consumers. Not only could people now

avoid the trip to the rental store, but they could also avoid
the large late fees that Blockbuster charged. To meet the
challenge, Blockbuster abandoned late fees in 2004. It also
introduced a web-based service to compete directly with
Netflix.

Evolution of the Movie Rental Business

Both of these strategic reactions had immediate beneficial
short-run effects on Blockbuster’s financial health. The com-
pany’s national share of movie rentals stabilized. But the
long-run success of the company’s business remained pre-
carious. One way to think about the problem Blockbuster
faces is to recognize that the “price” of renting movies has
two components: (1) There is the out-of-pocket charge one
must pay for the movie; and (2) there is the implicit time cost
associated with getting to the video store, selecting a movie,
and checking out. For the typical movie rental, the second of
these components could easily be the largest. If it takes a
half-hour in total to rent a movie and if people’s opportunity
cost of time is $20 per hour, the typical movie rental would
cost about $14—%4 in actual cost and $10 in time costs. It is
this second component of cost that threatens the survival of
Blockbuster in its present form. New technologies such as
pay-per-view options on cable television or movie delivery
over the Internet involve much lower time costs per rental
than do visits to Blockbuster. In 2007, for example, Netflix
introduced the possibility of downloading movies, and
Blockbuster had to follow. Whether enough people wish to
pay the cost of browsing Blockbuster’s aisles is an open
question.

To THINK ABOUT

1. Which types of consumers would you expect to respond
most significantly to Blockbuster's empty shelves for new
movies or to the time savings offered by Netflix?

2. Did the arrival of web-based movie availability have a
greater effect on Blockbuster’s rentals of first-run films or
on its rentals of films with relatively limited demand?
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was his recognition that the system of market-determined prices that he observed
was not as chaotic and undisciplined as most other writers had assumed. Rather,
Smith saw prices as providing a powerful “invisible hand” that directed resources
into activities where they would be most valuable. Prices play the crucial role of
telling both consumers and firms what goods are “worth” and thereby prompt these
economic actors to make efficient choices about how to use them. To Smith, it was
this ability to use resources efficiently that provided the ultimate explanation for a
nation’s “wealth.”

Because Adam Smith placed great importance on the role of prices in directing
how a nation’s resources are used, he needed to develop some theories about how
those prices are determined. He offered a very simple and only partly correct
explanation. Because in Smith’s day (and, to some extent, even today), the primary
costs of producing goods were costs associated with the labor that went into a good,
it was only a short step for him to embrace a labor-based theory of prices. For
example, to paraphrase an illustration from The Wealth of Nations, if it takes twice
as long for a hunter to catch a deer as to catch a beaver, one deer should trade for
two beavers. The relative price of a deer is high because of the extra labor costs
involved in catching one.

Smith’s explanation for the price of a good is illustrated in Figure 1.2(a). The
horizontal line at P* shows that any number of deer can be produced without
affecting the relative cost of doing so. That relative cost sets the price of deer (P*),
which might be measured in beavers (a deer costs two beavers), in dollars (a deer
costs $200, whereas a beaver costs $100), or in any other units that this society uses
to indicate exchange value. This value will change only when the technology for

FIGURE 1.2 . . . .
-Early Views of Price Determination

Price
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(a) Smith’s model (b) Ricardo’s model

To Adam Smith, the relative price of a good was determined by relative labor costs. As shown in the left-hand panel,
relative price would be P* unless something altered such costs. Ricardo added the concept of diminishing returns to this
explanation. In the right-hand panel, relative price rises as quantity produced rises from Q; to Q,.
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producing deer changes. If, for example, this society developed better running shoes
(which would aid in catching deer but be of little use in capturing beavers), the
relative labor costs associated with hunting deer would fall. Now a deer would
trade for, say, 1.5 beavers, and the supply curve illustrated in the figure would shift
downward. In the absence of such technical changes, however, the relative price of
deer would remain constant, reflecting relative costs of production.

David Ricardo and Diminishing Returns

The early nineteenth century was a period of considerable controversy in econom-
ics, especially in England. The two most pressing issues of the day were whether
international trade was having a negative effect on the economy and whether
industrial growth was harming farmland and other natural resources. It is testi-
mony to the timelessness of economic questions that these are some of the same
issues that dominate political discussions in the United States (and elsewhere)
today. One of the most influential contributors to the earlier debates was the British
financier and pamphleteer David Ricardo (1772-1823).

Ricardo believed that labor and other costs would tend to rise as the level of
production of a particular good expanded. He drew this insight primarily from looking
at the way in which farmland was expanding in England at the time. As new and less-
fertile land was brought into use, it would naturally take more labor (say, to pick out
the rocks in addition to planting crops) to produce an extra bushel of grain. Hence, the
relative price of grain would rise. Similarly, as deer hunters exhaust the stock of deer in
a given area, they must spend more time locating their prey, so the relative price of deer
would also rise. Ricardo believed that the phenomenon of increasing costs was quite
general, and today we refer to his discovery as the law of diminishing returns. This
generalization of Smith’s notion of supply is reflected in Figure 1.2(b), in which the
supply curve slopes upward as quantity produced expands.

The problem with Ricardo’s explanation was that it really did not explain how
prices are determined. Although the notion of diminishing returns improved
Smith’s model, it did so by showing that relative price was not determined by
production technology alone. Instead, according to Ricardo, the relative price of
a good can be practically anything, depending on how much of it is produced.

To complete his explanation, Ricardo relied on a subsistence argument. If, for
example, the current population of a country needs Q1 units of output to survive,
Figure 1.2(b) shows that the relative price would be P;. With a growing population,
these subsistence needs might expand to O, and the relative price of this necessity
would rise to P,. Ricardo’s suggestion that the relative prices of goods necessary for
survival would rise in response to diminishing returns provided the basis for much
of the concern about population growth in England during the 1830s and 1840s. It
was largely responsible for the application of the term dismal science to the study of
economics.

Marginalism and Marshall’s Model
of Supply and Demand

Contrary to the fears of many worriers, relative prices of food and other necessities
did not rise significantly during the nineteenth century. Instead, as methods of
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Diminishing returns
Hypothesis that the

cost associated with
producing one more unit
of a good rises as more of
that good is produced.
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Price Demand
Supply

P = <— Equilibrium point

0 Q* Quantity
per week

Marshall believed that demand and supply together determine the equilibrium price (P*)
and quantity (Q*) of a good. The positive slope of the supply curve reflects diminishing
returns (increasing marginal cost), whereas the negative slope of the demand curve
reflects diminishing marginal usefulness. P* is an equilibrium price. Any other price results
in either a surplus or a shortage.

production improved, prices tended to fall and well-being improved dramatically.
As a result, subsistence became a less plausible explanation of the amounts of
particular goods consumed, and economists found it necessary to develop a more
general theory of demand. In the latter half of the nineteenth century, they adapted
Ricardo’s law of diminishing returns to this task. Just as diminishing returns mean
that the cost of producing one more unit of a good rises as more is produced, so too,
these economists argued, the willingness of people to pay for that last unit declines.
Only if individuals are offered a lower price for a good will they be willing to
consume more of it. By focusing on the value to buyers of the last, or marginal, unit
purchased, these economists had at last developed a

comprehensive theory of price determination.
The clearest statement of these ideas was first

Another way to describe the equilibrium in provided by the English economist Alfred Marshall
Figure 1.3 is to say that at P*, Q* neither the (1842-1924) in his Principles of Economics, first
supplier nor the demander has any incentive to published in 1890. Marshall showed how the forces
change behavior. Use this notion of equilibrium of demand and supply simultaneously determine
to explain: price. Marshall’s analysis is illustrated by the famil-

1. Why the fact that P*, Q* occurs where the
supply and demand curves intersect implies
that both parties to the transaction are
content with this result; and

2. Why no other P, Q point on the graph
meets this definition of equilibrium.

iar cross diagram shown in Figure 1.3.

As before, the amount of a good purchased per
period (say, each week) is shown on the horizontal
axis and the price of the good appears on the vertical
axis. The curve labeled “Demand” shows the
amount of the good people want to buy at each
price. The negative slope of this curve reflects the
marginalist principle: Because people are willing to
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pay less and less for the last unit purchased, they will buy more only at a lower price.
The curve labeled “Supply” shows the increasing cost of making one more unit of the
good as the total amount produced increases. In other words, the upward slope of the
supply curve reflects increasing marginal costs, just as the downward slope of the
demand curve reflects decreasing marginal value.

Market Equilibrium

In Figure 1.3, the demand and supply curves intersect at the point P*, Q*. At that
point, P* is the equilibrium price. That is, at this price, the quantity that people
want to purchase (Q¥) is precisely equal to the quantity that suppliers are willing to
produce. Because both demanders and suppliers are content with this outcome, no
one has an incentive to alter his or her behavior. The equilibrium P*, O* will tend
to persist unless something happens to change things. This illustration is the first of
many we encounter in this book about the way in which a balancing of forces
results in a sustainable equilibrium outcome. To conceptualize the nature of this
balancing of forces, Marshall used the analogy of a pair of scissors: Just as both
blades of the scissors work together to do the cutting, so too the forces of demand
and supply work together to establish equilibrium prices.

Nonequilibrium Outcomes

The smooth functioning of market forces envisioned by Marshall can, however,
be thwarted in many ways. For example, a government decree that requires a price
to be set in excess of P* (perhaps because P* was regarded as being the result of
“unfair, ruinous competition”) would prevent the establishment of equilibrium.
With a price set above P*, demanders would wish to buy less than Q*, whereas
suppliers would produce more than Q*. This would lead to a surplus of produc-
tion in the market—a situation that characterizes many agricultural markets.
Similarly, a regulation that holds a price below P* would result in a shortage.
With such a price, demanders would want to buy more than Q*, whereas supplies
would produce less than O *. In Chapter 9, we look at several situations where this
occurs.

Change in Market Equilibrium

The equilibrium pictured in Figure 1.3 can persist as long as nothing happens to
alter demand or supply relationships. If one of the curves were to shift, however, the
equilibrium would change. In Figure 1.4, people’s demand for the good increases.
In this case, the demand curve moves outward (from curve D to curve D’). At each
price, people now want to buy more of the good. The equilibrium price increases
(from P* to P**). This higher price both tells firms to supply more goods and
restrains individuals’ demand for the good. At the new equilibrium price of P**,
supply and demand again balance—at this higher price, the amount of goods
demanded is exactly equal to the amount supplied.

A shift in the supply curve also affects market equilibrium. In Figure 1.5, the
effects of an increase in supplier costs (for example, an increase in wages paid to
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Equilibrium price

The price at which the
quantity demanded by
buyers of a good is equal
to the quantity supplied
by sellers of the good.



16

Micro Quiz1.3

PART ONE Introduction

FIGURE 1.4 . . R
-An Increase in Demand Alters Equilibrium Price
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If the demand curve shifts outward to D' because there is more desire for the product, P*,
Q* will no longer be an equilibrium. Instead, equilibrium occurs at P**, Q**, where D' and
Sintersect.

workers) are illustrated. For any level of output, marginal costs associated with
the supply curve S’ exceed those associated with S. This shift in supply causes the
price of this product to rise (from P* to P**), and consumers respond to this price
rise by reducing quantity demanded (from Q* to O**) along the demand curve,
D. As for the case of a shift in demand, the ultimate result of the shift in supply
depicted in Figure 1.5 depends on the shape of both the demand curve and the
supply curve.
Marshall’s model of supply and demand should be quite familiar to you, since it
provides the principal focus of most courses in introductory economics. Indeed, the
concepts of marginal cost, marginal value, and mar-
ket equilibrium encountered in this model provide
the starting place for most of the economic models

Supply and demand curves show the relation- you will learn about in this book. Application 1.4:
ship between the price of a good and the Economics According to Bono, shows that even

quantity supplied or demanded when other

rock stars can sometimes get these concepts right.

factors are held constant. Explain:

1. What factors might shift the demand or

supply curve forf say, perfsonal computers? HOW ECONOMISTS VERIFY
2. Why a change in the price of PCs would THEORETICAL MODELS

shift neither curve. Indeed, would this price

ever change if all of the factors identified
previously did not change?

Not all models are as useful as Marshall’s model of
supply and demand. An important purpose of
studying economics is to sort out bad models from
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Shift in Supply Alters Equilibrium Price and Quality

Price

P*:(-
P*
D
0 Q** Q* Quantity
per week

Arrise in costs would shift the supply curve upward to S'. This would cause an increase in
equilibrium price from P* to P** and a decline in quantity from Q* to Q**.

good ones. Two methods are used to provide such a test of economic models.
Testing assumptions looks at the assumptions upon which a model is based; testing
predictions, on the other hand, uses the model to see if it can correctly predict real-
world events. This book uses both approaches to try to illustrate the validity of the
models that are presented. We now look briefly at the differences between the
approaches.

Testing Assumptions

One approach to testing the assumptions of an economic model might begin with
intuition. Do the model’s assumptions seem reasonable? Unfortunately, this ques-
tion is fraught with problems, since what appears reasonable to one person may
seem preposterous to someone else (try arguing with a noneconomics student about
whether people usually behave rationally, for example).

Assumptions can also be tested with empirical evidence. For example, econo-
mists usually assume that firms are in business to maximize profits—in fact, much
of our discussion in this book is based on that assumption. Using the direct
approach to test this assumption with real-world data, you might send question-
naires to managers asking them how they make decisions and whether they really
do try to maximize profits. This approach has been used many times, but the results,
like those from many opinion polls, are often difficult to interpret.

Testing Predictions

Some economists, such as Milton Friedman, do not believe that a theory can be
tested by looking only at its assumptions. They argue that all theories are based on
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Testing assumptions
Verifying economic
models by examining
validity of the
assumptions on which
they are based.

Testing predictions
Verifying economic
models by asking if they
can accurately predict
real-world events.
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Economics According to Bono

The unlikely 2002 trip to Africa by the Irish rock star Bono in
the company of U.S. Treasury Secretary Paul O'Neill sparked
much interesting dialogue about economics." Especially
intriguing was Bono's claim that recently expanded agricul-
tural subsidies in the United States were harming struggling
farmers in Africa—a charge that O’'Neill was forced to
attempt to refute at every stop. A simple supply-demand
analysis shows that, overall, Bono did indeed have the better
of the arguments, though he neglected to mention a few fine
points.

Graphing African Exports

Figure 1 shows the supply and demand curves for a typical
crop that is being produced by an African country. If the
world price of this crop (P*) exceeds the price that would
prevail in the absence of trade (Pp), this country will be an
exporter of this crop. The total quantity of exports is given by
the distance Qs — Qp. That is, exports are given by the
difference in the quantity of this crop produced and the
quantity that is demanded domestically. Such exporting is
common for many African countries because they have large
agrarian populations and generally favorable climates for
many types of food production.

In May 2002, the United States adopted a program of
vastly increased agricultural subsidies to U.S. farmers. From
the point of view of world markets, the main effect of such a
program is to reduce world crop prices. This would be shown
in Figure 1 asadrop in the world price to P**. This fall in price
would be met by a reduction in quantity produced of the
crop to Q’s and an increase in the quantity demanded to
Q'p. Crop exports would decline significantly.

So, Bono's point is essentially correct—U.S. farm sub-
sidies do harm African farmers, especially those in the export
business. But he might also have pointed out that African
consumers of food do benefit from the price reduction. They
are able to buy more food at lower prices. Effectively, some
of the subsidy to U.S. farmers has been transferred to African
consumers. Hence, even disregarding whether farm subsi-
dies make any sense for Americans, their effects on the
welfare of Africans is ambiguous.

"For a blow-by-blow description of this trip, see various issues of The
Economist during May 2002.

FIGURE 1 U.S. Subsidies Reduce African Exports
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U.S. farm subsidies reduce the world price of this crop from
P* to P**. Exports from this African country fall from Qs — Qp
to Q's — Q’D.

Other Barriers to African Agricultural Trade

Agricultural subsidies by the United States and the European
Union amount to nearly $400 billion per year. Undoubtedly
they have a major effect in thwarting African exports. Perhaps
even more devastating are the large number of special mea-
sures adopted in various developed countries to protect
favored domestic industries such as peanuts in the United
States, rice in Japan, and livestock and bananas in the Euro-
pean Union. Because expanded trade is one of the major
avenues through which poor African economies might grow,
these restrictions deserve serious scrutiny.

PoLicy CHALLENGE

Why do U.S. and European countries subsidize farm output?
What goals do these countries seek to achieve by such
programs (possibly lower food prices or higher incomes for
farmers)? Is the subsidization of crop prices the best way to
achieve these goals?
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unrealistic assumptions; the very nature of theorizing demands that we make
unrealistic assumptions.' Such economists believe that, in order to decide if a theory
is valid, we must see if it is capable of explaining and predicting real-world events.
The real test of any economic model is whether it is consistent with events in the
economy itself.

Friedman gives a good example of this idea by asking what theory explains the
shots an expert pool player will make. He argues that the laws of velocity, momen-
tum, and angles from physics make a suitable theoretical model, because the pool
player certainly shoots as if he or she followed these laws. If we asked the players
whether they could state these physical principles, they would undoubtedly answer
that they could not. That does not matter, Friedman argues, because the physical
laws give very accurate predictions of the shots made and are therefore useful as
theoretical models.

Going back to the question of whether firms try to maximize profits, the
indirect approach would try to predict the firms’ behavior by assuming that they
do act as if they were maximizing profits. If we find that we can predict firms’
behavior, then we can believe the profit-maximization hypothesis. Even if these
firms said on questionnaires that they don’t really try to maximize profits, the
theory will still be valid, much as the pool players’ disclaiming knowledge of the
laws of physics does not make these laws untrue. The ultimate test in both cases is
the theory’s ability to predict real-world events.

The Positive-Normative Distinction

Related to the question of how the validity of economic models should be tested is
the issue of how such models should be used. To some economists, the only proper
analysis is “positive” in nature. As in the physical sciences, they argue, the correct
role for theory is to explain the real world as it is. In this view, developing
“normative” theories about how the world should be is an exercise for which
economists have no more special skills than anyone else. For other economists,
this positive-normative distinction is not so clear-cut. They argue that economic
models invariably have normative consequences that should be recognized. Appli-
cation 1.5: Do Economists Ever Agree on Anything? shows that, contrary to
common perceptions, there is considerable agreement among economists about
issues that are suitable for positive scientific analysis. There is far less agreement
about normative questions related to what should be done. In this book, we take
primarily a positive approach by using economic models to explain real-world
events. The book’s applications pursue some of these explanations in greater detail.
You should feel free to adapt these models to whatever normative goals you believe
are worth pursuing.

"Milton Friedman, Essays in Positive Economics (Chicago: University of Chicago Press, 1953) Chapter 1. Another
view stressing the importance of realistic assumptions can be found in H. A. Simon, “Rational Decision Making in
Business Organizations,” American Economic Review (September 1979): 493-513.
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postulate the way the
world should be.
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Do Economists Ever Agree on Anything?

To the general public, economists seem to be completely
confused. In many conversations, they bear the brunt of
pointed jokes. Some of my favorites are:

1. Ifall economists in the world were laid end-to-end, they
would never reach a decision.

2. How many economists does it take to change a light-
bulb? Two—one to turn the bulb and one to say repeat-
edly, “Turn it the other way.”

Positive versus Normative Economics

These jokes convey the perception that economists never
agree on anything. But that perception arises from an inabil-
ity to differentiate between the positive and normative argu-
ments that economists make. Economists (like everyone
else) often disagree over political questions. They may,
therefore, find themselves on opposite sides of controversial
policy questions. Economists may also differ on empirical
matters. For instance, they may disagree about whether a
particular effect is large or small. But on basic theoretical
questions, there is far less disagreement. Because most
economists use the same tools, they tend to “speak the
same language” and disagreements on positive questions
are far less frequent.

Survey Results

This conclusion is supported by surveys of economists, a
sample of which is described in Table 1. The table shows a
high degree of agreement among U.S., Swiss, and German

TABLE 1

in Three Nations

economists about positive questions such as the effects of
tariffs or of rent controls.” There is considerably less agree-
ment about broad normative questions, such as whether the
government should redistribute income or act as the
employer of last resort. For these types of policy questions,
economists’ opinions are affected by the same sorts of poli-
tical forces as are those of other citizens.?

To THINK ABOUT

1. Economists from the United States, Switzerland, and
Germany may not reflect the views of economists from
lower-income countries. Do you think such economists
might answer the questions in Table 1 differently?

2. What is the difference between a(n) and an
economist? Answer: .(Send your suggestions
for the best completion of this joke to the authors. Reg-
ular prizes are awarded.)

TSurveys also tend to show considerable agreement over the likely
size of many economic effects. For a summary, see Victor R. Fuchs,
Alan B. Krueger, and James M. Poterba, “Economists’ Views about
Parameters, Values, and Policy,” Journal of Economic Literature
(September 1998): 1387-1425.

?See Daniel B. Klein and Charlotta Stern, “Economists’ Policy Views
and Voting,” Public Choice (2006): 331-342.

Percentage of Economists Agreeing with Various Propositions

PROPOSITION UNITED STATES SWITZERLAND GERMANY
Tariffs reduce economic welfare 95 87 94
Flexible exchange rates are effective for

international transactions 94 91 92
Rent controls reduce the quality of housing 96 79 94
Government should redistribute income 68 51 55
Government should hire the jobless 51 52 35

Source: B. S. Frey, W. W. Pommerehue, F. Schnieder, and G. Gilbert, “Consensus and Dissension among Economists: An Empirical Inquiry,”
American Economic Review (December 1984): 986-994. Percentages represent the fraction that “Generally Agree” or “Agree with Provisions.”




SUMMARY

This chapter provides you with some background to
begin your study of microeconomics. Much of this
material will be familiar to you from your introductory
economics course, but that should come as no surprise.
In many respects, the study of economics repeatedly
investigates the same questions with an increasingly
sophisticated set of tools. This course gives you some
more of these tools. In establishing the basis for that
investigation, this chapter reminds you of several
important ideas:

e Economics is the study of allocating scarce

resources among possible uses. Because resources
are scarce, choices have to be made on how they
will be used. Economists develop theoretical mod-
els to explain these choices.

The production possibility frontier provides a
simple illustration of the supply conditions in
two markets. The curve clearly shows the limits
imposed on any economy because resources are
scarce. Producing more of one good means that

REVIEW QUESTIONS

1.

2.

3.

“To an economist, a resource is ‘scarce’ only if it
has a positive price. Resources with zero prices
are, by definition, not scarce.” Do you agree? Or
does the term scarce convey some other meaning?
In many economic problems, time is treated as a
resource. Why does time have a cost?

Why do honeybees find it in their interest to leave
some nectar in each flower they visit? Can you
think of any human activities that yield a similar
result?

. Classical economists struggled with the “Water-

Diamond Paradox,” which seeks an explanation
for why water (which is very useful) has a low
price, whereas diamonds (which are not particu-
larly important to life) have a high price. How
would Smith explain the relative prices of water
and diamonds? Would Ricardo’s concept of
diminishing returns pose some problem for this
explanation? Can you resolve matters by using
Marshall’s model of supply and demand? If
water is “very useful” to the demanders in Mar-
shall’s model, how would you know?
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less of something else must be produced. This
reduction in output elsewhere measures the
opportunity cost involved in such additional
production.

The most commonly used model of the allocation
of resources is the model of supply and demand
developed by Alfred Marshall in the latter part of
the nineteenth century. The model shows how
prices are determined by creating an equilibrium
between the amount people want to buy and the
amount firms are willing to produce. If supply and
demand curves shift, new prices are established to
restore equilibrium to the market.

Proving the validity of economic models is diffi-
cult and sometimes controversial. Occasionally
the validity of a model can be determined by
whether it is based on reasonable assumptions.
More often, however, models are judged by how
well they explain actual economic events.

. Marshall’s model pictures price and quantity as

being determined simultaneously by the interac-
tion of supply and demand. Using this insight,
explain the fallacies in the following paragraph:A
rise in the price of oranges reduces the number of
people who want to buy. This reduction by itself
reduces growers’ costs by allowing them to use
only their best trees. Price, therefore, declines
along with costs, and the initial price rise cannot
be sustained.

. “Gasoline sells for $4.00 per gallon this year, and

it sold for $3.00 per gallon last year. But consu-
mers bought more gasoline this year than they did
last year. This is clear proof that the economic
theory that people buy less when the price rises is
incorrect.” Do you agree? Explain.

. “A shift outward in the demand curve always

results in an increase in total spending (price
times quantity) on a good. On the other hand, a
shift outward in the supply curve may increase or
decrease total spending.” Explain.

. Housing advocates often claim that “the demand

for affordable housing vastly exceeds the supply.”
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Use a supply-demand diagram to show whether
you can make any sense out of this statement. In
particular, show how a proper interpretation may
depend on precisely how the word affordable is to
be defined.

. A key concept in the development of positive eco-

nomic theories is the notion of “refutability”—a

“theory” is not a “theory” unless there is some

evidence that, if true, could prove it wrong. Use

this notion to discuss whether one can conceive of

evidence with which the following theories might

be refuted:

e Friedman’s claim that pool players play as if
they were using the rules of physics

¢ The theory that firms operate so as to maximize
profits

e The theory that demand curves slope down-
ward

e The theory that adoption of capitalism makes
people who are poor more miserable

10. The following conversation was heard among
four economists discussing whether the minimum
wage should be increased:

Economist A. “Increasing the minimum wage
would reduce employment of minority teen-
agers.”

Economist B. “Increasing the minimum wage
would represent an unwarranted interference
with private relations between workers and
their employers.”

Economist C. “Increasing the minimum wage
would raise the incomes of some unskilled
workers.”

Economist D. “Increasing the minimum wage
would benefit higher-wage workers and would
probably be supported by organized labor.”

Which of these economists are using positive analysis

and which are using normative analysis in arriving at

their conclusions? Which of these predictions might be
tested with empirical data? How might such tests be
conducted?

PROBLEMS

Note: These problems focus on the material from the
Appendix to Chapter 1. Hence they are primarily
numerical.

1.1 The following data represent 5 points on the supply
curve for orange juice:

PRICE QUANTITY
($ PER GALLON) (MILLIONS OF GALLONS)

100
300
500
700
900

abh wN =

and these data represent 5 points on the demand curve
for orange juice:

PRICE QUANTITY
($ PER GALLON) (MILLIONS OF GALLONS)

700
600
500
400
300

g s wN =

a. Graph the points of these supply and demand
curves for orange juice. Be sure to put price on
the vertical axis and quantity on the horizontal
axis.

b. Do these points seem to lie along two straight
lines? If so, figure out the precise algebraic
equation of these lines. (Hint: If the points do
lie on straight lines, you need only consider two
points on each of them to calculate the lines.)

c. Use your solutions from part b to calculate the
“excess demand” for orange juice if the market
price is zero.

d. Use your solutions from part b to calculate the
“excess supply” of orange juice if the orange
juice price is $6 per gallon.

1.2 Marshall defined an equilibrium price as one
at which the quantity demanded equals the quantity
supplied.

a. Using the data provided in problem 1.1, show
that P =3 is the equilibrium price in the
orange juice market.

b. Using these data, explain why P =2and P = 4
are not equilibrium prices.



c. Graph your results and show that the supply-
demand equilibrium resembles that shown in
Figure 1.3.

d. Suppose the demand for orange juice were to
increase so that people want to buy 300 mil-
lion more gallons at every price. How would
that change the data in problem 1.1? How
would it shift the demand curve you drew in
partc?

e. What s the new equilibrium price in the orange
juice market, given this increase in demand?
Show this new equilibrium in your supply-
demand graph.

f. Suppose now that a freeze in Florida reduces
orange juice supply by 300 million gallons at
every price listed in problem 1.1. How would
this shift in supply affect the data in problem
1.1? How would it affect the algebraic supply
curve calculated in that problem?

g. Given this new supply relationship together
with the demand relationship shown in pro-
blem 1.1, what is the equilibrium price in this
market?

h. Explain why P = 3 is no longer an equilibrium
in the orange juice market. How would the
participants in this market know P = 3 is no
longer an equilibrium?

i. Graph your results for this supply shift.

1.3 The equilibrium price in problem 1.2 is P = 3. This
is an equilibrium because at this price, quantity
demanded is precisely equal to quantity supplied
(O = 500). One might ask how the market is to reach
this equilibrium point. Here we look at two ways:

a. Suppose an auctioneer calls out prices (in dol-
lars per gallon) in whole numbers ranging from
$1 to $5 and records how much orange juice is
demanded and supplied at each such price. He
or she then calculates the difference between
quantity demanded and quantity supplied.
You should make this calculation and then
describe how the auctioneer will know what
the equilibrium price is.

b. Now suppose the auctioneer calls out the var-
ious quantities described in problem 1.1. For
each quantity, he or she asks, “What will you
demanders pay per gallon for this quantity of
orange juice?” and “How much do you sup-
pliers require per gallon if you are to produce
this much orange juice?” and records these
dollar amounts. Use the information from
problem 1.1 to calculate the answers that the
auctioneer will get to these questions. How
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will he or she know when an equilibrium is
reached?

c. Can you think of markets that operate as
described in part a of this problem? Are there
markets that operate as described in part b?
Why do you think these differences occur?

1.4 In several places, we have warned you about the
decision of Marshall to “reverse the axes” by putting
price on the vertical axis and quantity on the horizon-
tal axis. This problem shows that it makes very little
difference how you choose the axes. Suppose that
quantity demanded is given by Op = —P + 10, 0 <
P <10, and quantity is supplied by Qg=P —2,
P >2.

a. Why are the possible values for P restricted as
they are in this example? How do the restric-
tions on P also impose restrictions on Q?

b. Graph these two equations on a standard
(Marshallian) supply-demand graph. Use this
graph to calculate the equilibrium price and
quantity in this market.

c. Graph these two equations with price on the
horizontal axis and quantity on the vertical
axis. Use this graph to calculate equilibrium
price and quantity.

d. What do you conclude by comparing your
answers to parts a and b?

e. Can you think of any reasons why you might
prefer the graph part a to that in part b?

1.5 This problem involves solving demand and
supply equations together to determine price and
quantity.

a. Consider a demand curve of the form

Qp=-2P+20

where Qp is the quantity demanded of a good
and P is the price of the good. Graph this
demand curve. Also draw a graph of the supply
curve

Qs=2P—4

where Qg is the quantity supplied. Be sure to
put P on the vertical axis and O on the hor-
izontal axis. Assume that all the Qg and Ps are
nonnegative for parts a, b, and c¢. At what
values of P and Q do these curves intersect—
that is, where does Op = Og?

b. Now suppose at each price that individuals
demand four more units of output—that the
demand curve shifts to

Qp = —2P+24
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Graph this new demand curve. At what values
of P and Q does the new demand curve inter-
sect the old supply curve—that is, where does
Op = Os?

c. Now, finally, suppose the supply curve shifts to
Qg =2P -8

Graph this new supply curve. At what values of
P and Q does Op: = Os? You may wish to
refer to this simple problem when we discuss
shifting supply and demand curves in later sec-
tions of this book.
1.6 Taxes in Oz are calculated according to the
formula

T=.01/°

where T represents thousand of dollars of tax liability
and I represents income measured in thousands
of dollars. Using this formula, answer the following
questions:

a. How much in taxes is paid by individuals with
incomes of $10,000, $30,000, and $50,000?
What are the average tax rates for these income
levels? At what income level does tax liability
equal total income?

b. Graph the tax schedule for Oz. Use your graph
to estimate marginal tax rates for the income
levels specified in part a. Also show the average
tax rates for these income levels on your graph.

c. Marginal tax rates in Oz can be estimated
more precisely by calculating tax owed if
persons with the incomes in part a get one
more dollar. Make this computation for these
three income levels. Compare your results to
those obtained from the calculus-based result
that, for the Oz tax function, its slope is given
by .021.

1.7 The following data show the production possi-
bilities for a hypothetical economy during one year:

OUTPUT OF X OUTPUT OF Y
1000 0
800 100
600 200
400 300
200 400
0 500

a. Plot these points on a graph. Do they appear to
lie along a straight line? What is that straight
line’s production possibility frontier?

. Explain why output levels of X =400,

Y =200 or X = 300, Y = 300 are inefficient.
Show these output levels on your graph.

. Explain why output levels of X =500,

Y = 350 are unattainable in this economy.

. What is the opportunity cost of an additional

unit of X output in terms of Y output in this
economy? Does this opportunity cost depend
on the amounts being produced?

1.8 Suppose an economy has a production possibility
frontier characterized by the equation

X% +4Y? =100

. In order to sketch this equation, first compute

its intercepts. What is the value of X if Y = 0?
What is the value of Y if X = 0?

. Calculate three additional points along this

production possibility frontier. Graph the
frontier and show that it has a general elliptical
shape.

. Is the opportunity cost of X in terms of Y

constant in this economy, or does it depend
on the levels of output being produced?
Explain.

. How would you calculate the opportunity cost

of X in terms of Y in this economy? Give an
example of this computation.

1.9 Suppose consumers in the economy described in
problem 1.8 wished to consume X and Y in equal
amounts.

a. How much of each good should be produced

to meet this goal? Show this production point
on a graph of the production possibility
frontier.

. Assume that this country enters into interna-

tional trading relationships and decides to pro-
duce only good X. If it can trade one unit of X
for one unit of Y in world markets, what possi-
ble combinations of X and Y might it consume?

. Given the consumption possibilities outlined in

part b, what final choice will the consumers of
this country make?

. How would you measure the costs imposed on

this country by international economic sanc-
tions that prevented all trade and required the
country to return to the position described in
part a?

1.10 Consider the function Y= X-Z, X, Z > 0.
a. Graph the Y = 4 contour line for this function.

How does this line compare to the Y = 2 con-
tour line in Figure 1A.5? Explain the reasons
for any similarities.



b. Where does the line X +4Z = § intersect the

Y = 4 contour line? (Hint: Solve the equation
for X and substitute into the equation for the
contour line. You should get only a single
point.)

. Are there any points on the Y = 4 contour line
other than the point identified in part b that
satisfy this linear equation? Explain your
reasoning.

. Consider now the equation X +4Z = 10.
Where does this equation intersect the Y = 4

CHAPTER 1 Economic Models

contour line? How does this solution compare
to the one you calculated in part b?

. Are there points on the equation defined in part

d that would yield a value greater than 4 for Y?
(Hint: A graph may help you explain why such
points exist.)

. Can you think of any economic model that

would resemble the calculations in this
problem?

25



Appendix 1A

Variables

The basic elements of
algebra, usually called X,
Y, and so on, that may be
given any numerical value
in an equation.

Functional notation
Away of denoting the fact
that the value taken on by
one variable (Y) depends
on the value taken on by
some other variable (X) or
set of variables.

Independent variable
In an algebraic equation,
a variable that is
unaffected by the action
of another variable and
may be assigned any
value.

Dependent variable

In algebra, a variable
whose value is
determined by another
variable or set of
variables.
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MATHEMATICS USED IN
MICROECONOMICS

l-\ {I athematics began to be widely used in economics near the end of the

nineteenth century. For example, Marshall’s Principles of Economics,
published in 1890, included a lengthy mathematical appendix that developed his
arguments more systematically than the book itself. Today, mathematics is indis-
pensable for economists. They use it to move logically from the basic assumptions
of a model to deriving the results of those assumptions. Without mathematics, this
process would be both more cumbersome and less accurate.

This appendix reviews some of the basic concepts of algebra and discusses a
few issues that arise in applying those concepts to the study of economics. We will
use the tools introduced here throughout the rest of the book.

FUNCTIONS OF ONE VARIABLE

The basic elements of algebra are called variables. These can be labeled X and Y and
may be given any numerical value. Sometimes the values of one variable (Y) may be
related to those of another variable (X) according to a specific functional relation-
ship. This relationship is denoted by the functional notation

Y = f(X) (1A1)

This is read, “Y is a function of X,” meaning that the value of Y depends on the
value given to X. For example, if we make X calories eaten per day and Y body
weight, then Equation 1A.1 shows the relationship between the amount of food
intake and an individual’s weight. The form of Equation 1A.1 also shows causality.
X is an independent variable and may be given any value. On the other hand, the
value of Yis completely determined by X; Y is a dependent variable. This functional
notation conveys the idea that “X causes Y.”

The exact functional relationship between X and Y may take on a wide variety
of forms. Two possibilities are:

1. Yis a linear function of X. In this case
Y =a+ bX (1A.2)

where a and b are constants that may be given any numerical value. For
example, if a = 3 and b = 2, this equation would be written as

Y=3+2X (1A.3)
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TABLE 1A.1
Vv

alues of X and Y for Linear and Quadratic Functions

LINEAR FUNCTION QUADRATIC FUNCTION
Y = f(X) Y = f(X)
X =3+2X X = —X2+15X
-3 -3 -3 —54
-2 —1 -2 34
-1 1 -1 —-16
0 3 0 0
1 5 1 14
2 7 2 26
3 9 3 36
4 11 4 44
5 13 5 50
6 15 6 54

We could give Equation 1A.3 an economic interpretation. For example, if
we make Y the labor costs of a firm and X the number of labor hours hired,
then the equation could record the relationship between costs and workers
hired. In this case, there is a fixed cost of $3 (when X =0, Y = $3), and
the wage rate is $2 per hour. A firm that hired 6 labor hours, for
example, would incur total labor costs of $15[= 3 + 2(6) = 3 + 12]. Table
1A.1 illustrates some other values for this function for various values of X.
2. Y is a nonlinear function of X. This case covers a number of possibilities,
including quadratic functions (containing X?), higher-order polynomials (con-
taining X>, X*, and so forth), and those based on special functions such as
logarithms. All of these have the property that a given change in X can have
different effects on Y depending on the value of X. This contrasts with linear
functions for which any specific change in X always changes Y by a precisely
predictable amount no matter what X is.
To see this, consider the quadratic equation

Y = —X? 4+ 15X (1A.4)

Y values for this equation for values of X between —3 and +6 are shown in
Table 1A.1. Notice that as X increases by one unit, the values of Y go up rapidly
at first but then slow down. When X increases from 0 to 1, for example, Y
increases from 0 to 14. But when X increases from 5 to 6, Y increases only from
50 to 54. This looks like Ricardo’s notion of diminishing returns—as X
increases, its ability to increase Y diminishes.”

20f course, for other nonlinear functions, specific increases in X may result in increasing amounts of Y (consider, for
example, X2 + 15X).
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Linear function

An equation that is
represented by a straight-
line graph.

Intercept
The value of Y when X
equals zero.

Slope

The direction ofalineona
graph; shows the change
in Ythat results from a unit
change in X.

PART ONE Introduction

GRAPHING FUNCTIONS OF ONE VARIABLE

When we write down the functional relationship between X and Y, we are sum-
marizing all there is to know about that relationship. In principle, this book, or any
book that uses mathematics, could be written using only these equations. Graphs of
some of these functions, however, are very helpful. Graphs not only make it easier
for us to understand certain arguments; they also can take the place of a lot of the
mathematical notation that must be developed. For these reasons, this book relies
heavily on graphs to develop its basic economic models. Here we look at a few
graphic techniques.

A graph is simply one way to show the relationship between two variables.
Usually, the values of the dependent variable (Y) are shown on the vertical axis
and the values of the independent variable (X) are shown on the horizontal axis.?
Figure 1A.1 uses this form to graph Equation 1A.3. Although we use heavy dots to
show only the points of this function that are listed in Table 1A.1, the graph
represents the function for every possible value of X. The graph of Equation 1A.3
is a straight line, which is why this is called a linear function. In Figure 1A.1, X and
Y can take on both positive and negative values. The variables used in economics
generally take on only positive values, and therefore we only have to use the upper-
right-hand (positive) quadrant of the axes.

Linear Functions: Intercepts and Slopes

Two important features of the graph in Figure 1A.1 are its slope and its intercept on
the Y-axis. The Y-intercept is the value of Y when X is equal to 0. For example, as
shown in Figure 1A.1, when X = 0, Y = 3; this means that 3 is the Y-intercept.* In
the general linear form of Equation 1A.2,

Y =a+ bX

the Y-intercept will be Y = a, because this is the value of Y when X = 0.

We define the slope of any straight line to be the ratio of the change in Y to the
change in X for a movement along the line. The slope can be defined mathemati-
cally as

_ChangeinY AY

Slope = Change in X~ AX

(1A.5)
where the A (“delta”) notation simply means “change in.” For the particular func-
tion shown in Figure 1A.1, the slope is equal to 2. You can clearly see from the
dashed lines, representing changes in X and Y, that a given change in X is met by a
change of twice that amount in Y. Table 1A.1 shows the same result—as X
increases from 0 to 1, Y increases from 3 to 5. Consequently

3In economics, this convention is not always followed. Sometimes a dependent variable is shown on the horizontal
axis as, for example, in the case of demand and supply curves. In that case, the independent variable (price) is shown
on the vertical axis and the dependent variable (quantity) on the horizontal axis. See Example 1A.1.

“4One can also speak of the X-intercept of a function, which is defined as that value of X for which Y = 0. For Equation
1A.3, itis easy to see that Y = O when X = —3/2, which is then the X-intercept. The X-intercept for the general linear
function in Equation 1A.2 is given by X = —a/b, as may be seen by substituting that value into the equation.
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Graph of the Linear Function Y =3 + 2X

Y-axis
10
Ay
AX
5-3_,
5 1-0
Y-intercept — 3
| | / | | | X-axis
-10 -5 01 5 10

X-intercept

-10 -

The Y-intercept is 3; when X = 0, Y = 3. The slope of the line is 2; an increase in Xby 1 will
increase Y by 2.

AY 5-3
Slope =AX"1-0" 2 (1A.6)

It should be obvious that this is true for all the other points in Table 1A.1.
Everywhere along the straight line, the slope is the same. Generally, for any linear
function, the slope is given by b in Equation 1A.2. The slope of a straight line may
be positive (as it is in Figure 1A.1), or it may be negative, in which case the line
would run from upper left to lower right.

A straight line may also have a slope of 0, which is a horizontal line. In this case,
the value of Y is constant; changes in X will not affect Y. The function would be
Y =a+ 0X, or Y = a. This equation is represented by a horizontal line (parallel to
the X-axis) through point @ on the Y-axis.

Interpreting Slopes: An Example

The slope of the relationship between a cause (X) and an effect (Y) is one of the most
important things that economists try to measure. Because the slope (or the related
concept of elasticity) shows, in quantitative terms, how a small (marginal) change in
one variable affects some other variable, this is a valuable piece of information for
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building most every economic model. For example, suppose a researcher discovered
that the quantity of oranges (Q) a typical family eats during any week can be
represented by the equation:

Q=12-0.2P (1A.7)

Where P is the price of a single orange, in cents. Hence, if an orange costs 20 cents,
this family would consume eight oranges per week. If the price rose to 50 cents,
orange consumption would fall to only two per week.” On the other hand, if
oranges were given away (P = 0), the family would eat 12 each week. With this
sort of information, it would be possible for an agricultural economist to assess how
families might react to factors such as winter freezes or increased imports of oranges
that might affect their price.

Slopes and Units of Measurement

Notice that in introducing Equation 1A.7, we were careful to state precisely how
the variables O and P were measured. In the usual algebra course, this issue does
not arise because Y and X have no specific physical meaning. But in economics, this
issue is crucial—the slope of a relationship will depend on how variables are
measured. For example, if orange prices were measured in dollars, the same
behavior described in Equation 1A.7 would be represented by:

Q=12-20P (1A.8)

Notice that at a price of $0.20, the family still eats eight oranges per week. With a
price of $0.50, they eat only two. The slope here is 100 times the slope in Equation
1A.7, however, because of the change in the way P is measured.

Changing the way that O is measured will also change the relationship. If
orange consumption is now measured in boxes of 10 oranges each, and P represents
the price for such a box, Equation 1A.7 would become:

Q=1.2-0.002P (1A.9)
. . This equation still says that the family will consume
el e b Ui i eight oranges (that is, 0.8 of a box) each week if

each box of oranges costs 200 cents and two
oranges (0.2 of a box) if each box costs 500 cents.
Notice that, in this case, changing the units in which
Q is measured changes both the intercept and the
slope of this equation.

Because slopes of economic relationships

Suppose that the quantity of flounder caught
each week off New Jersey is given by

Q = 100 + 5P (where Q is the quantity of floun-
der measured in thousands of pounds and P is
the price per pound in dollars). Explain:

1. What are the units of the intercept and the depend on the units of measurement used, they are
slope in this equation? not a very convenient concept for economists to use
2. How would this equation change if flounder to summarize behavior. Instead, they usually use
catch were measured in pounds and price elasticities, which are unit-free. This concept is
measured in cents per pound? introduced in Chapter 3 and then used throughout

the remainder of the book.

®Notice that this equation only makes sense for P < 60 because it is impossible to eat negative numbers of oranges.
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KEEPinMIND!

Marshall’'s Trap

In Chapter 1, we described how the English economist Alfred Marshall chose to put price on the
vertical axis and quantity on the horizontal axis when graphing a demand relationship. This decision,
although sensible for many economic purposes, has posed nightmares for students for more than a
century because they are used to seeing the “independent variable” (in this case, price, P) on the
horizontal axis. Of course, it is easy to solve Equation 1A.7 for P as:

P =60-5Q (1A.10)

]

This equation even has an economic meaning—it shows the family’s “marginal willingness to pay” for
one more orange, given that they are already consuming a certain amount. For example, this family is
willing to pay 20 cents per orange for one more orange if consumption is eight per week. But making
price the dependent variable is not the customary way we think about demand, even though this is
how Marshall graphed the situation. It is usually far better to stick to the original way of writing
demand (i.e., Equation 1A.7), but keep in mind that the axes have been reversed, and you need to
think carefully before making statements about, say, changing slopes or intercepts.

Changes in Slope

Quite often in this text we are interested in changing the parameters (thatis, a and b)
of a linear function. We can do this in two ways: We can change the Y-intercept, or
we can change the slope. Figure 1A.2 shows the graph of the function

Y=-X+10 (1A.11)

This linear function has a slope of —1 and a Y-intercept of Y = 10. Figure 1A.2
also shows the function

Y=-2X+10 (1A.12)

We have doubled the slope of Equation 1A.11 from —1 to —2 and kept the
Y-intercept at Y = 10. This causes the graph of the function to become steeper and
to rotate about the Y-intercept. In general, a change in the slope of a function will
cause this kind of rotation without changing the value of its Y-intercept. Since a
linear function takes on the value of its Y-intercept when X = 0, changing the slope
will not change the value of the function at this point.

Changes in Intercept Figure 1A.3 also shows a graph of the function
Y = —X + 10. It shows the effect of changes in the constant term, that is, the Y-
intercept only, while the slope stays at —1. Figure 1A.3 shows the graphs of

Y=-X+12 (1A.13)
and
Y=-X+5 (1A.14)

All three lines are parallel; they have the same slope. Changing the Y-intercept
only makes the line shift up and down. Its slope does not change. Of course, changes
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FIGURE 1A.2 - - :
-Changes in the Slope of a Linear Function

Y
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Y = —-X+ 10 (slope = —1)

/ Y = —2X + 10 (slope = —2)

o
T
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When the slope of a linear function is changed but the Y-intercept remains fixed, the graph
of the function rotates about the Y-intercept.

in the Y-intercepts also cause the X-intercepts to change, and you can see these new
intercepts.

In many places in this book, we show how economic changes can be repre-
sented by changes in slopes or in intercepts. Although the economic context varies,
the mathematical form of these changes is of the general type shown in Figure 1A.2

and Figure 1A.3. Application 1A.1: How Does Zil-
low.com Do It? employs these concepts to illustrate
one way in which linear functions can be used to

In Figure 1A.2, the X-intercept changes from 10 value houses.

to 5 as the slope of the graph changes from —1 to
—2. Explain:
1. What would happen to the X-intercept in

Figure 1A.2 if the slope changed to —5/6? Nonlinear Functions

Graphing nonlinear functions is also straight-

2. Whatdo you learn by comparing the graphs forward. Figure 1A.4 shows a graph of

in Figure 1A.2 to those in Figure 1A.3?
Y = -X?+15X (1A.15)
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FIGURE 1A.3 B ; -
-Changes inthe Y-Intercept of a Linear Function

When the Y-intercept of a function is changed, the graph of the function shifts up or down
and is parallel to the other graphs.

for relatively small, positive values of X. Heavy dots are used to indicate the specific
values identified in Table 1A.1, though, again, the function is defined for all values
of X. The general concave shape of the graph in Figure 1A.4 reflects the nonlinear
nature of this function.

The Slope of a Nonlinear Function

Because the graph of a nonlinear function is, by definition, not a straight line, it
does not have the same slope at every point. Instead, the slope of a nonlinear
function at a particular point is defined to be the slope of the straight line that is
tangent to the function at that point. For example, the slope of the function shown
in Figure 1A.4 at point B is the slope of the tangent line illustrated at that point. As
is clear from the figure, in this particular case, the slope of this function gets
smaller as X increases. This graphical interpretation of “diminishing returns” to
increasing X is simply a visual illustration of fact already pointed out in the
discussion of Table 1A.1.
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How Does Zillow.com Do [t?

The web site Zillow.com (founded in 2006) provides esti-
mated values for practically every residential home in the
United States. Because this amounts to more than 70 million
homes, there is no way that the company can study the
details of each house as a traditional real estate appraiser
might. Instead, the company uses public data on homes that
recently sold together with statistical techniques to estimate
a relationship between the price of a house (P) and those
characteristics of a house that can be obtained from public
sources (such as the number of square feet, X).

A Simple Example

For example, Zillow might determine that houses in a parti-
cular area obey the relationship:

P = $50,000 + $150X (1)

This equation says that a house in this location costs $50,000
(for the lot, say) plus $150 for each square foot. So, a 2,000
square foot house would be worth $350,000, and a 3,000
square foot house would be worth $500,000. Figure 1A

FIGURE 1A Relationship between the Floor Area of a House
and Its Market Value

House value
(dollars)

House with view
500,000 — — — — — — —

House without
| view

350,000 — — — — —,

150,000

50,000

0 2,000 3,000 Floor area
(square feet)

Using data on recent house sales, Zillow.com can calculate a
relationship between floor area (X, measured in square feet)
and market value (P). The entire relationship shifts upward by
$100,000 if a house has a nice view.

shows this linear relationship. Using this relationship, Zillow
can predict a value for every house in its database.

Location, Location, Location

One factor that Zillow must pay close attention to is the
location of the houses it is pricing. As any real estate agent
will tell you, location is often all that matters in a home price.
Hence, it would not be appropriate to estimate a relation-
ship such as Equation 1A.1 for the entire United States or
even for a fairly large city. Instead, it must narrow its focus on
localities where the square foot value of a house might
reasonably be expected to be constant. In especially desir-
able locations, houses might sell for $500 per square foot or
more, and lots would cost much more than $50,000.

What Zillow Can’t See

A second problem with the Zillow estimates is that actual
house prices may depend on factors about which Zillow has
no information. For example, real estate databases may
have no information about whether a house has a nice
view or not. If having a view would raise a typical lot price
by $100,000, for example, the relationship for houses with
views should be the one shown by the upper line in Figure
1A. Zillow would systematically underestimate the values of
such houses.

How Accurate Is Zillow?

The advent of the Zillow web site has raised a lot of questions
about how accurate its estimates really are. The company
admits that it cannot value what it cannot see (such as
whether a house has a fancy interior), but it defends its
estimates as providing a good starting place for home-
buyers. Independent evaluations of Zillow pricing conclude
that its estimates are within 10 percent of a home's actual
sales price about 70-80 percent of the time. Hence, the site
does seem to provide useful information and a chance for
home voyeurs to take a peak at really expensive homes
(Zillow also provides aerial views).

To THINK ABOUT

1. How should Zillow decide the size area over which it will
estimate Equation 1A.17

2. Will Zillow put traditional real estate appraisers out of
business?
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Graph of the Quadratic Function Y = —X% + 15X

Y
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The quadratic equation Y = —X? + 15X has a concave graph—the slopes of the tangents
to the curve diminish as X increases. This shape reflects the economic principle of
diminishing marginal returns. The slope of a chord from the function to the origin shows
the ratio Y/X.

Marginal and Average Effects

Economists are often interested in the size of the effect that X has on Y. There are
two different ways of making this concept precise. The most usual is to look at the
marginal effect—that is, how does a small change in X change Y? For this type of
effect, the focus is on AY/AX, the slope of the function. For the linear equations
illustrated in Figure 1A.1 to Figure 1A.3, this effect is constant—in economic terms,
the marginal effect of X on Y is constant for all values of X. For the nonlinear
equation graphed in Figure 1A.4, this marginal effect diminishes as X gets larger.
Diminishing returns and diminishing marginal effects amount to the same thing.

Sometimes economists speak of the average effect of X on Y. By this, they
simply mean the ratio Y/X. For example, as shown in Chapter 6, the average
productivity of labor in, say, automobile production is measured as the ratio of
total auto production (say, 10 million cars per year) to total labor employed (say,
250,000 workers). Hence, average productivity is 40 (= 10,000,000 + 250,000)
cars per year per worker.

35

Marginal effect

The change in Y brought
about by a one unit
change in X at a particular
value of X. (Also the slope
of the function.)

Average effect

The ratio of Yto X at a
particular value of X. (Also
the slope of the ray from
the origin to the function.)
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Showing average values on a graph is more
complex than showing marginal values (slopes). To

do so, we take the point on the graph that is of
interest (say, point A in Figure 1A.4 whose coordi-
nates are X = 4, Y = 44) and draw the chord OA.
The slope of OA is then Y/X = 44/4 = 11—the
B average effect we seek to measure. By comparing
1. How many additional grapes are harvested the slope of OA to that of OB(= 54/6 = 9), it is
by the 10th worker? The 20th worker? The easy to see that the average effect of X on Y also
50th worker? declines as X increases in Figure 1A.4. This is

Suppose that the relationship between grapes
harvested per hour (G, measured in pounds) and
the number of workers hired (L, measured in
worker hours) is given by G = 100 + 20L.

2. What is the average productivity when 10 another reflection of the diminishing returns in this
workers are hired? When 20 workers are function. In later chapters, we show the relationship
hired? When 50 workers are hired? between marginal and average effects in many dif-

ferent contexts. Application 1A.2: Can a “Flat” Tax
Be Progressive? shows how the concepts arise in
disputes about revising the U.S. personal income tax.

Calculus and Marginalism

Although this book does not require that you know calculus, it should be clear
that many of the concepts that we cover were originally discovered using that
branch of mathematics. Specifically, many economic concepts are based on look-
ing at the effect of a small (marginal) change in a variable X on some other
variable Y. You should be familiar with some of these concepts (such as marginal
cost, marginal revenue, or marginal productivity) from your introductory eco-
nomics course. Calculus provides a way of making the definitions for these ideas
more precise. For example, in calculus, mathematicians develop the idea of the
derivative of a function, which is simply defined as the limit of the ratio AY/AX as
AX gets very small. This limit is denoted as dY/dX and is termed the derivative of Y
with respect to X. In graphical terms, the derivative of a function is identical to its
slope. For linear functions, the derivative has a constant value that does not
depend on the value of X being used. But for nonlinear functions, the value of
the derivative varies, depending on which value of X is being considered. In
economic terms, the derivative provides a convenient shorthand way of noting
the marginal effect of X on Y.

Perhaps the most important use for calculus in microeconomics is to study the
formal conclusions that can be derived from the assumption that an economic
actor seeks to maximize something. All such problems reach the same general
conclusion—that the dependent variable, Y, reaches its maximum value (assuming
there is one) at that value of X for which dY/dX = 0. To see why, assume that this
derivative (slope) is, say, greater than zero. Then Y can not be at its maximum value
because an increase in X would, in fact, succeed in increasing Y. Alternatively, if the
derivative (slope) of the function were negative, decreasing X would increase Y.
Hence, only if the derivative is 0 can X be at its optimal value. Similar comments
apply when one is seeking to find that value of X which yields a minimum
value for Y.
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Can a "Flat” Tax Be Progressive?

Ever since the U.S. federal income tax (FIT) was first enacted
in 1913, there has been a running debate about its faimess,
particularly about whether the rates of taxation fairly reflect a
person'’s ability to pay. Historically, the FIT had steeply rising
tax rates, though these were moderated during the 1970s
and 1980s. Recently, a flat tax with a single tax rate has been
proposed as a solution to some of the complexities and
adverse economic incentives that arise with multiple rates.
These ideas have been attacked as unfair in that they would
eliminate the prevailing increasing rate structure.

Progressive Income Taxation

Advocates of tax fairness usually argue that income taxes
should be "progressive”—that is, they argue that richer peo-
ple should pay a higher fraction of their incomes in taxes
because they are "more able to do so.” Notice that the claim
is that the rich should pay proportionally more, not just more,
taxes. To achieve this goal, lawmakers have tended to spec-
ify tax schedules with increasing marginal rates. That is, an
extra dollar of income is taxed at a higher rate the higher a
person’s income is. Figure 1A illustrates these increasing
rates by the line OT." The increasing slope of the various
segments of OT reflects the increasing marginal tax rate
structure.

Flat Taxes

Progressive rate structures are very hard to administer. For
example, progressive rates make it difficult to withhold
income tax from people because it is not often clear what
rate to use. Also, a progressive rate structure usually
requires some type of multiyear averaging to be fair to
people whose incomes fluctuate a lot. One way to avoid
problems like these and still have a “progressive” tax is to
use a single rate system (a so-called flat tax) together with
an initial personal exemption. The line OT' in Figure 1A
shows such a tax. In this case, the tax schedule provides
an initial exemption of $25,000 and then applies a flat rate
of 25 percent on remaining income. Although this structure
does not have rising marginal tax rates, it still is a progress-
ive tax structure. For example, people who make $50,000
per year pay 12.5 percent of their income in taxes
(0.25(50,000 — 25,000)/50,000 = 0.125), whereas people
who make $150,000 pay nearly 21 percent of their income
in taxes (0.25(150,000 — 25,000)/ 150,000 = 0.208).

"The tax does permit various deductions in calculating “taxable
income.” Hence, Figure 1A does not reflect the relationship between
total income and taxes paid.

FIGURE 1A Progressive Rates Compared to a Flat
Tax Schedule

Tax
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The line OT shows tax liabilities under the current rate sche-
dule. OT shows tax liabilities under one flat tax proposal.

Flat Tax Popularity

Many eastern European countries have recently introduced
flat taxes. Estonia led the way in 1994 and was soon followed
by Lithuania and Latvia. More recently many other countries
have followed suit, including Russia, Georgia, Serbia, and
Ukraine. What is unique about these countries is that they
have all had recent major changes in their government
structures, making it possible to do some fresh thinking
about how income should be taxed.

PoLicy CHALLENGE

The United States already has a flat tax. The “Alternative
Minimum Tax” (AMT) allows an exemption of about
$45,000 from income with the remainder being taxed at a
flat 28 percent. The AMT also has far fewer special deduc-
tions and credits than does the regular income tax. Would it
be a good idea to use the AMT to replace the currentincome
tax? Would this tax be “progressive enough”? What groups
do you think would support such a replacement? Who would
oppose it?
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Consider the most well-known application of this principle. Let X be the
quantity of output a firm produces. The profits a firm receives from selling this
output depend on how much is produced and are denoted by n(X). But profits are
defined as the difference between revenue and cost [that is ©(X) = R(X) — C(X)].
Now applying the maximizing principle to profits yields:

dn(X) dR(X) dC(X) dR(X)  dC(X)

X~ ax  ax 9" Tax T

In words, this says that for profits to be at a maximum, the firm should produce
that level of output for which the derivative of revenue with respect to output (that
is, marginal revenue) is equal to the derivative of costs with respect to output (that
is, marginal cost). This calculus-based approach to profit maximization was first
employed by the French economist A. Cournot in the early nineteenth century. It
represents both a simpler and more elegant approach to showing the “marginal
revenue equals marginal cost” implication of profit maximization than the combi-
nation of graphs and intuition that you probably encountered in your introductory
economics course. Although we will not use many calculus-based explanations in
this book, such mathematical tools are the primary way in which modern-day
economists construct most of their models.

(1A.16)

FUNCTIONS OF TWO OR MORE VARIABLES

Economists are usually concerned with functions of more than just one variable
because there is almost always more than a single cause of an economic outcome.
To see the effects of many causes, economists must work with functions of several
variables. A two-variable function might be written in functional notation as

Y =1(X, 2) (1A.17)

This equation shows that Y’s values depend on the values of two independent
variables, X and Z. For example, an individual’s weight (Y) depends not only on
calories eaten (X) but also on how much the individual exercises (Z). Increases in X
increase Y, but increases in Z decrease Y. The functional notation in Equation
1A.17 hints at the possibility that there might be trade-offs between eating and
exercise. In Chapter 2, we start to explore such trade-offs because they are central to
the choices that both individuals and firms make. The next example provides a first
step in this process.

Trade-offs and Contour Lines: An Example

As anillustration of how many variable functions can show trade-offs, consider the
function

Y=VX-Z=X%7% Xx>0,Z>0. (1A.18)

Choosing to look at this function is, of course, no accident—it will turn out that
this function (or a slight generalization of it) will be used throughout this book
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whenever we need to illustrate trade-offs in a simple TABLE 1A.2
context.® Here, however, we will look only at some of
the function’s mathematical properties. Table 1A.2
shows a few values of X and Z together with the result-
ing value for Y predicted by this function. Two inter-
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Values of X, Z, and Y That
Satisfy the Relationship

Y=VvX-Z

z Y

esting facts about the function are shown in the table.
First, notice that if we hold X constant at, say, X = 2,
increasing Z also also increases Y. For example, increas-
ing Z from 1 to 2 increases the value of Y from 1.414 to
2. Increasing Z further, to 3, increases Y further to
2.449. But the sizes of these increases get smaller as Z
continues to increase further. In economic terms, this
shows that the marginal gains from further Z are
decreasing for this function if we hold X constant.
Hence, if we were concerned about the cost of Z, we
might be careful in buying more of it and instead think
about increasing X to achieve gains in Y. This is pre-
cisely the sort of intuition that will guide our discus-
sions of trade-offs in households’ and firms’ optimizing
behavior.

BAE DR P WWWWNNNN= = = 2 % I

B OWOWN-_2PPWON-_PWON-_D>WN -

1.000
1.414
1.732
2.000
1.414
2.000
2.449
2.828
1.732
2.449
3.000
3.464
2.000
2.828
3.464
4.000

Contour Lines

A second fact that is illustrated by the calculations in Table 1A.2 is that a number of
different combinations of X and Z yield the same value for Y. For example, Y = 2
forX=1,Z=4,orfor X =2,Z =2, or for X =4, Z = 1. Indeed, it seems there
are probably an infinite number of combinations of X and Z that would yield a
value of Y = 2. Studying all of these combinations would appear to be a valuable
way of learning about trade-offs between X and Z.

There are two ways in which we might make progress in examining such
trade-offs. The first approach is algebraic—if we set Y = 2, we can solve Equa-
tion 1A.18 for the kind of relationship that X and Z must have to yield this
outcome

Y:Z:\/X-Zor4:X-ZorX:%. (1A.19)

All of the combinations we just illustrated satisfy this relationship, as do many
others. In fact, Equation 1A.19 shows precisely how we have to change the values
of X and Z to keep Y at 2.

Another way to see the trade-offs in a multivariable function is to graph its
contour lines. These show the various combinations of X and Z that yield a given
value of Y. The term “contour lines” is borrowed from mapmakers who also use

“Formally, this function is a particular form of the “Cobb-Douglas” function that we will use to examine the choices of
both consumers and firms.

Contour lines

Lines in two dimensions
that show the sets of
values of the independent
variables that yield the
same value for the
dependent variable.
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Contour LinesforY=vX-Z

Contour lines for the function Y =+/X-Z are rectangular hyperbolas. They can be
represented by making Y equal to various supplied values (here, Y=1, Y=2, Y=23)
and then graphing the relationship between the independent variables X and Z

such lines to show altitude on a two-dimensional map. For example, a contour
labeled “1,500 feet” shows the locations on the map that are precisely 1,500 feet
above sea level. Similarly, a contour labeled Y = 2 shows all those combinations of
X and Z that yield a value of 2 for the dependent variable Y. Three such contour
lines are shown in Figure 1A.5, for Y =1, Y = 2, and Y = 3. In this particular case,

the contour lines are hyperbolas, as can be seen

Micro Quiz 1A.4 from Equation 1A.19, which represents the contour

line for Y = 2.
Figure 1A.5 shows three contour lines for the The slope of these contour lines shows how X
function Y = v/X - Z. How do these lines com- and Z can be traded off against one another while
pare to the following contour lines? still keeping Y constant. In later chapters, we will
1, Aoy T v TR examige such slop?s in much more detail because
TR they will tell us quite a bit about how households

and firms behave. For the moment, the most
important fact to note is that the slope of the
contour lines is constantly changing—that is, the
terms at which X and Z can be changed while

2. Contour lines for Y= 81, 16, and 1 for the
function Y = X2 - Z?
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KEEPinMIND!

The Value of a Trade-off Depends on Where You Start

The contour lines in Figure 1A.5 look much like those we will encounter throughout this book. They are
relatively steep when Xis small, implying that adding 1 to X allows us to reduce Z significantly while
keeping Y constant. On the other hand, when Xis large, the contour line is much flatter—adding 1 to X
does not permit much reduction in Zwhile keeping Y constant. This fact is also illustrated in Table 1A.2.
Suppose we start with X = 1, Z = 4, which yields a value of Y = 2. If we increase Xto 2, we can reduce Z
to 2 and keep Y constant. One more X allows us to reduce Z by 2. On the other hand, if we start at

X = 2, adding 1 to X allows us to reduce Z to 4/3. This will continue to yield a value of 2 for Y (since
\/3 - 4/3 = V4 = 2), but now we can only reduce Z by 2/3—much less than we could when we started
from X = 1. Such a changing trade-off reflects a diminishing marginal effectiveness of adding more X,
and this plays an important role in all of microeconomics. The rate at which one variable can be traded
off against another while holding a third constant is seldom constant in economics but almost always
depends on where you start.

holding Y constant, changes as we move along any contour line. This fact is
important enough to warrant giving it special emphasis.

SIMULTANEOUS EQUATIONS

Another mathematical concept that is often used in economics is simultaneous  Simultaneous equations
equations. When two variables (say, X and Y) are related by two different equa- A set of equations with
tions, it is sometimes, though not always, possible to solve these equations together ~ M°'¢ than one variable

. . L . that must be solved
for a single set of values of X and Y that satisfies both of the equations. For example, together for a particular

it is easy to see that the two equations solution.
X+Y=3
* (1A.20)
X=Y=1
have a unique solution of
X=2
(1A.21)
Y =1

These equations operate “simultaneously” to determine the solutions for X and
Y. One of the equations alone cannot determine a specific value for either
variable—the solution depends on both of the equations.

Changing Solutions for Simultaneous Equations

It makes no sense in these equations to ask how a change in, say, X would affect
the solution for Y. There is only one solution for X and Y from these two
equations. As long as both equations must hold, the solution values for neither
X nor Y can change. Of course, if the equations themselves are changed, then
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Micro Quiz 1A.5 their solution will also change. For example, the
equation system

Economists use the ceteris paribus assumption X+Y=5

" i " i 1A.22
to hold “everything else” constant when looking X_Y =1 ( )
at a particular effect. How is this assumption
reflected in simultaneous equations? Specifi- is solved as
cally: X—3
1. Explain how the changes illustrated in y—2 (1A.23)

Figure 1A.6 represent a change in “some-
thing else.” Changing just one of the numbers in Equation

Bt I TR - s ke et Set 1A.20 yields an entirely different solution set.

Figure 1A.6 might occur in a supply-
demand context in the real world.

Graphing Simultaneous Equations

These results are illustrated in Figure 1A.6. The two
equations in Equation Set 1A.20 are straight lines

FIGURE 1A.6 B - .
Solving Simultaneous Equations

Y

5RY=5-X

Y=X-1

|

|

| X
0 1 2 3 5
The linear equations X +Y =3 (Y =3—-X) and (X—Y =1) can be solved simulta-
neously to find X =2, Y= 1. This solution is shown by the point of intersection of the
graphs of the two equations. If the first equation is changed (to Y = 5 — X), the solution will
also change (to X=3,Y=2).
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that intersect at the point (2,1). This point is the solution to the two equations, since
it is the only one that lies on both lines. Changing the constant in the first equation
of this system provides a different intersection for Equation Set 1A.22. In that case,
the lines intersect at point (3,2), and that is the new solution. Even though only one
of the lines shifted, both X and Y take on new solutions.

The similarity between the algebraic graph in Figure 1A.6 and the supply and
demand graphs in Figure 1A.3 and Figure 1A.4 is striking. The point of intersec-
tion of two curves is called a “solution” in algebra and an “equilibrium” in
economics, but in both cases we are finding the point that satisfies both relation-
ships. The shift of the demand curve in Figure 1A.4 clearly resembles the change in
the simultaneous equation set in Figure 1A.6. In both cases, the shift in one of the
curves results in new solutions for both of the variables. If we could figure out the
algebraic form for the supply and demand curves for a product, this example
shows how we might make predictions about markets. Application 1A.3: Can
Supply and Demand Explain Changing World Oil Prices? provides a glimpse of
this sort of analysis.

EMPIRICAL MICROECONOMICS AND
ECONOMETRICS

As we discussed in Chapter 1, economists are not only concerned with devising
models of how the economy works. They must also be concerned with establishing
the validity of those models, usually by looking at data from the real world. The
tools used for this purpose are studied in the field of econometrics (literally,
“economic measuring”). Because many of the applications that appear in this
book are taken from econometric studies, and because econometrics has come to
play an increasingly important role in all of economics, here we briefly discuss a few
aspects of this subject. Any extended treatment is, of course, better handled in a full
course on econometrics; but discussion of a few key issues may be helpful in
understanding how economists draw conclusions about their models. Specifically,
we look at two topics that are relevant to all of econometrics: (1) random influ-
ences, and (2) imposing the ceteris paribus assumption.

Random Influences

If real-world data fit economic models perfectly, econometrics would be a very
simple subject. For example, suppose an economist hypothesizes that the demand
for pizza (Q) is a linear function of the price of pizza (P) of the form

Q=a-bP (1A.24)

where the values for a and b were to be determined by the data. Because any straight
line can be established by knowing only two points on it, all the researcher would
have to do is (1) find two places or time periods where “everything else” was the
same (a topic we take up next), (2) record the values of Q and P for these observa-
tions, and (3) calculate the line passing through the two points. Assuming that the
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Can Supply and Demand Explain Changing World Oil Prices?

Crude oil prices rose to more than $120 per barrel during the
summer of 2008. This sharp run-up in price led to demands
for all sorts of actions, including imposing punitive taxes on
oil companies and sharply limiting “speculation” in the oil
market. Before jumping on such a bandwagon, it is always
prudent for an economist to ask whether such price move-
ments might simply reflect the familiar forces of supply and
demand in the oil market.

A Simple Model

To examine the question, let's consider a simple supply-
demand model for crude oil that was introduced in the
previous edition of this book. This model seeks to explain
two variables: The price of crude oil per barrel (P, measured
in dollars) and the quantity of oil produced (Q, measured in
millions of barrels per day) according to the equations:

Demand Q = 85— 0.4P 1
Supply Q=55+ 0.6P (1)

Solving these equations simultaneously yields:
85—-0.4P =55+0.6Por P=30,0=73 (2)

This solution is approximately what was observed in crude oil
markets during the period 2000-2002—price was about
$30 per barrel, and about 70-75 million barrels were pro-
duced per day.

Increasing Demand

Since 2000-2002, demand for crude oil has increased sub-
stantially throughout the world. Probably the most important
factor has been the rapid economic growth in the world’s

'At this equilibrium, the price elasticity of demand for crude oil is
—.16, and the elasticity of supply is .25. Both figures approximate
what can be found in the empirical literature.

two most populous countries—India and China. Not surpris-
ingly, it seems that citizens of these countries want to drive
cars and enjoy modern appliances just as much as do citizens
of Western countries. Overall, the influence of such growth
may have been to increase the world demand for crude oil by
as much as 3-4 percent each year. Taking the larger of these
two numbers, the demand equation for crude oil might have
shifted outward to Q = 112 — .4P by 2008. If we re-solve the
model in Equation 1A.1 using this new demand, we get
P =57, Q=87. This new equilibrium is shown in Figure
1A. Although our model does indeed predict a large rise in
price as a result of increased demand, the actual price in the
summer of 2008 was much higher than this prediction.
Hence, we need to look further for a full explanation.

Measuring Price Correctly

In microeconomics, it is important to remember that the
price shown in supply-demand graphs should be taken to
be a relative price—that is, it should reflect the price of the
item being studied relative to other prices. We must make
two adjustments to the relative price predicted by our model
to compare it to the actual 2008 price. First, we need to
consider the increase in prices generally in the United States.
Overall, prices increased about 23 percent during this per-
iod. Hence, in terms of 2008 prices, our prediction of $57 per
barrel should be adjusted upward to about $70 per barrel.
Second, we need to consider the fact that oil is priced in U.S.
dollars, and the dollar suffered a significant decline in value
relative to other currencies over the period. For example, the
value of the euro relative to the dollar was 66 percent higher
in 2008 than it was in 2001. Changes in the values of other
major currencies were not so large, but still, we should pro-
bably adjust the price of oil upward by about 35 percent to
reflect the dollar's decline. Hence, our predicted 2008 oil
price now becomes about $94 per barrel.
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FIGURE 1A World Oil Market sharp run-up in prices proved rather short-lived because the
world-wide recession that started in late 2007 sharply
Price reduced oil demand. By March 2009 world oil prices had
($2000/barrel) fallen below $50 per barrel in nominal terms. In real terms (as
in Figure 1A) this decline took prices back toward their year
2000 levels.

Of course, nothing in world oil markets ever stays con-
70 - s stant. By summer 2009 oil prices were again rising as econo-
mies around the world began to recover from the recession.
Our simple model suggests that a full recovery will return
prices to a real value of about $60 per barrel in year 2000
prices — that is, to perhaps $95 in nominal terms. But all such
projections should be greeted with a large degree of skepti-
cism because no one knows what additional factors may
arise to affect the market.

60

D (2008)

50 -

To THINK ABOUT

1. Because crude oil that is not produced today can be sold
tomorrow, firms (and countries) must take prospects for
future sales into account in their current supply decisions.

How would the supply curve for oil be affected by wide-

i | ! | D (2|000) spread expectations that oil prices will increase dramati-
0 70 75 80 85 Quantity cally in the future? Would the resulting change in price
(Millions suggest to producers that their expectations might be

bbl/day) correct? If so, would these effects create a speculative

“bubble” in world oil prices? What factors might limit the

Model predicts that increasing demand between 2000 and extent of such a bubble?

2008 raises relative price from $30 to $57. 2. The supply and demand curves shown in Figure 1A

implicitly assume that the world oil market is reasonably

competitive. This assumption may be dubious for the
supply side of the market in which the OPEC cartel con-
trols about 50 percent of world oil production. Does the
existence of the OPEC cartel seriously undermine using

Prices Fall Back

Overall, then, it appears that the increase in demand can supply and demand curves to explain trends in world oil
explain a good portion of the price rise in the summer of markets? What added factors should be taken into
2008. The remaining rise in price may be attributable to account in modeling the world oil market to account for
short-run influences on the market (such as weather or the influence of the cartel? How do you think govern-
other disruptions at some production locations) and possibly ments in the cartel actually model the world oil market for

to some degree of “speculation”. Ultimately, however, the their own purposes?
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Statistical inference
Use of actual data and
statistical techniques to
determine quantitative
economic relationships.

PART ONE Introduction

FIGURE 1A.7 -
-Inferrmg the Demand Curve from Real-World Data

Price (P)

Quantity (Q)

Even when the ceteris paribus assumption is in force, actual data (shown by the points) will
not fit the demand curve (D) perfectly because of random influences. Statistical proce-
dures must be used to infer the location of D.

demand Equation 1A.24 holds in other times or places, all other points on this
curve could be determined with perfect accuracy.

In fact, however, no economic model exhibits such perfect accuracy. Instead,
the actual data on Q and P will be scattered around the “true” demand curve
because of the huge variety of random influences (such as whether people get a
yearning for pizza on a given day) that affect demand. This situation is illustrated in
Figure 1A.7. The true demand curve for pizza is shown by the blue line, D.
Researchers do not know this line. They can “see” only the actual points shown
in color. The problem the researcher faces then is how to infer what the true demand
curve is from these scattered points.

Technically, this is a problem in statistical inference. The researcher uses
various statistical techniques in an attempt to see through all of the random things
that affect the demand for pizza and to infer what the relationship between QO and P
actually is. A discussion of the techniques actually used for this purpose is beyond
the scope of this book, but a glance at Figure 1A.7 makes clear that no technique
will find a straight line that fits the points perfectly. Instead, some compromises will
have to be made in order to find a demand curve that is “close” to most of the data
points. Careful consideration of the kinds of random influences present in a
problem can help in devising which technique to use.” A few of the applications
in this text describe how researchers have adapted statistical techniques to their
purposes.

’In many problems, the statistical technique of “ordinary least squares” is the best available. This technique
proceeds by choosing the line for which the sum of the squared deviations from the line for all of the data points
is as small as possible. For a discussion, see R. Ramanathan, Introductory Econometrics with Applications, 5th ed.
(Mason, OH: South-Westen College Publishing, 2001).
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The Ceteris Paribus Assumption

All economic theories employ the assumption that “other things are held constant.”
In the real world, of course, many things do change. If the data points in Figure 1A.7
come from different weeks, for example, it is unlikely that conditions such as the
weather or the prices of pizza substitutes (hamburgers?) have remained unchanged
over these periods. Similarly, if the data points in the figure come from, say,
different towns, it is unlikely that all factors that may affect pizza demand are
exactly the same in every town. Hence, a researcher might reasonably be concerned
that the data in Figure 1A.7 do not reflect a single demand curve. Rather, the points
may lie on several different demand curves, and attempting to force them into a
single curve would be a mistake.

To address this problem, two things must be
done: (1) Data should be collected on all of the
other factors that affect demand, and (2) appropri-

ate procedures must be used to control for these
measurable factors in analysis. Although the con-
ceptual framework for doing this is fairly straight-
forward,® many practical problems arise. Most
important, it may not in fact be possible to measure
all of the other factors that affect demand. Con-
sider, for example, the problem of deciding how to
measure the precise influence of a pizza advertising
campaign on pizza demand. Would you measure
the number of ads placed, the number of ad readers,
or the “quality” of the ads? Ideally, one might like to
measure people’s perceptions of the ads—but how
would you do that without an elaborate and costly
survey? Ultimately, then, the researcher will often
have to make some compromises in the kinds of
data that can be collected, and some uncertainty
will remain about whether the ceteris paribus
assumption has been imposed faithfully. Many con-
troversies over testing the reliability of economic
models arise for precisely this reason.

An economic consulting firm is hired to estimate
the demand for broccoli in several cities. Explain
using a graph why each of the following
“solutions” to the ceteris paribus problem is
incorrect—why would the demand curves
developed by applying each approach probably
be wrong?

Approach 1: Collect data over several years for
the price and quantity of broccoli in each city.
Then graph the data separately for each city and
estimate a separate “demand curve” for each
city.

Approach 2: Collect data over several years for
the price and quantity of broccoli in each city and
average each city’s data over the years available.
Now graph the resulting averages and draw a
"demand curve” through these points.

Exogenous and Endogenous Variables

In any economic model, it is important to differentiate between variables whose
values are determined by the model and those that come from outside the model.
Variables whose values are determined by a model are called endogenous variables
(“inside variables”), and those whose values come from outside the model are called

8To control for the other measurable factors (X) that affect demand, the demand curve given in Equation 1A.22 must
be modified to include these other factors as Q = a — bP + cX. Once the values for a, b, and ¢ have been
determined, this allows the researcher to hold X constant (as is required by the ceteris paribus assumption) while
looking at the relationship between Q and P. Changes in X shift the entire Q-P relationship (that is, changes in X shift
the demand curve).
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exogenous variables (“outside” variables). In many microeconomic models, price
and quantity are the endogenous variables, whereas the exogenous variables are
factors from outside the particular market being considered, often variables that
reflect macroeconomic conditions. To illustrate this distinction, we return to the
simultaneous model specified in Equation 1A.22 but change the notation so that P
and Q represent the price and quantity of some good. The values of these two
variables are determined simultaneously by the operations of supply and demand.
The market equilibrium is also affected by two exogenous variables, W and Z. W
reflects factors that positively affect demand (such as consumer income), whereas Z
reflects factors that shift the supply curve upward (such as workers’ wages). Our
economic model of this market can be written as:

Q=-P+W

(1A.25)
P=Q+Z

After we specify values for Wand Z, this becomes a model with two equations and
two unknowns and can be solved for (equilibrium) values of P and Q. For example,
if W= 3,Z = —1, this is identical to the model in Equation 1A.22, and the solution
is P =1, Q = 2. Similarly, if W = 5, Z = —1, the solution to this model is P = 2,
Q = 3. Notice the solution strategy here. First, we must know the values for the
exogenous variables in the model. We then plug these into the model and proceed to
solve for the values of the endogenous variables. This is how practically all eco-
nomic models work.

The Reduced Form

There is a shortcut to solving these models if you need to do so many times that
involves solving for the endogenous variables in terms of the exogenous variables.
By plugging the second equation in 1A.25 into the first, we get

20=W-ZorQ=W-2)/2

(1A.26)
P=Q+ZorP=W+2)/2

You should check that inserting the values for W and Z used previously into
Equation 1A.26 will yield precisely the same values for P and O that we found in
the previous paragraph.

The equations in 1A.26 are called the reduced form of the “structural” model in
Equations 1A.25. Not only is expressing all the endogenous variables in a model in
terms of the exogenous variables a useful procedure for making predictions, but
also there may be econometric advantages of estimating reduced forms rather than
structural equations. We will not pursue such issues in this book, however.
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KEEPinMIND!

How to Know When a Problem Is Solved

A frustration experienced by many students who are beginning their study of microeconomics is that
they cannot tell when they have arrived at a suitable solution to a problem. Making the distinction
between endogenous and exogenous variables can help you in this process. After you identify which
variables are being specified from outside a model and which are being determined within a model,
your goal is usually to solve for the endogenous variables (i.e., price and quantity). If you are given
explicit values for the exogenous variables in the model (i.e., prices for firms’ input costs), a solution will
consist of explicit numerical values for all of the endogenous variables in the model. On the other hand,
if you are just given symbols for the exogenous variables, a solution will consist of a reduced form in
which each endogenous variable is a function only of these exogenous variables. Any purported
"solution” that fails to solve for each of the endogenous variables in a model is not complete.
Throughout this book, we will point out situations where students sometimes make this sort of

mistake.

SUMMARY

This chapter reviews material that should be familiar to
you from prior math and economics classes. The fol-
lowing results will be used throughout the rest of this
book:

e Linear equations have graphs that are straight
lines. These lines are described by their slopes
and by their intercepts with the Y-axis.

e Changes in the slope cause the graph of a linear
equation to rotate about its Y-intercept. Changes
in the X- or Y-intercept cause the graph to shiftin a
parallel way.

¢ Nonlinear equations have graphs that have curved
shapes. Their slopes change as X changes.

e Economists often use functions of two or more
variables because economic outcomes have many
causes. These functions can sometimes be graphed

in two dimensions by using contour lines. These
lines show trade-offs that can be made while hold-
ing the value of the dependent variable constant.
This is especially difficult in the case of simulta-
neous equations that determine the values of endo-
genous variables.

Simultaneous equations determine solutions for
two (or more) variables that satisfy all of the equa-
tions. An important use of such equations is to
show how supply and demand determine equili-
brium prices.

Testing economic models usually requires the use
of real-world data together with appropriate
econometric techniques. An important problem
in all such applications is to ensure that the ceteris
paribus assumption has been imposed correctly.
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Part 2

DEMAND

“There is one general law of demand.... The amount demanded
increases with a fall in price and diminishes with a rise in price.

Alfred Marshall, Principles of Economics, 1890

Part 2 examines how economists model people’s economic decisions. Our main
goal is to develop Marshall’s demand curve for a product and to show why this
demand curve is likely to be downward sloping. This “law of demand” (that price
and quantity demanded move in opposite directions) is a central building block of
microeconomics.

Chapter 2 describes how economists treat the consumer’s decision problem.
We first define the concept of utility, which represents a consumer’s preferences.
The second half of the chapter discusses how people decide to spend their limited
incomes on different goods to get the greatest satisfaction possible—that is, to
“maximize” their utility.

Chapter 3 investigates how people change their choices when their income
changes or as prices change. This allows us to develop an individual’s demand curve
for a product. These individual demand curves can then be added up to yield the
familiar market demand curve. Some details on ways to use elasticities to measure
how responsive market demand is to changes in income or prices are also provided
in Chapter 3.
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Chapter 2

UTILITY AND CHOICE

E very day you must make many choices:
when to wake up; what to eat; how much
time to spend working, studying, or relaxing; and
whether to buy something or save your money.
Economists investigate all these decisions
because they all affect the way any economy
operates. In this chapter, we look at the general
model used for this purpose.

The economic theory of choice begins by
describing people’s preferences. This amounts to
a complete cataloging of how a person feels
about all the things he or she might do. But
people are not free to do anything they want—
they are constrained by time, income, and many
other factors in the choices open to them. Our

model of choice must therefore describe how
these constraints affect the ways in which indivi-
duals actually are able to make choices based on
their preferences.

UTILITY

Economists model people’s preferences using
the concept of utility, which we define as the
satisfaction that a person receives from his or
her economic activities. This concept is very
broad, and in the next few sections we define it
more precisely. We use the simple case of a single
consumer who receives utility from just two
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Theory of choice

The interaction of
preferences and
constraints that causes
people to make the
choices they do.

Utility

The pleasure or
satisfaction that people
get from their economic
activity.

Ceteris paribus
assumption

In economic analysis,
holding all other factors
constant so that only the
factor being studied is
allowed to change.

PART TWO Demand

commodities. We will eventually analyze how that person chooses to allocate
income between these two goods, but first we need to develop a better under-
standing of utility itself.

Ceteris Paribus Assumption

To identify all the factors affecting a person’s feelings of satisfaction would be a
lifelong task for an imaginative psychologist. To simplify matters, economists focus
on basic, quantifiable economic factors and look at how people choose among
them. Economists clearly recognize that all sorts of elements (aesthetics, love,
security, envy, and so forth) affect behavior, but they develop models in which
these are held constant and are not specifically analyzed.

Much economic analysis is based on this ceteris paribus (other things being
equal) assumption. We can simplify the analysis of a person’s consumption deci-
sions by assuming that satisfaction is affected only by choices made among the
options being considered. All other effects on satisfaction are assumed to remain
constant. In this way, we can isolate the economic influences that affect consump-
tion behavior. This narrow focus is not intended to imply that other things that
affect utility are unimportant; we are conceptually holding these other factors
constant so that we may study choices in a simplified setting.

Utility from Consuming Two Goods

This chapter concentrates on an individual’s problem of choosing the quantities of
two goods (which for most purposes we will call simply “X” and “Y”) to consume.
We assume that the person receives utility from these goods and that we can show
this utility in functional notation by

Utility = U(X, Y; other things) (2.1)

This notation indicates that the utility an individual receives from consuming X
and Y over some period of time depends on the quantities of X and Y consumed and
on “other things.” These other things might include easily quantifiable items such as
the amounts of other kinds of goods consumed, the number of hours worked, or the
amount of time spent sleeping. They might also include such unquantifiable items
as love, security, and feelings of self-worth. These other things appear after the
semicolon in Equation 2.1 because we assume that they do not change while we
look at the individual’s choice between X and Y. If one of the other things should
change, the utility from some particular amounts of X and Y might be very different
than it was before.

For example, several times in this chapter we consider the case of a person
choosing how many hamburgers (Y) and soft drinks (X) to consume during one
week. Although our example uses somewhat silly commodities, the analysis is
quite general and will apply to any two goods. In analyzing the hamburger—soft
drink choices, we assume that all other factors affecting utility are held constant.
The weather, the person’s basic preferences for hamburgers and soft drinks, the
person’s exercise pattern, and everything else are assumed not to change during
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the analysis. If the weather, for instance, were to become warmer, we might
expect soft drinks to become relatively more desirable, and we wish to eliminate
such effects from our analysis, at least for the moment. We usually write the
utility function in Equation 2.1 as

Utility = U(X, Y) (2.2)
with the understanding that many other things are being held constant. All eco-
nomic analyses impose some form of this ceteris paribus assumption so that the
relationship between a selected few variables can be studied.

Measuring Utility

You might think that economists would try to measure a basic concept such as
utility, perhaps enlisting psychologists in the process. About 100 years ago, a
number of economists did indeed pursue this issue, but they encountered several
difficulties. The most important of these problems arose from trying to compare
utility measures among people. Economists (and psychologists too) just could not
manage to come up with a single scale of well-being that seemed to fit most people.
In Application 2.1: Can Money Buy Health and Happiness? we look at some recent
attempts to solve this problem. But, ultimately, it seems that there is no general way
to compare the utility that a particular choice provides to one person to the utility
that it provides to someone else. Today, economists have largely abandoned the
search for a common utility scale and have instead come to focus on explaining
actual observed behavior using simple models that do not require them to measure
utility. That is the approach we will take in this book.

ASSUMPTIONS ABOUT PREFERENCES

In order to provide a foundation for our study of utility, we need to make three
assumptions about behavior that seem quite reasonable. These are intended to
provide a simple framework for what we mean when we say people make choices
in a rational and consistent way.

Completeness

When faced with two options, A or B, it seems reasonable that a person can say
whether he or she prefers A to B, or B to A, or finds them equally attractive. In
other words, we assume that people are not paralyzed by indecision—that they
can actually state what they prefer. This assumption rules out the situation of
the mythical jackass who, finding himself halfway between a bale of hay and a
sack of oats, starved to death because he was unable to decide which one to
choose.

We can extend this example a bit by assuming that people can make such
preference judgements about any possible options presented to them. That is, we
will assume preferences are complete. For any options presented, a person always is
able to state which is preferred.
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Complete preferences
The assumption that an
individual is able to state
which of any two options
is preferred.
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O N 2.1

Can Money Buy Health and Happiness?

Although measuring utility directly may be impossible, econ-
omists have been quite willing to explore various approxi-
mations. Perhaps the most widely used measure is annual
income. As the old joke goes, even if money can’t buy
happiness, it can buy you any kind of sadness you want.
Here we focus specifically on the connections between
income, health, and happiness.

Income and Health

An individual’s health is certainly one aspect of his or her
utility, and the relationship between income and health has
been intensively studied. Virtually all of these studies con-
clude that people who have higher incomes enjoy better
health. For example, comparing men of equal ages, life
expectancy is about 7 years shorter for those with incomes
in the bottom quarter of the population than for those in
the top quarter. Similar differences show up in the preva-
lence of various diseases—rates of heart disease and can-
cer are much lower for those in the upper-income group.
Clearly it appears that money can “buy” good health.
There is less agreement among economists about why
more income “buys” good health.” The standard explana-
tion is that higher incomes allow people greater access to
health care. Higher incomes may also be associated with
taking fewer health-related risks (e.g., smoking or excessive
alcohol consumption). In fact, these factors play relatively
little role in determining an individual’s health. For example,
the connection between income and health persists in coun-
tries with extensive national health insurance systems and
after controlling for the risky things people do. These find-
ings have led some economists to question the precise
causality in the income-health linkage. Is it possible that the
health is affecting income rather than vice versa? There are
two general ways in which a person’s health may affect his or
her income. First, health may affect the kinds or amount of
work that a person can do. Disabilities that limit a person’s
hours of work or that prevent people from taking some
good-paying jobs can have a major negative effect on
income. Similarly, large health-related expenses can prevent
a person from accumulating wealth, thereby reducing the
income that might be received in the form of dividends or
interest. As in many economic situations where the causal

"For a more complete discussion of the issues raised in this section,
see James P. Smith, “Healthy Bodies and Thick Wallets: The Dual
Relationship between Health and Economic Status,” Journal of Eco-
nomic Perspectives (Spring 1999): 145-166.

connection between two variables runs both ways, sorting
out the precise relationship between income and health
from the available data can be difficult.

Income and Happiness

A more general approach to the relationship between
income and utility asks people to rank how happy they are
on a numerical scale. Although people’s answers show con-
siderable variability, the data do show certain regularities.
People with higherincomes report that they are happier than
are those with lower incomes in virtually every survey. For
example, the economic historian Richard Easterlin reports on
measured happiness in the United States on a 4-point scale.
He finds that people with incomes above $75,000 per year
have an average happiness ranking of 2.8, whereas those
with incomes below $20,000 per year have a ranking below
2.0.2 Surveys from other countries show much the same
result.

One puzzle in the association between income and
happiness is that a person’s happiness does not seem to
rise as he or she becomes more affluent during his or her
lifetime. But people always seem to think they are better off
than they were in the past and will be even better off in the
future. Easterlin argues that such findings can be explained
by the fact that people’s aspirations rise with theirincomes—
getting richer as one gets older is offset by rising expecta-
tions in its total effect on happiness.

To THINK ABOUT

1. A higher income makes it possible for a person to con-
sume bundles of goods that were previously unafford-
able. He or she must necessarily be better off. Isn't that
all we need to know?

2. Sometimes people are said to be poor if they have to
spend more than, say, 25 percent of their income on
food. Why would spending a large fraction of one's
income on food tend to indicate some degree of eco-
nomic deprivation? How would you want to adjust the
25 percent figure for factors such as family size or the
number of meals eaten in restaurants?

2Richard A. Easterlin, “Income and Happiness: Toward a Unified
Theory” Economic Journal, July 2001: 465-484.




CHAPTER 2 Utility and Choice

Transitivity

In addition to assuming that people can state their preferences clearly and
completely, we also might expect these preferences to exhibit some sort of
internal consistency. That is, we would not expect a person to say contradictory
things about what he or she likes. This presumption can be formalized by the
assumption that preferences are transitive. If a person states, “I prefer A to B” and
“I prefer B to C,” we would expect that he or she would also say, “I prefer A to C.” A
person who instead stated the contrary (“I prefer C to A”) would appear to be
hopelessly confused. Economists do not believe people suffer from such confusions
(at least not on a regular basis), so they generally assume them away for most
purposes.

More Is Better: Defining an Economic “Good”

A third assumption we make about preferences is that a person prefers more of a
good to less. In Figure 2.1, all points in the darkly shaded area are preferred to the
amounts of X* of good X and Y* of good Y. Movement from point X*, Y* to any
point in the shaded area is an unambiguous improvement, since in this area this
person gets more of one good without taking less of another. This idea leads us to

FIGURE 2.1
-More of a Good Is Preferred to Less

Quantity of Y
per week

0 X* Quantity of X
per week

The darkly shaded area represents those combinations of Xand Y that are unambiguously
preferred to the combination X*, Y*. This is why goods are called “goods”; individuals
prefer having more of any good rather than less. Combinations of X and Y in the lightly
shaded area are inferior to the combination X*, Y*, whereas those in the questionable
areas may or may not be superior to X*, Y*.
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Transitivity of
preferences

The property that if Ais
preferred to B, and Bis
preferred to C, then A
must be preferred to C.
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define an “economic good” as an item that yields positive benefits to people.’ That
is, more of a good is, by definition, better. Combinations of goods in the lightly
shaded area of Figure 2.1 are definitely inferior to X*, Y* since they offer less of

both goods.

These three assumptions about preferences are about enough to justify our
use of the simple utility function that we introduced earlier. That is, if people obey
these assumptions, they will make choices in a way consistent with using such a
function. Notice that economists do not claim that people actually consult a utility
function when deciding, say, what brand of toothpaste to buy. Instead, we assume
that people have relatively well-defined preferences and make decisions as if they
consulted such a function. Remember Friedman’s pool player analogy from
Chapter 1—the laws of physics can explain his or her shots even though the player
knows nothing about physics. Similarly, the theory of utility can explain economic
choices even though no one actually has a utility function embedded in his or her
brain. Whether economists actually have to consider exactly what does go on in the
brains of people has become a topic of some debate in recent years. In Application
2.2: Should Economists Care about How the Mind Works? we provide a first look

at that debate.

Micro Quiz 2.1

How should the assumption of completeness

and transitivity be reflected in Figure 2.17

Specifically:

1. What does the assumption of completeness
imply about all of the points in the figure?

2. If it were known that a particular point in the
"?" area in Figure 2.1 was preferred to point
X*, Y*, how could transitivity be used to
rank some other points in that area?

Indifference curve

A curve that shows all the
combinations of goods or
services that provide the
same level of utility.

Indifference Curves

To study voluntary trades, we use the concept of an indifference curve. Such a curve
shows all those combinations of two goods that provide the same utility to an

VOLUNTARY TRADES AND
INDIFFERENCE CURVES

How people feel about getting more of some good
when they must give up an amount of some other
good is probably the most important reason for
studying preferences and utility. The areas identified
with question marks in Figure 2.1 are difficult to
compare to X*, Y* because they involve more of
one good and less of the other. Whether a move from
X*, Y* into these areas would increase utility is not
clear. To be able to look into this situation, we need
some additional tools. Because giving up units of one
commodity (for example, money) to get back addi-
tional units of some other commodity (say, candy
bars) is what gives rise to trade and organized mar-
kets, these new tools provide the foundation for the
economic analysis of demand.

"Later in this chapter, we briefly describe a theory of “bads"—items for which less is preferred to more. Such items
might include toxic wastes, mosquitoes, or, for your authors, lima beans.
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Should Economists Care about How the Mind Works?

The theory of utility is a pure invention of economists. When
noneconomists think about the decisions of people to buy
things or take jobs, they are very unlikely to describe these in
utility-maximizing terms. Rather, noneconomists believe that
peoples’ choices are influenced by a wide variety of social
and psychological forces, and sometimes it may be simply
impossible to explain certain decisions. Some scientists even
believe that decisions are mainly influenced by chemical
interactions in the brain and that these bear no particular
relationship to economists’ models.

Arguments about Utility Are Long-Standing

Economists have argued over the meaning of utility and
utility maximization for over 100 years. For example, the
the nineteenth-century economist F. Y. Edgeworth believed
that eventually psychologists would develop a machine that
could measure pleasure (he called the device a “hedoni-
meter”) and that the readings from this machine would
provide a clear foundation for explaining choices. Other
economists scoffed at the hedonimeter idea, stating that it
was both impractical and unnecessary. For them, the utility
model did a perfectly good job of predicting the economic
behavior of people, and developing a more complete theory
of the psychology underlying that behavior was totally un-
necessary.’ Building Edgeworth’s machine ultimately proved
to be impossible, and the utility theorists seemed to have won
out. But concerns that it might be important to understand a
bit more about the psychology and neurology of economic
behavior lingered on.

After many years of neglect, interest in studying the
relationship between psychology and economic behavior
has begun a return, primarily because economists have
found it difficult to explain some types of behavior using
simple utility models. In Chapter 17, we will study some of
these challenges in detail. Here, we just look at two examples.

Self-Control and Gym Memberships

It seems that people pay far more than they need to for using
the local gym. In a 2006 paper, DellaVigna and Malmendier?
look at the behavior of 7,000 health club members over a
3-year period. They conclude that most of those who buy

"For a discussion, see D. Colander “Edgeworth’s Hedonimeter and
the Quest to Measure Utility” Journal of Economic Perspectives,
Spring 2007: 215-225.

25, DellaVigna and U. Malmendier “Paying Not to Go to the Gym”
American Economic Review, June 2006: 694-719.

annual memberships would be much better off paying sepa-
rately for each visit to the gym. Overall, people would save
nearly 60 percent by opting for such a pay-as-you-go con-
tract. Traditional theory would find it hard to explain why
people choose a wasteful annual contract. Seemingly, only
by introducing psychological ideas such as shortsightedness
(perhaps people with annual memberships think they will go
to the gym more often than they do) or the need for self-
control (the annual membership may force people to go) can
this type of behavior be explained. Adapting utility models
to do this is an important area of current research.

Inattention to Full Prices

There is a lot of evidence that people don't really pay much
attention when they make some economic choices. Often,
decisions must be made in a hurry, or a consumer’s thoughts
may be focused on other things when he or she makes a
purchase. For example, in an experimental study of pur-
chases of CDs on eBay, Hossain and Morgan® found that
buyers paid far less attention to shipping and handling costs
than they did to the price of a good at auction, even when
those other costs were a high fraction of a good's overall
price. A similar lack of attention to all aspects of the price of a
good has been noted for such diverse goods as alcoholic
beverages, hospital services, and vacation packages. Clear
thinking about prices can sometimes be difficult for
people—it may involve real costs in getting and assessing
the relevant information. How utility models should be mod-
ified to take such costs into account is a subject of increasing
amounts of research.

To THINK ABOUT

1. Positioning items on grocery store shelves is an impor-
tant job for managers—they try to place profitable
goods where they will draw attention. Doesn't this
seem to be a waste of time if people are true utility
maximizers in their shopping behavior?

2. What kinds of “irrational” economic decisions do you
make? Why do you make these decisions? Can you
develop a “rational” explanation for them?

3T. Hossain and J. Morgan “. ... Plus Shipping and Handling: Revenue
(Non) Equivalence in Field Experiments on eBay” Advances in Eco-
nomic Analysis and Policy. 2006 (2): 1-27.
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individual; that is, a person is indifferent about which particular combination of
goods on the curve he or she actually has. Figure 2.2 records the quantity of soft
drinks consumed by a person in one week on the horizontal axis and the quantity of
hamburgers consumed in the same week on the vertical axis. The curve U in Figure
2.2 includes all those combinations of hamburgers and soft drinks with which this
person is equally happy. For example, the curve shows that he or she would be just
as happy with six hamburgers and two soft drinks per week (point A) as with four
hamburgers and three soft drinks (point B) or with three hamburgers and four soft
drinks (point C). The points on Uj all provide the same level of utility; therefore, he
or she does not have any reason for preferring any point on U; to any other point.

The indifference curve Uj is similar to a contour line on a map (as discussed in
the Appendix to Chapter 1). It shows those combinations of hamburgers and soft
drinks that provide an identical “altitude” (that is, amount) of utility. Points to the
northeast of U promise a higher level of satisfaction and are preferred to points on
U,. Point E (five soft drinks and four hamburgers) is preferred to point C because it
provides more of both goods. As in Figure 2.1, our definition of economic goods
assures that combination E is preferred to combination C. Similarly, the assump-
tion of transitivity assures that combination E is also preferred to combinations A,
B, and D and to all other combinations on Uj.
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The curve U, shows the combinations of hamburgers and soft drinks that provide the same
level of utility to an individual. The slope of the curve shows the trades an individual will
freely make. For example, in moving from point A to point B, the individual will give up two
hamburgers to get one additional soft drink. In other words, the marginal rate of substitu-
tion is approximately 2 in this range. Points below U, (such as F) provide less utility than
points on U;. Points above U; (such as E) provide more utility than Us.
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Combinations of hamburgers and soft drinks that lie below Uy, on the other
hand, are less desirable because they offer less satisfaction. Point F offers less of
both goods than does point C. The fact that the indifference curve U, has a negative
slope (that is, the curve runs from the upper left-portion of the figure to the lower-
right portion) indicates that if a person gives up some hamburgers, he or she must
receive additional soft drinks to remain equally well-off. This type of movement
along U represents those trades that a person might freely make. Knowledge of U,
therefore eliminates the ambiguity associated with the questionable areas we
showed in Figure 2.1.

Indifference Curves and the Marginal Rate
of Substitution

What happens when a person moves from point A (six hamburgers and two soft
drinks) to point B (four hamburgers and three soft drinks)? This person remains
equally well-off because the two commodity bundles lie on the same indifference
curve. This person will voluntarily give up two of the hamburgers that were being
consumed at point A in exchange for one additional soft drink. The slope of the
curve U; between A and B is therefore approximately —% = —2. That is, Y
(hamburgers) declines two units in response to a one-unit increase in X (soft
drinks). We call the absolute value of this slope the marginal rate of substitution
(MRS). Hence, we would say that the MRS (of soft drinks for hamburgers) between
points A and B is 2: Given his or her current circumstances, this person is willing to
give up two hamburgers in order to get one more soft drink. In making this trade,
this person is substituting soft drinks for hamburgers in his or her consumption
bundle. That is, by convention, we are looking at trades that involve more X
and less Y.

Diminishing Marginal Rate of Substitution

The MRS varies along the curve U;. For points like A, this person has quite a few
hamburgers and is relatively willing to trade them away for soft drinks. On the
other hand, for combinations such as those represented by point D, this person
has a lot of soft drinks and is reluctant to give up any more hamburgers to get
more soft drinks. The increasing reluctance to trade away hamburgers reflects the
notion that the consumption of any one good (here, soft drinks) can be pushed too
far. This characteristic can be seen by considering the trades that take place in
moving from point A to B, from point B to C, and from point C to D. In the first
trade, two hamburgers are given up to get one more soft drink—the MRS is 2 (as
we have already shown). The second trade involves giving up one hamburger to
get one additional soft drink. In this trade, the MRS has declined to 1, reflecting an
increased reluctance to give up hamburgers to get more soft drinks. Finally, for the
third trade, from point C to D, this person is willing to give up a hamburger only if
two soft drinks are received in return. In this final trade, the MRS is ¥ (the
individual is willing to give up one-half of a hamburger to get one more soft
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Marginal rate of
substitution (MRS)

The rate at which an
individual is willing to
reduce consumption of
one good when he or she
gets one more unit of
another good. The
negative of the slope of
an indifference curve.
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Micro Quiz 2.2

The slope of an indifference curve is negative.

PART TWO Demand

drink), which is a further decline from the MRS of the previous trades. Hence, the
MRS steadily declines as soft drinks (shown on the X-axis) increase.

Balance in Consumption

The conclusion of a diminishing MRS is based on
the idea that people prefer balanced consumption

1. Explain why the slope of an indifference bundles to unbalanced ones.” This assumption is
curve would not be expected to be positive illustrated precisely in Figure 2.3, where the indif-
for economic “goods.” ference curve U; from Figure 2.2 is redrawn. Our

2. Explain why the MRS (which is the negative discussion here concerns the two extreme consump-
of the slope of an indifference curve) cannot tion options A and D. In consuming A, this person
be calculated for points E and F in Figure gets six hamburgers and two soft drinks; the same
2.2 without additional information. satisfaction could be received by consuming D (two

hamburgers and six soft drinks). Now consider a
bundle of commodities (say, G) “between” these
extremes. With G (four hamburgers and four soft
drinks), this person obtains a higher level of satisfaction (point G is northeast of the
indifference curve U;) than with either of the extreme bundles A or D.
The reason for this increased satisfaction should be geometrically obvious.
All of the points on the straight line joining A and D lie above U;. Point G is one
of these points (as the figure shows, there are many others). As long as the
indifference curve obeys the assumption of a diminishing MRS, it will have the
type of convex shape shown in Figure 2.3. Any consumption bundle that rep-
resents an “average” between two equally attractive extremes will be preferred to
those extremes. The assumption of a diminishing MRS (or convex indifference
curves) reflects the notion that people prefer variety in their consumption
choices.

2If we assume utility is measurable, we can provide an alternative analysis of a diminishing MRS. To do so, we
introduce the concept of the marginal utility of a good X (denoted by MUx). Marginal utility is defined as the extra
utility obtained by consuming one more unit of good X. The concept is meaningful only if utility can be measured
and so is not as useful as the MRS. If the individual is asked to give up some Y (AY) to get some additional X (AX), the
change in utility is given by

Change in utility = MUy - AY + MUy - AX {i}
Itis equal to the utility gained from the additional X less the utility lost from the reduction in Y. Since utility does not
change along an indifference curve, we can use Equation i to derive

—AY o MUx
AX MUy

{ii}

Along an indifference curve, the negative of its slope is given by MUx/MUy. That is, by definition, the MRS. Hence
we have

MRS = MUyx/MUy {iii}

As a numerical illustration, suppose an extra hamburger yields two utils (units of utility; MUy = 2) and an extra
soft drink yields four utils (MUx = 4). Now MRS = 2 because the individual will be willing to trade away two
hamburgers to get an additional soft drink. If we can assume that MU falls and MUy increases as X is substituted
for Y, Equation iii shows that MRS will fall as we move counterclockwise along Uj.
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The consumption bundle G (four hamburgers, four soft drinks) is preferred to either of the
extreme bundles Aand D. This is a result of the assumption of a diminishing MRS. Because
individuals become progressively less willing to give up hamburgers as they move in a
southeasterly direction along U, the curve U; will have a convex shape. Consequently, all
points on a straight line joining two points such as A and D will lie above Uj. Points such as
G will be preferred to any of those on Us.

INDIFFERENCE CURVE MAPS

Although Figure 2.2 and Figure 2.3 each show only one indifference curve, the
positive quadrant contains infinitely many such curves, each one corresponding to a
different level of utility. Because every combination of hamburgers and soft drinks
must yield some level of utility, every point must have one (and only one)® indif-
ference curve passing through it. These curves are, as we said earlier, similar to the
contour lines that appear on topographical maps in that they each represent a
different “altitude” of utility. In Figure 2.4, three indifference curves have been
drawn and are labeled Uy, U,, and Us. These are only three of the infinite number of
curves that characterize an individual’s entire indifference curve map. Just as a map
may have many contour lines (say, one for each inch of altitude), so too the
gradations in utility may be very fine, as would be shown by very closely spaced
indifference curves. For graphic convenience, our analysis generally deals with only
a few indifference curves that are relatively widely spaced.

The labeling of the indifference curves in Figure 2.4 has no special meaning
except to indicate that utility increases as we move from combinations of good on

3One point cannot appear on two separate indifference curves because it cannot yield two different levels of utility.
Each point in a map can have only a single altitude.
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Indifference curve map
A contour map that shows
the utility an individual
obtains from all possible
consumption options.
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difference Curve Map for Hamburgers and Soft Drinks
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The positive quandrant is full of indifference curves, each of which reflects a different level
of ultility. Three such curves are illustrated. Combinations of goods on Us are preferred to
those on U, which in turn are preferred to those on Us. This is simply a reflection of the
assumption that more of a good is preferred to less, as may be seen by comparing points
C, G,and H.

U, to those on U, and then to those on Usz. As we have pointed out, there is no
precise way to measure the level of utility associated with, say, U,. Similarly, we
have no way of measuring the amount of extra utility an individual receives from
consuming bundles on Uj instead of U,. All we can say is that utility increases as
this person moves to higher indifference curves. That is, he or she would prefer to be
on a higher curve rather than on a lower one. This map tells us all there is to know
about this person’s preferences for these two goods. Although the utility concept
may seem abstract, marketing experts have made practical use of these ideas, as
Application 2.3: Product Positioning in Marketing illustrates.

ILLUSTRATING PARTICULAR PREFERENCES

To illustrate some of the ways in which indifference curve maps might be used to
reflect particular kinds of preferences, Figure 2.5 shows four special cases.

A Useless Good

Figure 2.5(a) shows an individual’s indifference curve map for food (on the
horizontal axis) and smoke grinders (on the vertical axis). Because smoke grin-
ders are completely useless, increasing purchases of them does not increase
utility. Only by getting more food does this person enjoy a higher level of utility.
The vertical indifference curve U,, for example, shows that utility will be U, as
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Product Positioning in Marketing

A practical application of utility theory is in the field of
marketing. Firms that wish to develop a new product that
will appeal to consumers must provide the good with attri-
butes that successfully differentiate it from its competitors. A
careful positioning of the good that takes account of both
consumers’ desires and the costs associated with product
attributes can make the difference between a profitable and
an unprofitable product introduction.

Graphic Analysis

Consider, for example, the case of breakfast cereals. Sup-
pose only two attributes matter to consumers—taste and
crunchiness (shown on the axes of Figure 1). Utility increases
for movements in the northeast direction on this graph.
Suppose that a new breakfast cereal has two competitors—
Brand X and Brand Y. The marketing expert's problem is to
position the new brand in such a way that it provides more
utility to the consumer than does Brand X or Brand Y, while
keeping the new cereal’s production costs competitive. If
marketing surveys suggest that the typical consumer’s

FIGURE 1 Product Positioning

Taste

oZ

U,

Crunchiness

Market research indicates consumers are indifferent
between the characteristics of cereals X and Y. Positioning
a new brand at Z offers good market prospects.

indifference curve resembles Uy, this can be accomplished
by positioning the new brand at, say, point Z.

Hotels

Hotel chains use essentially the same procedure in compet-
ing for business. For example, the Marriott Corporation
gathers small focus groups of consumers." It then asks
them to rank various sets of hotel attributes such as check-
in convenience, pools, and room service. Such information
allows Marriott to construct (multidimensional) indifference
curves for these various attributes. It then places its major
competitors on these graphs and explores various ways of
correctly positioning its own product.

Options Packages

Similar positioning strategies are followed by makers of
complex products, such as automobiles or personal compu-
ters, supplied with various factory-installed options. These
makers not only must position their basic product among
many competitors but also must decide when to incorporate
options into their designs and how to price them. For exam-
ple, throughout the 1980s, Japanese automakers tended to
incorporate such options as air conditioning, power win-
dows, and sunroofs into their midrange models, thereby
giving them a “luxury” feel relative to their American com-
petitors. The approach was so successful that most makers of
such autos have adopted it. Similarly, in the personal com-
puter market, producers such as Dell or IBM found they
could gain market share by including carefully tailored
packages of peripherals (larger hard drives, extra memory,
and powerful modems) in their packages.

To THINK ABOUT

1. How is the MRS concept relevant to the positioning
analysis illustrated in Figure 1? How could firms take
advantage of information about such a trade-off rate?

2. Doesn't the idea of an automobile “options package”
seem inferior to a situation where each consumer
chooses exactly what he or she wants? How do you
explain the prevalence of preplanned packages?

"This example is taken from Alex Hiam, The Vest Pocket CEO (Engle-
wood Cliffs, NJ: Prentice Hall, 1990): 270-272.




66

PART TWO Demand

FIGURE 2.5 R .
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The four indifference curve maps in this figure geographically analyze different relationships between two goods.

long as this person has 10 units of food no matter how many smoke grinders he or
she has.

An Economic Bad

The situation illustrated in Figure 2.5(a) implicitly assumes that useless goods
cause no harm—having more useless smoke grinders causes no problem since one
can always throw them away. In some cases, however, such free disposal is not
possible, and additional units of a good can cause actual harm. For example,
Figure 2.5(b) shows an indifference curve map for food and houseflies. Holding
food consumption constant at 10, utility declines as the number of houseflies
increases. Because additional houseflies reduce utility, an individual might even be
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willing to give up some food (and buy flypaper instead, for example) in exchange
for fewer houseflies.

Perfect Substitutes

The illustrations of convex indifference curves in Figure 2.2 through Figure 2.4
reflected the assumption that diversity in consumption is desirable. If, however, the
two goods we were examining were essentially the same (or at least served identical
functions), we could not make this argument. In Figure 2.5(c), for example, we
show an individual’s indifference curve map for Exxon and Chevron gasoline.
Because this buyer is unconvinced by television advertisements that stress various
miracle ingredients, he or she has adopted the sensible proposition that all gallons
of gasoline are pretty much the same. Hence, he or she is always willing to trade one
gallon of Exxon for a gallon of Chevron—the MRS along any indifference curve is
1.0. The straight-line indifference curve map in Figure 2.5(c) reflects the perfect
substitutability between these two goods.

Perfect Complements

In Figure 2.5(d), on the other hand, we illustrate a situation in which two goods go
together. This person (quite naturally) prefers to consume left shoes (on the hor-
izontal axis) and right shoes (on the vertical axis) in pairs. If, for example, he or she
currently has three pairs of shoes, additional right shoes provide no more utility
(compare this to the situation in panel a). Similarly, additional left shoes alone
provide no additional utility. An extra pair of shoes, on the other hand, does
increase utility (from U; to Uy) because this person likes to consume these two
goods together. Any situation in which two goods have such a strong complemen-
tary relationship to one another would be described by a similar map of L-shaped
indifference curves.

Of course, these simple examples only hint at the variety in types of preferences
that we can show with indifference curve maps. Later in this chapter, we encounter
other, more realistic, examples that help to explain observed economic behavior.
Because indifference curve maps reflect people’s basic preferences about the goods
they might select, such maps provide an important first building block for studying
demand.

UTILITY MAXIMIZATION: AN INITIAL SURVEY

Economists assume that when a person is faced with a choice from among a number
of possible options, he or she will choose the one that yields the highest utility—
utility maximization. As Adam Smith remarked more than two centuries ago, “We
are not ready to suspect any person of being defective in selfishness.”* In other
words, economists assume that people know their own minds and make choices
consistent with their preferences. This section surveys in general terms how such
choices are made.

4Adam Smith, The Theory of Moral Sentiments (1759; reprint, New Rochelle, NY: Arlington House, 1969), 446.
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Choices Are Constrained

The most important feature of the utility maximization problem is that people are
constrained in what they can buy by the size of their incomes. Of those combina-
tions of goods that a person can afford, he or she will choose the one that is most
preferred. This most preferred bundle of goods may not provide complete bliss; it
may even leave this person in misery. It will, however, reflect the best (utility-
maximizing) use of limited income. All other combinations of goods that can be
bought with that limited income would leave him or her even worse off. It is the
limitation of income that makes the consumer’s choice an economic problem of
allocating a scarce resource (the limited income) among alternative end uses.

An Intuitive [llustration

Consider the following problem: How should a person choose to allocate income
among two goods (hamburgers and soft drinks) if he or she is to obtain the highest
level of utility possible? Answering this question provides fundamental insights into
all of microeconomics. The basic result can easily be stated at the outset. In order to
maximize utility given a fixed amount of income to spend on two goods, this person
should spend the entire amount and choose a combination of goods for which the
marginal rate of substitution between the two goods is equal to the ratio of those
goods’ market prices.

The reasoning behind the first part of this proposition is straightforward.
Because we assume that more is better, a person should obviously spend the entire
amount budgeted for the two items. The alternative here is throwing the money
away, which is obviously less desirable than buying something. If the alternative was
saving the money, we would have to consider savings and the decision to consume
goods in the future. We will take up this more complex problem in Chapter 14.

The reasoning behind the second part of the proposition is more complicated.
Suppose that a person is currently consuming some combination of hamburgers
and soft drinks for which the MRS is equal to 1; he or she is willing to do without
one hamburger in order to get an additional soft drink. Assume, on the other hand,
that the price of hamburgers is $3.00 and that of soft drinks is $1.50. The ratio of
their prices is $1.50/$3.00 = %. This person is able to afford an extra soft drink by
doing without only one-half of a hamburger. In this situation, the individual’s MRS
is not equal to the ratio of the goods’ market prices, and we can show that there is
some other combination of goods that provides more utility.

Suppose this person consumes one less hamburger. This frees $3.00 in purchas-
ing power. He or she can now buy one more soft drink (at a price of $1.50) and is
now as well-off as before, because the MRS was assumed to be 1. However, another
$1.50 remains unspent that can now be spent on either soft drinks or hamburgers
(or some combination of the two). This additional consumption clearly makes this
person better off than in the initial situation.

These numbers were purely arbitrary. Whenever a person selects a combi-
nation of goods for which the MRS (which shows trades this person is willing
to make) differs from the price ratio (which shows trades that can be made in
the market), a similar utility-improving change in spending patterns can be made.
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This reallocation will continue until the MRS is brought into line with the price
ratio, at which time maximum utility is attained. We now present a more formal
proof of this.

SHOWING UTILITY MAXIMIZATION
ON A GRAPH

To show the process of utility maximization on a graph, we will begin by illustrat-
ing how to draw an individual’s budget constraint. This constraint shows which
combinations of goods are affordable. It is from among these combinations that a
person can choose the bundle that provides the most utility.

The Budget Constraint

Figure 2.6 shows the combinations of two goods (which we will call simply X and
Y) that a person with a fixed amount of money to spend can afford. If all available
income is spent on good X, the number of units that can be purchased is recorded as
Xymax in the figure. If all available income is spent on Y, Y, is the amount that can
be bought. The line joining X,,,,x to Y,,... represents the various mixed bundles of
goods X and Y that can be purchased using all the available funds. Combinations of

Fl RE 2. . .
GU - Individual’s Budget Constraint for Two Goods
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Those combinations of X and Y that the individual can afford are shown in the shaded
triangle. If, as we usually assume, the individual prefers more than less of every good, the
outer boundary of this triangle is the relevant constraint where all of the available funds are
spent on either X or Y. The slope of this straight boundary is given by —Px/Py.
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goods in the shaded area below the budget line are also affordable, but these leave
some portion of funds unspent, so these points will not be chosen.

The downward slope of the budget line shows that any person can afford to
buy more X only if Y purchases are cut back. The precise slope of this relationship
depends on the prices of the two goods. If Y is expensive and X is cheap, the line will
be relatively flat because choosing to consume one less Y will permit the purchasing
of many units of X (an individual who decides not to purchase a new designer suit
can instead choose to purchase many pairs of socks). Alternately, if Y is relatively
cheap per unit and X is expensive, the budget line will be steep. Reducing Y
consumption does not permit very much more of good X to be bought. All of
these relationships can be made more precise by using a bit of algebra.

Budget-Constraint Algebra

Suppose that a person has I dollars to spend on either good X or good Y. Suppose
also that Py represents the price of good X and Py the price of good Y. The total
amount spent on X is given by the price of X times the amount purchased (P - X).
Similarly, Py - Y represents total spending on good Y. Because the available income
must be spent on either X or Y, we have

Amount spent on X + Amount spent on Y = |
or
Px X+Py-Y =1 (2.3)

Equation 2.3 is an algebraic statement of the budget line shown in Figure 2.6. To
study the features of this constraint, we can solve this equation for Y so that the budget
line has the standard form for a linear equation (Y = a + bX). This solution gives

Px |
Y- - (P_)xﬂ,—y (2.4)

Although Equations 2.3 and 2.4 say exactly the same thing, the relationship
between Equation 2.4 and its graph is a bit easier to describe. First, notice that the
Y-intercept of the budget constraint is given by I/Py. This shows that if X = 0, the
maximum amount of Y that can be bought is determined by the income this person
has and by the price of Y. For example, if I = $100, and each unit of Y costs $3, the
maximum amount that can be bought is 20 (= I/Py = $100/$5).

Now consider the slope of the budget contraint in Equation 2.4, which is
—Px/Py. This slope shows the opportunity cost (in terms of good Y) of buying
one more unit of good X. The slope is negative because this opportunity cost is
negative—because this person’s choices are constrained by his or her available
budget, buying more X means that less Y can be bought. The precise value of this
opportunity cost depends on the prices of the goods. If Px = $4 and Py = $1, the
slope of the budget constraint is —4(= —Px /Py = —$4/$1)—every additional unit
of X bought requires that Y purchases be reduced by 4 units. With different prices,
this opportunity cost would be different. For example, if Px = $3 and Py = $4, the
slope of the budget constraint is —$3/$4 = —0.75. That is, with these prices, the
opportunity cost of one more unit of good X is now —0.75 units of good Y.
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A Numerical Example

Suppose that a person has $30 to spend on hamburgers (X) and soft drinks (Y) and
suppose also that Py = $3, Py = $1.50. This person’s budget constraint would
then be:

PxX + PyY =3X+15Y=1=30 (2.5)
Solving this equation for Y yields:
1.5Y =30-3X or Y =20 -2X (2.6)

Notice that this equation again shows that this person can buy 20 soft drinks with
his or her $30 income because each drink costs $1.50. The equation also shows that
the opportunity cost of buying one more hamburger is two soft drinks.

KEEPinMIND

Memorizing Formulas Leads to Mistakes

When encountering algebra in economics for the first time, it is common for students to think that they
have to memorize formulas. That can lead to disaster. For example, if you were to try to memorize that
the slope of the budget contraint is —Px/Py, there is a significant likelihood that you could confuse
which good is which. You will be much better off to remember to write the budget constraint in the
form of Equation 2.5, then solve for the quantity of one of the goods. As long as you remember to put
the good you have solved for on the vertical (Y) axis, you will avoid much trouble.

Utility Maximization
A person can afford all bundles of X and Y that satisfy his or her budget
constraint. From among these, he or she will choose the one that offers the
greatest utility. The budget constraint can be used together with the individual’s
indifference curve map to show this utility maximization process. Figure 2.7
illustrates the procedure. This person would be irrational to choose a point such
as A; he or she can get to a higher utility level (that

is, higher thgn U,) j.ust by spending some of the
unspent portion of his or her income. Similarly, by

reallocating expenditures he or she can do better
than point B. This is a case in which the MRS and
the price ratio differ, and this person can move to a
higher indifference curve (say, U,) by choosing to
consume less Y and more X. Point D is out of the
question because income is not large enough to
permit the purchase of that combination of
goods. It is clear that the position of maximum

Suppose a person has $100 to spend on Frisbees
and beach balls.

1. Graph this person’s budget constraint if
Frisbees cost $20 and beach balls cost $10.

2. How would your graph change if this
person decided to spend $200 (rather
than $100) on these two items?

utility will be at point C where the combination 3. H?W would your graph change hf Frisbee
X*, Y* is chosen. This is the only point on indif- prices rose to $25 but total spending
ference curve U, that can be bought with I dollars, returned to $100?

and no higher utility level can be bought. C is the
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FIGURE 2.7 . . . L .
-Graphlc Demonstration of Utility Maximization

Hamburgers
per week

Income

Y*

0 X* Soft drinks
per week

Point C represents the highest utility that can be reached by this individual, given the
budget constraint. The combination X*, Y* is therefore the rational way for this person to
use the available purchasing power. Only for this combination of goods will two condi-
tions hold: All available funds will be spent, and the individual’s psychic rate of trade-off
(marginal rate of substitution) will be equal to the rate at which the goods can be traded in
the market (Px/Py).

Micro Quiz 2.4 single point of tangency between the budget con-

straint and the indifference curve. Therefore all
Simple utility maximization requires funds are spent and
MRS = Px/Py.
1. Why does the price ratio Px/Py show the rate

at which any person can trade Y for Xin “the

market”? lllustrate this principle for the case

of music CDs (which cost $10 each) and are negative)
movie DVDs (which cost $17 each).

Slope of budget constraint
= Slope of indifference curve or
(neglecting the fact that both slopes  (2.7)

2. |If an individual’s current stock of CDs and Px/Py = MRS (2.8)
DVDs yields him orher an MRS of 2-to-1 (that The intuitive example we started with is proved
is, he or she is willing to trade two CDs for as a general result. For a utility maximum, the MRS
one DVD), how should consumption pat- should equal the ratio of the prices of the goods.
terns be changed to increase utility? The diagram shows that if this condition is not

fulfilled, this person could be made better off by
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reallocating expenditures.” You may wish to try several other combinations of X
and Y that this person can afford to show that all of them provide a lower utility
level than does combination C. That is why C is a point of tangency—it is the only
affordable combination that allows this person to reach U,. For a point of non-
tangency (say B), a person can always get more utility because the budget constraint
passes through the indifference curve (see U; in the figure). In Application 2.4:
Ticket Scalping, we examine a case in which people do not have such complete
freedom in how they spend their incomes.

USING THE MODEL OF CHOICE

This model of utility maximization can be used to explain a number of common
observations. Figure 2.8, for example, provides an illustration of why people with
the same income choose to spend this in different ways. In all three panels of Figure
2.8, the budget constraint facing each person is the same. However, Hungry Joe in
panel a of the figure has a clear preference for hamburgers. He chooses to spend his
$30 almost exclusively on burgers. Thirsty Teresa, on the other hand, chooses to
spend most of her $30 on soft drinks. She does buy two hamburgers, however,
because she feels some need for solid food. Extra-Thirsty Ed, whose situation is
shown in panel ¢, wants a totally liquid diet. He gets the most utility from spending
his entire $30 on soft drinks. Even though he would, with more to spend, probably
buy hamburgers, in the current case he is so thirsty that the opportunity cost of
giving up a soft drink to do so is just too high.

Figure 2.9 again shows the four special kinds of indifference curve maps that
were introduced earlier in this chapter. Now we have superimposed a budget
constraint on each one and indicated the utility-maximizing choice by E. Some
obvious implications can be drawn from these illustrations. Panel a makes clear that
a utility-maximizing individual will never buy a useless good. Utility is as large as
possible by consuming only food. There is no reason for this person to incur the
opportunity cost involved in consuming any smoke grinders. A similar result holds
for panel b—there is no reason for this person to spend anything on houseflies
(assuming there is a store that sells them).

In panel ¢, the individual buys only Exxon, even though Exxon and Chevron are
perfect substitutes. The relatively steep budget constraint in the figure shows that

®If we use the results of note 2 on the assumption that utility is measurable, Equation 2.6 can be given an alternative
interpretation. Because

Px/Py = MRS = MUx/MUy {i}
for a utility maximum, we have
MUx MUy .
PP i

The ratio of the extra utility from consuming one more unit of a good to its price should be the same for each good.
Each good should provide the same extra utility per dollar spent. If that were not true, total utility could be raised by
reallocating funds from a good that provided a relatively low level of marginal utility per dollar to one that provided a
high level. For example, suppose that consuming an extra hamburger would yield 5 utils (units of utility), whereas an
extra soft drink would yield 2 utils. Then each util costs $.60 (= $3.00 = 5) if hamburgers are bought and
$.75 (= $1.50 =+ 2) if soft drinks are bought. Clearly hamburgers are a cheaper way to buy utility. So this person
should buy more hamburgers and fewer soft drinks until each good becomes an equally costly way to get utility. Only
when this happens will utility be as large as possible because it cannot be raised by further changes in spending.
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Ticket Scalping

Tickets to major concerts or sporting events are not usually
auctioned off to the highest bidder. Instead, promoters tend
to sell most tickets at “reasonable” prices and then ration the
resulting excess demand either on a first-come-first-served
basis or by limiting the number of tickets each buyer can
purchase. Such rationing mechanisms create the possibility
for further selling of tickets at much higher prices in the
secondary market—that is, ticket “scalping.”

A Graphical Interpretation

Figure 1 shows the motivation for ticket scalping for, say,
Super Bowl tickets. With this consumer’s income and the
quoted price of tickets, he or she would prefer to purchase
four tickets (point A). But the National Football League has
decided to limit tickets to only one per customer. This limita-
tion reduces the consumer’s utility from U, (the utility he or
she would enjoy with tickets freely available) to U;. Notice
that this choice of one ticket (point B) does not obey the

FIGURE 1 Rationing of Tickets Leads to Scalping

Other
goods

Income

I
-

I

I

I

2

I
|
I
1 Super Bowl
tickets

Given this consumer’s income and the price of tickets, he or
she would prefer to buy four. With only one available, utility
falls to Us. This person would pay up to distance CD in other
goods for the right to buy a second ticket at the original
price.

tangency rule for a utility maximum—given the actual price
of tickets, this person would prefer to buy more than one. In
fact, this frustrated consumer would be willing to pay more
than the prevailing price for additional Super Bowl tickets.
He or she would not only be more than willing to buy a
second ticket at the official price (since point C is above U;)
but also be willing to give up an additional amount of other
goods (given by distance CD) to get this ticket. It appears
that this person would be more than willing to pay quite a bit
to a “scalper” for the second ticket. For example, tickets for
major events at the 1996 Atlanta Olympics often sold for five
times their face prices, and resold tickets for the 2005 Super
Bowl went for upwards of $2,000 to die-hard Patriots fans.

Antiscalping Laws

Most economists hold a relatively benign view of ticket
scalping. They look at the activity as being a voluntary trans-
action between a willing buyer and a willing seller. State and
local governments often seem to see things differently, how-
ever. Many have passed laws that seek either to regulate the
prices of resold tickets or to outlaw ticket selling in locations
near the events. The generally cited reason for such laws is
that scalping is “unfair"—perhaps because the “scalper”
makes profits that are “not deserved.” This value judgment
seems excessively harsh, however. Ticket scalpers provide a
valuable service by enabling transactions between those
who place a low value on their tickets and those who would
value them more highly. The ability to make such transac-
tions can itself be valuable to people whose situations
change. Forbidding these transactions may result in wasted
resources if some seats remain unfilled. The primary gainer
from antiscalping laws may be ticket agencies who can gain
a monopoly-like position as the sole source of sought-after
tickets.

PoLicy CHALLENGE

Antiscalping laws are just one example of a wide variety of
laws that prevent individuals from undertaking voluntary
transactions. Other examples include banning the sale of
certain drugs, making it illegal to sell one’s vote in an elec-
tion, or forbidding the selling of human organs. One reason
often given for precluding certain voluntary transactions is
that such transactions may harm third parties. Is that a good
reason for banning such transactions? Does the possibility
for harmful third-party effects seem to explain the various
examples mentioned here? If not, why are such transactions
banned?
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FIGURE 2.8 B - - . - -
-D|fferences in Preferences Result in Differing Choices
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0 4 Soft drinks 0 16 Soft drinks 0
per week per week

(a) Hungry Joe

(b) Thirsty Teresa

2'0 Soft drinks
per week

(c) Extra-Thirsty Ed

The three individuals illustrated here all have the same budget constraint. They have $30 to spend, hamburgers cost $3,
and soft drinks cost $1.50. These people choose very different consumption bundles because they have differing

preferences for the two goods.

Chevron is the more expensive of the two brands, so this person opts to buy only
Exxon. Because the goods are identical, the utility-maximizing decision is to buy only
the less expensive brand. People who buy only generic versions of prescription drugs or
who buy all their brand-name household staples at a discount supermarket are

exhibiting a similar type of behavior.

Finally, the utility-maximizing situation illu-
strated in Figure 2.9(d) shows that this person will
buy shoes only in pairs. Any departure from this
pattern would result in buying extra left or right
shoes, which alone provide no utility. In similar
circumstances involving complementary goods, peo-
ple also tend to purchase those goods together.
Other items of apparel (gloves, earrings, socks, and
so forth) are also bought mainly in pairs. Most peo-
ple have preferred ways of concocting the beverages
they drink (coffee and cream, gin and vermouth) or
of making sandwiches (peanut butter and jelly, ham
and cheese); and people seldom buy automobiles,
stereos, or washing machines by the part. Rather,
they consume these complex goods as fixed packages
made up of their various components.

Overall then, the utility-maximizing model of
choice provides a very flexible way of explaining
why people make the choices that they do. Because

Figure 2.8 and Figure 2.9 show that the condi-
tion for utility maximization should be amended
sometimes to deal with special situations.

condition should be

goods. Use this to explain why your authors

1. Explain how the
changed for “boundary” issues such as
those shown in Figure 2.8(c) and 2.9(c),
where people buy zero amounts of some
never buy any lima beans.

2.

How do you interpret the condition in

which goods are perfect complements,
such as those shown in Figure 2.9(d)? If left
and right shoes were sold separately, could
any price ratio make you depart from

buying pairs?
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tility-Maximizing Choices for Special Types of Goods
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per week
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The four panels in this figure repeat the special indifference curve maps from Figure 2.5. The resulting utility-maximizing

Houseflies
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/ Income U,
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(b) An economic bad
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[
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|
0 2 Left shoes

per week
(d) Perfect complements

positions (denoted by E in each panel) reflect the specific relationships among the goods pictured.

people are faced with budget constraints, they must be careful to allocate their incomes
so that they provide as much satisfaction as possible. Of course, they will not explicitly
engage in the kinds of graphic analyses shown in the figures for this chapter. But this
model seems to be a good way of making precise the notion that people “do the best
with what they’ve got.” We look at how this model can be used to illustrate a famous

court case in Application 2.5: What’s a Rich Uncle’s Promise Worth?

A Few Numerical Examples

Graphs can be helpful in conceptualizing the utility maximization process, but to
solve problems, you will probably need to use algebra. This section provides a few

ideas on how to solve such problems.
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What's a Rich Uncle’s Promise Worth?

One of the strangest legal cases of the nineteenth century
was the New York case of Hamerv. Sidway, in which nephew
Willie sued his uncle for failing to carry through on the
promise to pay him $5,000 if he did not smoke, drink, or
gamble until he reached the age of 21. No one in the case
disagreed that the uncle had made this deal with Willie when
he was about 15 years old. The legal issue was whether the
uncle’s promise was a clear “contract,” enforceable in court.
An examination of this peculiar case provides an instructive
illustration of how economic principles can help to clarify
legal issues.

Graphing the Uncle’s Offer

Figure 1 shows Willie's choice between “sin” (that is, smok-
ing, drinking, and gambling) on the X-axis and his spending
on everything else on the Y-axis. Left to his own devices,
Willie would prefer to consume point A—which involves
some sin along with other things. This would provide him
with utility of U,. Willie's uncle is offering him point B—an
extra $5,000 worth of other things on the condition that

FIGURE 1 Willie’s Utility and His Uncle’s Promises

Other
goods
B
)
Budget
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C
A
Us
U,
Uy

Sin

Left to his own devices, Willie consumes point A and gets utility
U,. His uncle's offer would increase utility to Us. But, when his
uncle reneges, Willie gets U, (point C).

sin = 0. In this graph, it is clear that the offer provides more
utility (Us) than point A, so Willie should take the offer and
spend his teenage years sin-free.

When the Uncle Reneges

When Willie came to collect the $5,000 for his abstinence,
his uncle assured him that he would place the funds in a bank
account that Willie would get once he was “capable of using
it wisely.” But the uncle died and left no provision for pay-
ment in his will. So Willie ended up with no money. The
consequences of being stiffed for the $5,000 can be shown
in Figure 1 by point C—this is the utility Willie would get by
spending all his income on non-sin items.

Willie Goes to Court

Not willing to take his misfortune lying down, Willie took his
uncle’s estate to court, claiming, in effect, that he had made
a contract with his uncle and deserved to be paid. The
primary legal question in the case concerned the issue of
“consideration” in the purported contract between Willie
and his uncle. In contract law the promise of party A to do
something for party B is enforceable only if there is evidence
that an actual bargain was reached. One sign that such an
agreement has been reached is the payment of some form of
consideration from B to A that seals the deal. Although there
was no explicit payment from Willie to his uncle in this case,
the court ultimately ruled that Willie's 6 years of abstinence
itself played that role here. Apparently the uncle derived
pleasure from seeing a “sin-free” Willie so this was regarded
as sufficient consideration in this case. After much wrangling,
Willie finally got paid.

To THINK ABOUT

1. Suppose that the uncle’s heirs had offered to settle by
making Willie as well-off as he would have been by
acting sinfully in his teenage years. In Figure 1, how
could you show the amount they would have to pay?

2. Would the requirement that the uncle make Willie
"whole” by paying the amount suggested in question 1
provide the rightincentives for him to stick to the original
deal?
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Perfect Substitutes Problems involving perfect substitutes are the easiest to
solve—all you have to do is figure out which good is least expensive given the
utility provided. When the goods are identical (Exxon and Chevron), this is easy—
the consumer will choose to spend all of his or her budget on the good with the
lowest price.® If Exxon costs $3 per gallon, and Chevron is $3.25, he or she will buy
only Exxon. If the gasoline budget is $30, 10 gallons will be bought.

When goods are perfect substitutes, but not identical, the story is a bit more
complicated. Suppose a person regards apple juice (A) and grape juice (G) as perfect
substitutes for his or her thirst, but each ounce of apple juice provides 4 units of
utility, whereas each ounce of grape juice provides 3 units of utility. In this case, the
person’s utility function would be:

U(A, G) =4A+ 3G (2.9)
The fact that this utility function is linear means that its indifference curves will be
straight lines as in Figure 2.9c¢. If the price of apple juice is 6 cents per ounce, and the
price of grape juice is 5 cents per ounce, it might at first seem that this person will
buy only grape juice. But that conclusion disregards the difference in utility
provided by the drinks. To decide which drink is really least expensive, suppose
this person has 30 cents to spend. If he or she spends it all on apple juice, 5 ounces
can be bought, and Equation 2.9 shows that these will yield a utility of 20. If the
person spends the 30 cents all on grape juice, 6 ounces can be bought, and utility
will be 18. So, apple juice is actually the better buy after utility differences are taken
into account.” If this person has $1.20 to spend on fruit juice, he or she will spend it
all on apple juice, purchasing 20 ounces and receiving utility of 80.

Perfect Complements Problems involving perfect complements are also easy to
solve so long as you keep in mind that the good must be purchased in a fixed ratio to
one another. If left shoes and right shoes cost $10 each, a pair will cost $20, and a
person will spend all of his or her shoe budget on pairs. With $60 to spend, three
pairs will be bought.

When the complementary relationship is not one-to-one, the calculations are
slightly more complicated. Suppose, for example, a person always buys two bags of
popcorn at $2.50 each at the movie theater. If the theater ticket itself costs $10, the
combination “movie + popcorn” costs $15. With a monthly movie budget of $30,
this person will attend two movies each month.

Let’s look at the algebra of the movie situation. First, we need a way to phrase
the utility function for movies (M) and popcorn (C). The way to do this is with the
function:

U(M, C) = Min(2M, C) (2.10)

Where “Min” means that utility is given by the smaller of the two terms in
parentheses. If, for example, this person attends a movie but buys no popcorn,
utility is zero. If he or she attends a movie and buys three bags of popcorn, utility is
2—the extra bag of popcorn does not raise utility. To avoid such useless spending,

©If the goods cost the same, the consumer is indifferent as to which is bought. He or she might as well flip a coin.
’ Another way to see this uses footnote 6. Here, MUs = 4, MUg = 3, Pao = 6, P = 5. Hence, MUs/Pa = 4/6 = 2/3,
MUg/Pg = 3/5. Since 2/3 > 3/5, apple juice provides more utility per dollar spent than does grape juice.
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this person should only consume bundles for which C = 2M—that is, two bags of
popcorn for each movie. To find out how much will actually be bought, you can
now substitute this into this person’s budget constraint:

30=10M+25Cor 1OM+5M=15M=30so M=2,C=4 (2.11)

Notice that this solution assures utility maximization. Our graphical treatment
(Figure 2.9d) showed that this person will only consume these two perfect comple-
ments in a fixed ratio of two bags of popcorn to each movie. That fact allows us to
treat movies and popcorn as a single item in the budget contraint, so finding the
solution is easy.

A Middle-Ground Case Most pairs of goods are neither perfect substitutes nor
perfect complements. Rather, the relationship between them allows some substitut-
ability but not the sort of all-or-nothing behavior shown in the Exxon-Chevron
example. One of the challenges for economists is to figure out ways of writing utility
functions to cover these situations. Although this can become a very mathematical
topic, here we can describe one simple middle-ground case. Suppose that a person
consumes only X and Y and utility is given by the function we examined in the
Appendix to Chapter 1:

UX, Y) =VX-Y (2.12)

We know from our previous discussion that this function has reasonably shaped
contour lines, so it may be a good example to study. To show utility maximization
with this function, we need first to figure out how the MRS exhibited by an
indifference curve depends on the quantities of each good consumed. Unfortu-
nately, for most functions figuring out the slope of an indifference curve requires
calculus. So, often you will given the MRS. In this case, the MRS is given by:®

MRS(X, Y) = Y/X (2.13)

Utility maximization requires that Equation 2.8 hold. Let’s again assume that Y
(hamburgers) costs $3, and X (soft drinks) costs $1.50. The utility maximization
requires that:

MRS(X,Y) = Y/X = Px/Py = $3/$1.50 = 2 so Y = 2X (2.14)

To get the final quantities bought, we need to introduce the budget constraint, so
let’s again assume that this person has $30 to spend on fast food. Substituting the
utility-maximizing condition in Equation 2.13 into the budget constraint (Equation
2.5) yields:

30 =3X+1.5Y =3X+ 1.5(2X) =6X so X =5,Y = 10 (2.15)

One feature of this solution is that this person spends precisely half his or her
budget ($15) on X and half on Y. This will be true no matter what income is and
no matter what the prices of the two goods are. Consequently, this utility
function is a very special case and may not explain consumption patterns in

8This can be derived by noting that marginal utilities are just the (partial) derivatives of this function. Hence,
MUy = 8U/OX = 0.5\/Y/X and MUy = 8U/9Y = 0.5\/X/Y. So, MRS(X,Y) = MUy /MUy = Y /X.
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the real world. The function (which, as we pointed out before, is called a “Cobb-
Douglas” function) can be generalized a bit, as we show in Problem 2.10, but for
most actual studies of consumer behavior, much more complicated functions
are used.

You Must Use Utility Maximization and the Budget Constraint to Solve Problems
In all of these numerical examples, we described the relationship between goods and their prices that
utility maximization requires and then incorporated that relationship into the individual’s budget con-
straint to get final consumption amounts. Most problems in utility maximization must be solved in this
way. Referring only to the utility function or only to the budge constraint will never yield a real solution
because an important part of the consumer’s problem will be missing.

GENERALIZATIONS

The basic model of choice that we have been examining can be generalized in
several ways. Here we look briefly at three of these.

Many Goods

Of course people buy more than two goods. Even if we were to focus on very large
categories such as food, clothing, housing, or transportation, it is clear that we
would need a theory that includes more than two items. Once we looked deeper into
the types of food that people might buy or how they might spend their housing
dollars, the situation would become very complex indeed. But the basic findings of
this chapter would not really be changed in any major way. People who are seeking
to make the best of their situations would still be expected to spend all of their
incomes (because the only alternative is to throw it away—saving is addressed in
Chapter 14). The logic of choosing combinations of goods for which the MRS is
equal to the price ratio remains true, too. Our intuitive proof showed that any
choice for which the slope of the indifference curve differs from the slope of the
budget constraint offers the possibility for improvement. This proof would not be
affected by situations in which there are more than two goods. Hence, although the
formal analysis of the many-good case is indeed more complicated,” there is not
much more to learn from what has already been covered in this chapter.

Complicated Budget Constraints

The budget constraints discussed in this chapter all had a very simple form—they
could all be represented by straight lines. The reason for this is that we assumed that

7For a mathematical treatment, see W. Nicholson and C. Snyder, Microeconomic Theory: Basic Principles and
Extensions, 10th ed. (Mason, OH: South-Westen/Thomson Learning, 2008), Chapter 4.
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the price a person pays for a good is not affected by how much of that good he or
she buys. We assumed there were no special deals for someone who purchased
many hamburgers or who opted for “super” sizes of soft drinks. In many cases,
people do not face such simple budget constraints. Instead, they face a variety of
inducements to buy larger quantities or complex bundling arrangements that give
special deals only if other items are also bought. For example, the pricing of
telephone service has become extremely complex, involving cut rates for more
extensive long-distance usage, special deals for services such as voice mail or caller
ID, and tie-in sales that offer favorable rates to customers who also buy Internet or
cell phone service from the same vendor. Describing precisely the budget constraint
faced by a consumer in such situations can sometimes be quite difficult. But a
careful analysis of the properties of such complicated budget constraints and how
they relate to the utility-maximizing model can be revealing in showing why people
behave in the ways they do. Application 2.6: Loyalty Programs provides some
illustrations.

Composite Goods

Another important way in which the simple two-good model in this chapter can be
generalized is through the use of a composite good. Such a good is constructed by
combining spending on many individual items into one aggregated whole. One way
such a good is used is to study the way people allocate their spending among such
major items as “food” and “housing.” For example, in the next chapter, we show
that spending on food tends to fall as people get richer, whereas spending on
housing is, more or less, a constant fraction of income. Of course, these spending
patterns are in reality made up of individual decisions about what kind of breakfast
cereal to buy or whether to paint your house; but adding many things together can
often help to illuminate important questions.

Probably the most common use of the composite good idea is in situations
where we wish to study decisions to buy one specific item such as airline tickets or
gasoline. In this case, a common procedure is to show the specific item of interest on
the horizontal (X) axis and spending on “everything else” on the vertical (Y) axis.
This is the procedure we used in Application 2.3 and Application 2.4, and we use it
many other times later in this book. Taking advantage of the composite good idea
can greatly simplify many problems.

There are some technical issues that arise in using composite goods, though
those do not detain us very long in this book. A first problem is how we are to
measure a composite good. In our seemingly endless hamburger—soft drink exam-
ples, the units of measurement were obvious. But the only way to add up all of the
individual items that constitute “everything else” is to do so in dollars (or some
other currency). Looking at dollars of spending on everything else will indeed prove
to be a very useful graphical device. But one might have some lingering concerns
that, because such adding up requires us to use the prices of individual items, we
might get into some trouble when prices change. This then leads to a second
problem with composite goods—what is the “price” of such a good. In most
cases, there is no need to answer this question because we assume that the price
of the composite good (good Y) does not change during our analysis. But, if we did
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A P P LI

CATII

O N 2.6

Loyalty Programs

These days, everyone's wallet is bulging with affinity cards. A
quick check reveals that your authors regularly carry cards for
Ace Hardware, Best Buy, Blockbuster, Circuit City (now
bankrupt), Delta Airlines, and Dick’s Sporting Goods—and
that is only the first four letters of the alphabet! These cards
usually promise some sort of discount when you buy a lot of
stuff. Why do firms push them?

Quantity Discounts and the
Budget Constraint

The case of a quantity discount is illustrated in Figure 1. Here
consumers who buy less than Xp pay full price and face the
usual budget constraint. Purchases in excess of X entitle the
buyer to a lower price (on the extra units), and this resultsin a
flatter budget constraint beyond that point. The constraint,
therefore, has a "kink” at Xp. Effects of this kink on consumer
choices are suggested by the indifference curve Uy, which is
tangent to the budget constraint at both point A and point B.
This person is indifferent between consuming relatively little
of X or a lot of it. A slightly larger quantity discount could
tempt this consumer definitely to choose the larger amount.
Notice that such a choice entails not only consuming low-

FIGURE 1 Kinked Budget Constraint Resulting from a
Quantity Discount

Quantity of
Y per period
A
| B
| Us
0 Xp Quantity of
X per period

A quantity discount for purchases greater than Xp resultsin a
kinked budget constraint. This consumer is indifferent
between consuming relatively little X (point A) or a lot of X
(point B).

price units of the good but also buying more of it at full price
(up to Xp) in order to get the discount.’

Frequent-Flier Programs

All major airlines sponsor frequent-flier programs. These enti-
tle customers to accumulate mileage with the airline at
reduced fares. Because unused-seat revenues are lost forever,
the airlines utilize these programs to tempt consumers to travel
more on their airlines. Any additional full-fare travel that the
programs may generate provides extra profits for the airline.
One interesting side issue related to frequent-flier programs
concerns business travel. When travelers have their fares reim-
bursed by their employers they may have extra incentives to
chalk-up frequent-flier miles. In such a case airlines may be
especially eager to lure business travelers (who usually pay
higher fares) with special offers such as “business class” service
or airport-based clubs. Because a traveler pays the same zero-
price no matter which airline is chosen, these extras may have
a big influence on actual choices made. Of course travel
departments of major companies recognize this and may
adopt policies that seek to limit travelers’ choices.

Other Loyalty Programs

Most other loyalty programs work in the same way—credits
accrued from prior purchases allow you to earn discounts on
future ones. The effects of the programs on the sales of
retailers may not be as significant as in the case of airlines,
however, because many times customers may not under-
stand how the discounts actually work. Retailers may also
impose restrictions on discounts (i.e., they may expire after a
year), so their actual value is more apparent that real.
Whether such programs really do breed consumer loyalty is
much debated by marketing executives.

To THINK ABOUT

1. How do the details of loyalty programs affect consumer
purchasing decisions? What kinds of constraints do the
programs you participate in impose? How do they affect
your buying behavior?

2. Suppose frequent-flier coupons were transferable
among people. How would this affect Figure 1 and,
more generally, the overall viability of the program?

"For a more complete discussion of the kinds of pricing schemes that
can be shown on a simple utility maximization graph, see J. S.
DeSalvo and M. Hug, “Introducing Nonlinear Pricing into Consumer
Theory,” Journal of Economic Education (Spring 2002):166-179.
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wish to study changes in the price of a composite good, we would obviously have to

define that price first.

In our treatment, therefore, we will not be much concerned with these
technical problems associated with composite goods. If you are interested in
the ways that some of the problems are solved, you may wish to do some reading

on your own. "’

SUMMARY

This chapter covers a lot of ground. In it we have seen
how economists explain the kinds of choices people
make and the ways in which those choices are con-
strained by economic circumstances. The chapter has
been rather tough going in places. The theory of choice
is one of the most difficult parts of any study of micro-
economics, and it is unfortunate that it usually comes
at the very start of the course. But that placement
clearly shows why the topic is so important. Practically
every model of economic behavior starts with the tools
introduced in this chapter.
The principal conclusions in this chapter are:

e Economists use the term wutility to refer to the
satisfaction that people derive from their eco-
nomic activities. Usually only a few of the things
that affect utility are examined in any particular
analysis. All other factors are assumed to be held
constant, so that a person’s choices can be studied
in a simplified setting.

e Utility can be shown by an indifference curve map.
Each indifference curve identifies those bundles of
goods that a person considers to be equally attrac-
tive. Higher levels of utility are represented by
higher indifference curve “contour” lines.

e The slope of indifference curves shows how a
person is willing to trade one good for another

REVIEW QUESTIONS

1. The notion of utility is an “ordinal” one for which
itis assumed that people can rank combinations of
goods as to their desirability, but that they cannot
assign a unique numerical (cardinal) scale for the
goods that quantifies “how much” one combina-
tion is preferred to another. For each of the fol-
lowing ranking systems, describe whether an

while remaining equally well-off. The negative of
this slope is called the “marginal rate of substitu-
tion” (MRS), because it shows the degree to which
an individual is willing to substitute one good for
another in his or her consumption choices. The
value of this trade-off depends on the amount of
the two goods being consumed.

People are limited in what they can buy by their
“budget constraints.” When a person is choosing
between two goods, his or her budget constraint
is usually a straight line because prices do not
depend on how much is bought. The negative of
the slope of this line represents the price ratio of
the two goods—it shows what one of the goods
is worth in terms of the other in the market-
place.

If people are to obtain the maximum possible
utility from their limited incomes, they should
spend all the available funds and should choose
a bundle of goods for which the MRS is equal
to the price ratio of the two goods. Such a
utility maximum is shown graphically by a tan-
gency between the budget constraint and the
highest indifference curve that this person’s
income can buy.

ordinal or cardinal ranking is being used: (a) mili-
tary or academic ranks; (b) prices of vintage
wines; (c) rankings of vintage wines by the French
Wine Society; (d) press rankings of the “Top Ten”
football teams; (e) results of the U.S. Open Golf
Championships (in which players are ranked by
the number of strokes they take); (f) results of the

"%For an introduction, see W. Nicholson and C. Snyder, Microeconomic Theory: Basic Principles and Extensions,

10th ed. (Mason, OH: South-Western/Thomson Learning, 2008), Chapter 6.
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U.S. Open Tennis Championships (which were
conducted using a draw that matches players
against one another until a final winner is found).

. How might you draw an indifference curve map

that illustrates the following ideas?

a. Margarine is just as good as the high-priced
spread.

b. Things go better with Coke.

c. A day without wine is like a day without sun-
shine.

d. Popcorn is addictive—the more you eat, the
more you want.

e. It takes two to tango.

. Inez reports that an extra banana would increase

her utility by two units and an extra pear would
increase her utility by six units. What is her MRS
of bananas for pears—that is, how many bananas
would she voluntarily give up to get an extra pear?
Would Philip (who reports that an extra banana
yields 100 units of utility whereas an extra pear
yields 400 units of utility) be willing to trade a
pear to Inez at her voluntary MRS?

. Oscar consumes two goods, wine and cheese. His

weekly income is $500.
a. Describe Oscar’s budget constraints under the
following conditions:

e Wine costs $10/bottle, cheese costs $5/
pound;

e Wine costs $10/bottle, cheese costs $10/
pound;

e Wine costs $20/bottle, cheese costs $10/
pound;

e Wine costs $20/bottle, cheese costs $10/
pound, but Oscar’s income increases to
$1,000/week.

b. What can you conclude by comparing the first
and the last of these budget constraints?

. While standing in line to buy popcorn at your favor-

ite theater, you hear someone behind you say, “This
popcorn isn’t worth its price—I’'m not buying any.”
How would you graph this person’s situation?

. A careful reader of this book will have read foot-

note 2 and footnote 5 in this chapter. Explain why
these can be summarized by the commonsense
idea that a person is maximizing his or her utility
only if getting an extra dollar to spend would
provide the same amount of extra utility no matter
which good he or she chooses to spend it on.
(Hint: Suppose this condition were not true—is
utility as large as possible?)

7.

10.

Most states require that you purchase automobile
insurance when you buy a car. Use an indifference
curve diagram to show that this mandate reduces
utility for some people. What kinds of people are
most likely to have their utility reduced by such a
law? Why do you think that the government
requires such insurance?

Two students studying microeconomics are trying
to understand why the tangent condition studied
in this chapter means utility is at a maximum.
Let’s listen:

Student A. If a person chooses a point on his or her
budget constraint that is not tangent, it is clear
that he or she can manage to get a higher utility by
spending differently.

Student B. 1 don’t get it—how do you know he or
she can do better instead of worse?

How can you help out Student B with a graph?

. Suppose that an electric company charges consu-

mers $.10 per kilowatt hour for electricity for the
first 1,000 used in a month but $.15 for each extra
kilowatt hour after that. Draw the budget con-
straint for a consumer facing this price schedule,
and discuss why many individuals may choose to
consume exactly 1,000 kilowatt hours.
Suppose an individual consumes three items:
steak, lettuce, and tomatoes. If we were interested
only in examining this person’s steak purchases,
we might group lettuce and tomatoes into a single
composite good called “salad.” Suppose also that
this person always makes salad by combining two
units of lettuce with one unit of tomato.

a. How would you define a unit of “salad” to
show (along with steak) on a two-good graph?

b. How does the price of salad (Ps) relate to the
price of lettuce (Pr) and the price of tomatoes
(Pr)?

c. What is this person’s budget constraint for
steak and salad?

d. Would a doubling of the price of steak, the
price of lettuce, the price of tomatoes, and
this person’s income shift the budget constraint
described in part ¢?

e. Suppose instead that the way in which this
person made salad depended on the relative
prices of lettuce and tomatoes. Now could
you express this person’s choice problem as
involving only two goods? Explain.



PROBLEMS

2.1 Suppose a person has $8.00 to spend only on
apples and bananas. Apples cost $.40 each, and bana-
nas cost $.10 each.

a.

b.

If this person buys only apples, how many can
be bought?

If this person buys only bananas, how many
can be bought?

. If the person were to buy 10 apples, how many

bananas could be bought with the funds left
over?

. If the person consumes one less apple (that is,

nine), how many more bananas could be
bought? Is this rate of trade-off the same no
matter how many apples are relinquished?

. Write down the algebraic equation for this

person’s budget constraint, and graph it show-
ing the points mentioned in parts a through d
(using graph paper might improve the accu-
racy of your work).

2.2 Suppose the person faced with the budget con-
straint described in problem 2.1 has preferences for
apples (A) and bananas (B) given by

Utility = VA - B

. If A =5 and B = 80, what will utility be?
. If A =10, what value for B will provide the

same utility as in part a?

. If A =20, what value for B will provide the

same utility as in parts a and b?

. Graph the indifference curve implied by parts a

through c.

. Given the budget constraint from problem 2.1,

which of the points identified in parts a
through ¢ can be bought by this person?

. Show through some examples that every other

way of allocating income provides less utility
than does the point identified in part b. Graph
this utility-maximizing situation.

2.3 Paul derives utility only from CDs and DVDs. His
utility function is

a.

b.

Uu=vCc-D

Sketch Paul’s indifference curves for U = 3,
U =10, and U = 20.

Suppose Paul has $200 to spend and that CDs
cost $5 and DVDs cost $20. Draw Paul’s
budget constraint on the same graph as his
indifference curves.

CHAPTER 2 Utility and Choice

c. Suppose Paul spends all of his income on
DVDs. How many can he buy and what is his
utility?

d. Show that Paul’s income will not permit him to
reach the U = 20 indifference curve.

e. If Paul buys 5§ DVDs, how many CDs can he
buy? What is his utility?

f. Use a carefully drawn graph to show that the
utility calculated in part e is the highest Paul
can achieve with his $200.

2.4 Sometimes it is convenient to think about the con-
sumer’s problem in its “dual” form. This alternative
approach asks how a person could achieve a given
target level of utility at minimal cost.

a. Develop a graphical argument to show that
this approach will yield the same choices for
this consumer as would the utility maximiza-
tion approach.

b. Returning to problem 2.3, assume that Paul’s
target level of utility is U = 10. Calculate the
costs of attaining this utility target for the fol-
lowing bundles of goods:

i. C=100,D=1
ii. C=50,D=2
. C=25,D=4
iv. C=20,D=3S§
v. C=10,D =10
vi. C=35,D =20.

c. Which of the bundles in part b provides the
least costly way of reaching the U = 10 target?
How does this compare to the utility-maximiz-
ing solution found in problem 2.3?

2.5 Ms. Caffeine enjoys coffee (C) and tea (T) accord-
ing to the function U(C, T) = 3C + 4T.

a. What does her utility function say about her
MRS of coffee for tea? What do her indiffer-
ence curves look like?

b. If coffee and tea cost $3 each and Ms. Caffeine
has $12 to spend on these products, how much
coffee and tea should she buy to maximize her
utility?

c. Draw the graph of her indifference curve map
and her budget constraint, and show that the
utility-maximizing point occurs only on the
T-axis where no coffee is bought.

d. Would this person buy any coffee if she had
more money to spend?

e. How would her consumption change if the
price of coffee fell to $2?
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2.6 Vera is an impoverished graduate student who has
only $100 a month to spend on food. She has read in a
government publication that she can assure an ade-
quate diet by eating only peanut butter and carrots in
the fixed ratio of 2 pounds of peanut butter to 1 pound
of carrots, so she decides to limit her diet to that
regime.

a. If peanut butter costs $4 per pound and carrots
cost $2 per pound, how much can she eat dur-
ing the month?

b. Suppose peanut butter costs rise to $5 because
of peanut subsidies introduced by a politically
corrupt government. By how much will Vera
have to reduce her food purchases?

c. How much in food stamp aid would the gov-
ernment have to give Vera to compensate for
the effects of the peanut subsidy?

d. Explain why Vera’s preferences are of a very
special type here. How would you graph them?

2.7 Assume consumers are choosing between housing
services (H) measured in square feet and consumption
of all other goods (C) measured in dollars.

a. Show the equilibrium position in a diagram.

b. Now suppose the government agrees to subsi-
dize consumers by paying 50 percent of their
housing cost. How will their budget line
change? Show the new equilibrium.

c. Show in a diagram the minimum amount of
income supplement the government would
have to give individuals instead of a housing
subsidy to make them as well-off as they were
in part b.

d. Describe why the amount shown in part ¢ is
smaller than the amount paid in subsidy in part b.

2.8 Suppose low-income people have preferences for
nonfood consumption (NF) and for food consumption
(F). In the absence of any income transfer programs, a
person’s budget constraint is given by

NF + PeF = |

where Pr is the price of food relative to nonfood items
and NF and I are measured in terms of nonfood prices
(that is, dollars).

a. Graph the initial utility-maximizing situation
for this low-income person.

b. Suppose now that a food stamp program is
introduced that requires low-income people to
pay C (measured in terms of nonfood prices)
in order to receive food stamps sufficient to
buy F* units of food (presumably PrF* > C).
Show this person’s budget constraint if he or
she participates in the food stamp program.

c. Show graphically the factors that will deter-
mine whether the person chooses to participate
in the program. Show graphically what it will
cost the government to finance benefits for the
typical food stamp recipient.

d. Show also that some people might reach a
higher utility level if this amount were simply
given with no strings attached.

2.9 Suppose that people derive utility from two
goods—housing (H) and all other consumption goods
(C).

a. Show a typical consumer’s allocation of his or
her income between H and C.

b. Suppose that the government decides that the
level of housing shown in part a (say, H*) is
“substandard” and requires that all people buy
H** > H* instead. Show that this law would
reduce this person’s utility.

c. One way to return this person to the initial level
of utility would be to give him or her extra
income. On your graph, show how much
extra income this would require.

d. Another way to return this person to his or her
initial level of utility would be to provide a
housing subsidy that reduces the price of hous-
ing. On your graph, show this solution as well.

2.10 A common utility function used to illustrate
economic examples is the Cobb-Douglas function
where U(X, Y) = X*YP where o and B are decimal
exponents that sum to 1.0 (that is, for example, 0.3
and 0.7).

a. Explain why the utility function used in pro-
blem 2.2 and problem 2.3 is a special case of
this function.

b. For this utility function, the MRS is given by
MRS = MUx /MUy = oY /BX. Use this fact
together with the utility-maximizing condition
(and that o+ B = 1) to show that this person
will spend the fraction of his or her income on
good X and the fraction of income on good
Y—that is, show PxX/I = o, PyY/I = .

c. Use the results from part b to show that total
spending on good X will not change as the
price of X changes so long as income stays
constant.

d. Use the results from part b to show that a
change in the price of Y will not affect the
quantity of X purchased.

e. Show that with this utility function, a doubling
of income with no change in prices of goods
will cause a precise doubling of purchases of

both X and Y.



Chapter 3

DEMAND CURVES

I n this chapter, we will use the model of utility
maximization to derive demand curves. We
begin by showing how that model permits us to
draw conclusions about the ways people respond
to changes in their budget constraints—that is, to
changes in their incomes or in the prices they face.
An individual’s demand curve for a product is
just one example of such responses. The curve
shows the relationship between the price of a
good and how much of that good a person
chooses to consume when all other factors are
held constant. Later in the chapter, we then dis-
cuss how all of these individual demand curves
can be “added up” to get a market demand

curve—the first basic building block of the price
determination process.

INDIVIDUAL DEMAND
FUNCTIONS

Chapter 2 concluded that the quantities of X and
Y that a person chooses depend on that person’s
preferences and on the details of his or her budget
constraint. If we knew a person’s preferences and
all the economic forces that affect his or her
choices, we could predict how much of each
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Demand function

A representation of how
quantity demanded
depends on prices,
income, and preferences.

Homogeneous demand
function

Quantity demanded does
not change when prices
and income increase in
the same proportion.
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good would be chosen. We can summarize this conclusion using the demand
function for some particular good, say, X:

Quantity of X demanded = dx(Px, Py, I; preferences) (3.1)

This function contains the three elements that determine what the person can
buy—the prices of X and Y and the person’s income (I)—as well as a reminder that
choices are also affected by preferences for the goods. These preferences appear to
the right of the semicolon in Equation 3.1 because, for most of our discussion, we
assume that preferences do not change. People’s basic likes and dislikes are devel-
oped through a lifetime of experience. They are unlikely to change as we examine
their reactions to relatively short-term changes in their economic circumstances
caused by changes in commodity prices or incomes.

The quantity demanded of good Y depends on these same general influences
and can be summarized by

Quantity of Y demanded = dy(Px, Py, I; preferences) (3.2)

Preferences again appear to the right of the semicolon in Equation 3.2 be-
cause we assume that the person’s taste for good Y will not change during our
analysis.

Homogeneity

One important result that follows directly from Chapter 2 is that if the prices of X
and Y and income (I) were all to double (or to change by any identical percentage),
the amounts of X and Y demanded by this person would not change. The budget
constraint

PxX 4+ PyY =1 (3.3)
is the same as the budget constraint
2PxX + 2PyY = 21 (3.4)

Graphically, these are exactly the same lines. Consequently, both budget con-
straints are tangent to a person’s indifference curve map at precisely the same point.
The quantities of X and Y the individual chooses when faced by the constraint in
Equation 3.3 are exactly the same as when the individual is faced by the constraint
in Equation 3.4.

This is an important result: The amounts a person demands depend only on
the relative prices of goods X and Y and on the “real” value of income. Propor-
tional changes in both the prices of X and Y and in income change only the units
we count in (such as dollars instead of cents). They do not affect the quantities
demanded. Individual demand is said to be homogeneous (of degree zero) for
proportional changes in all prices and income. People are not hurt by general
inflation of prices if their incomes increase in the same proportion. They will be
on exactly the same indifference curve both before and after the inflation. Only if
inflation increases some incomes faster or slower than prices change does it have an
effect on budget constraints, on the quantities of goods demanded, and on people’s
well-being.
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CHANGES IN INCOME

As a person’s total income rises, assuming prices do not change, we might expect
the quantity purchased of each good also to increase. This situation is illustrated in
Figure 3.1. As income increases from I; to I, to I3, the quantity of X demanded
increases from X to X, to X3 and the quantity of Y demanded increases from Y; to
Y, to Y. Budget lines Iy, I, and I5 are all parallel because we are changing only
income, not the relative prices of X and Y. Remember, the slope of the budget
constraint is given by the ratio of the two goods’ prices, and these prices are not
changing in this figure. Increases in income do, however, make it possible for this
person to consume more; this increased purchasing power is reflected by the out-
ward shift in the budget constraint and an increase in overall utility.

Normal Goods

In Figure 3.1, both good X and good Y increase as income increases. Goods that
follow this tendency are called normal goods. Most goods seem to be normal
goods—as their incomes increase, people tend to buy more of practically

FIGURE 3.1 . .
-Effect of Increasing Income on Quantities of X

and Y Chosen

Quantity of Y
per week

I3

Quantity of X
per week

As income increases from I; to I; to I3, the optimal (utility-maximizing) choices of Xand Y
are shown by the successively higher points of tangency. The budget constraint shifts in a
parallel way because its slope (given by the ratio of the goods’ prices) does not change.
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Normal good

A good that is bought in
greater quantities as
income increases.
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MicroQuiz3.1

The theory of utility maximization implies that
the relationship between a person’s income and
the amounts of goods he or she buys will be
determined solely by his or her preferences.
How would the relationship between income
and house purchases look in the following

circumstances?

PART TWO Demand

everything. Of course, as Figure 3.1 shows, the
demand for some “luxury” goods (such as Y) may
increase rapidly when income rises, but the demand
for “necessities” (such as X) may grow less rapidly.
The relationship between income and the amounts
of various goods purchased has been extensively
examined by economists, as Application 3.1:
Engel’s Law shows.

Inferior Goods

1. The person’s MRS of housing for other

goods is the same along any ray through The demand for a few unusual goods may decrease
the origin of the indifference curve map as a person’s income increases. Some; proposed
(that is, along a line where the ratio of other examples of such goods are “rotgut” whiskey, pota-
goods to housing is fixed). toes, and secondhand clothing. This kind of good is

2. The person’'s MRS of housing for other
goods follows the pattern in question 1
until housing reaches a certain “adequate”
level, and then the MRS becomes zero.

Inferior good

A good that is bought in
smaller quantities as
income increases.

Substitution effect

The part of the change in
quantity demanded that is
caused by substitution of
one good for another. A
movement along an
indifference curve.

Income effect

The part of the change in
quantity demanded that is
caused by a change in real
income. A movement to a
new indifference curve.

called an inferior good. How the demand for an
inferior good responds to rising income is shown in
Figure 3.2. The good Z is inferior because the indi-
vidual chooses less of it as his or her income
increases. Although the curves in Figure 3.2 con-
tinue to obey the assumption of a diminishing
MRS, they exhibit inferiority. Good Z is inferior
only because of the way it relates to the other goods available (good Y here), not
because of its own qualities. Purchases of rotgut whiskey decline as income
increases, for example, because an individual is able to afford more expensive
beverages (such as French champagne). Although, as our examples suggest, inferior
goods are relatively rare, the study of them does help to illustrate a few important
aspects of demand theory.

CHANGES IN A GOOD'S PRICE

Examining how a price change affects the quantity demanded of a good is more
complex than looking at the effect of a change in income. Changing the price
geometrically involves not only changing the intercept of the budget constraint but
also changing its slope. Moving to the new utility-maximizing choice means moving
to another indifference curve and to a point on that curve with a different MRS.

When a price changes, it has two different effects on people’s choices. There is a
substitution effect that occurs even if the individual stays on the same indifference
curve because consumption has to be changed to equate the MRS to the new price
ratio of the two goods. There is also an income effect because the price change also
changes “real” purchasing power. People will have to move to a new indifference
curve that is consistent with their new purchasing power. We now look at these two
effects in several different situations.

Substitution and Income Effects from a Fall in Price

Let’s look first at how the quantity consumed of good X changes in response to a
fall in its price. This situation is illustrated in Figure 3.3. Initially, the person
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3.1

Engel’s Law

One of the most important generalizations about consumer
behavioris that the fraction of income spent on food tends to
decline asincome increases. This finding was first discovered
by the Prussian economist Ernst Engel (1821-1896) in the
nineteenth century and has come to be known as Engel’s
Law. Table 1 illustrates the data that Engel used. They clearly
show that richer families spent a smaller fraction of their
income on food.

TABLE 1

Percentage of Total
Expenditures on Various
Items in Belgian Families in
1853

ANNUAL INCOME

EXPENDITURE
ITEM $225-$300 $450-$600 $750-$1,000
Food 62.0% 55.0% 50.0%
Clothing 16.0 18.0 18.0
Lodging, light, 17.0 17.0 17.0
and fuel
Services 4.0 7.5 11.5
(education,
legal, and
health)
Comfort and 1.0 2.5 35
recreation
Total 100.0 100.0 100.0

Source: Based on A. Marshall, Principles of Economics, 8th ed.
(London: Macmillan, 1920), 97. Some items have been aggregated.

Recent Data

Recent data for U.S. consumers (see Table 2) tend to confirm
Engel’s observations. Affluent families devote a smaller pro-
portion of their purchasing power to food than do poor
families. Comparisons of the data from Table 1 and Table 2
also confirm Engel’s Law—even current low-income U.S.
consumers are much more affluent than nineteenth-century

TABLE 2

Percentage of Total
Expenditures by U.S.
Consumers on Various Iltems,
2007

ANNUAL INCOME (IN THOUSANDS)

ITEM $20-30 $50-70 $70+
Food 13.7% 12.6% 11.3%
Clothing 3.4 3.7 3.9
Housing 37.0 33.7 32.6
Other items 45.9 50.0 52.2
Total 100.0 100.0 100.0

Source: U.S. Bureau of Labor Statistics web site: http://www.bls.gov/
cex/2007/share/income.pdf.

Belgians and, as might be expected, spend a much smaller
fraction of their income on food.

Are There Other Laws?

Whether other Engel-like laws apply to the relationship
between income and consumption of particular categories
of goods is open to question. For example, Table 2 shows
only a modest tendency for the fraction of income spent on
housing to decline with income. One must therefore be
careful in thinking about what “necessities” really are for
U.S. consumers.

To THINK ABOUT

1. Thedatain Table 2 include food both eaten at home and
in restaurants. Do you think eating at restaurants follows
Engel’s law?

2. Property taxes are based on housing values. Are these
taxes regressive?



http://www.bls.gov/
cex/2007/share/income.pdf
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difference Curve Map Showing Inferiority

Quantity of Y
per week

I3

0 Z3 7, Z, Quantity of Z
per week

Good Z is inferior because the quantity purchased declines as income increases. Y'is a
normal good (as it must be if only two goods are available), and purchases of it increase as
total expenditures increase.

maximizes utility by choosing the combination X*, Y* at point A. When the price
of X falls, the budget line shifts outward to the new budget constraint, as shown in
the figure. Remember that the budget constraint meets the Y-axis at the point where
all available income is spent on good Y. Because neither the person’s income nor the
price of good Y has changed here, this Y-intercept is the same for both constraints.
The new X-intercept is to the right of the old one because the lower price of X means
that, with the lower price, this person could buy more X if he or she devoted all
income to that purpose. The flatter slope of the budget constraint shows us that the
relative price of X to Y (that is, Px/Py) has fallen.

Substitution Effect

With this change in the budget constraint, the new position of maximum utility is at
X**,Y** (point C). There, the new budget line is tangent to the indifference curve
U,. The movement to this new set of choices is the result of two different effects.
First, the change in the slope of the budget constraint would have motivated this
person to move to point B even if the person had stayed on the original indifference
curve Uj. The dashed line in Figure 3.3 has the same slope as the new budget
constraint, but it is tangent to U; because we are holding “real” income (that is,
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FIGURE 3.3 . K R .
-Income and Substitution Effects of a Fall in Price
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When the price of X falls, the utility-maximizing choice shifts from A to C. This movement
can be broken down into two effects: first, a movement along the initial indifference curve
to point B, where the MRS is equal to the new price ratio (the substitution effect); and,
second, a movement to a higher level of utility, since real income has increased (the
income effect). Both the substitution and income effects cause more X to be bought when
its price declines.

utility) constant. A relatively lower price for X causes a move from A to B if this
person does not become better off as a result of the lower price. This movement is a
graphic demonstration of the substitution effect. Even though the individual is no
better off, the change in price still causes a change in consumption choices.

Another way to think about the substitution effect involved in the movement
from point A to point B is to ask how this person can get to the indifference curve Uy
with the least possible expenditures. With the initial budget constraint, point A does
indeed represent the least costly way to reach U;—with these prices every other
point on Uj costs more than does point A. When the price of X falls, however,
commodity bundle A is no longer the cheapest way to obtain the level of satisfaction
represented by U;. Now this person should take advantage of the changed prices by
substituting X for Y in his or her consumption choices if U; is to be obtained at
minimal cost. Point B is now the least costly way to reach U;. With the new prices,
every point on Uy costs more than point B.
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Income Effect

The further move from B to the final consumption choice, C, is identical to the kind
of movement we described in Figure 3.1 for changes in income. Because the price of
X has fallen but nominal income (I) has stayed the same, this person has a greater
“real” income and can afford a higher utility level (U,). If X is a normal good, he or
she will now demand more of it. This is the income effect. Notice that for normal
goods this effect also causes price and quantity to move in opposite directions.
When the price of X falls, this person’s real income is increased and he or she buys
more X because X is a normal good. A similar statement applies when the price of X
rises. Such a price rise reduces real income and, because X is a normal good, less of it
is demanded. Of course, as we shall see, the situation is more complicated when X is
an inferior good. But that is a rare case, and ultimately it will not detain us very long.

The Effects Combined: A Numerical Example

People do not actually move from A to B to C when the price of good X falls. We
never observe the point B; only the two actual choices of A and C are reflected in
this person’s behavior. But the analysis of income and substitution effects is still
valuable because it shows that a price change affects the quantity demanded of a
good in two conceptually different ways.

To get some intuitive feel for these effects, let’s look again at the hamburger—
soft drink example from Chapter 2. Remember that the person we are looking at
has $30 to spend on fast food, and hamburgers (X) sell for $3 and soft drinks (Y) for
$1.50. With this budget constraint, this person chose to buy five hamburgers and
10 soft drinks. Suppose now that there is a half-price sale on hamburgers because
the seller must compete with a new taco stand—hamburgers now sell for $1.50.
This price change obviously increases this person’s purchasing power. Previously,
his or her $30 would buy 10 hamburgers, and now it will buy 20. Clearly, the price
change shifts the budget constraint outward and increases utility. The price fall also
leaves this person with unspent funds. If he or she continues to buy 5 hamburgers
and 10 soft drinks, spending will only be $22.50—if he or she does not change what
is bought, there will be $7.50 unspent.

Determining precisely how this person will change his or her spending is not
possible unless we know the form of his or her utility function. But, even in the
absence of a precise prediction, we can outline the forces that will come into play.
First, he or she will buy more hamburgers with the increased purchasing power.
This is the income effect of the fall in hamburger prices. Second, this person must
recognize that hamburgers now are much cheaper relative to soft drinks. This will
cause him or her to substitute hamburgers for soft drinks. Only by making such a
substitution can the new price ratio (now $1.50/$1.50 = 1) be equated to this
person’s MRS as required for utility maximization. This is the substitution effect.

Both of these effects then predict that hamburger purchases will increase in
response to the sale. For example, they might increase from 5 to 10, whereas soft
drink sales stay at 10. This would exactly exhaust the $30 fast-food budget. But
many other outcomes are possible depending on how willing this person is to
substitute the (now cheaper) hamburgers for soft drinks in his or her consumption
choices.
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The Importance of Substitution Effects

Any price change induces both substitution and income effects. In general, how-
ever, economists believe that substitution effects are more important in determining
why people respond more to changes in the prices of some kinds of goods than they
do to changes in the prices of other kinds of goods. It is the availability of substitute
goods that primarily determines how people react to price changes. One reason for
the relative importance of substitution effects is that in most cases income effects
will be small because we are looking at goods that constitute only a small portion of
people’s spending. Changes in the price of chewing gum or bananas have little
impact on purchasing power because these goods make up much less than 1 percent
of total spending for most people. Of course, in some cases income effects may be
large—changes in the price of energy, for example, can have important effects on
real incomes. But in most situations that will not be the case.

A second reason the economists tend to focus mainly on the substitution effects
of price changes is that the sizes of these effects can be quite varied, depending on
which specific goods are being considered. Figure 3.4 illustrates this observation by
returning to some of the cases we looked at in the previous chapter. Panel a of
Figure 3.4 illustrates the left shoe-right shoe example. When the price of left shoes
falls, the slope of the budget constraint becomes flatter, moving from I to I'. But,
because of the shape of the U indifference curve in the figure, this causes no
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In panel a, there are no substitution effects. A fall in the price of left shoes causes no movement along Us. In panel b, a fall

in the relative price of Chevron causes this person to completely alter what brand is bought.
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Micro Quiz 3.2

Use the discussion of substitution effects to

explain:

1. Why most gasoline stations along a parti-
cular stretch of road charge about the same

PART TWO Demand

substitution effect at all—the initial bundle of goods (A) and the bundle illustrating
the substitution effect (B) are the same point. As long as this person stays on the U,
indifference curve, he or she will continue to buy the same number of pairs of shoes,
no matter how the relative price of left shoes changes.

This situation is substantially different when two goods are very close substitutes.
Panel b of Figure 3.4 returns to the Exxon-Chevron example from the previous
chapter. Suppose initially that the price of Exxon gasoline is lower than that of
Chevron. Then the budget constraint (I) will be steeper than the indifference curve
U, (which has a slope of —1 because the two brands are perfect substitutes) and this
person will buy only Exxon (point A). When the price of Chevron falls below that of
Exxon, the budget constraint will become flatter (I') and this person can achieve U,
most cheaply by purchasing only Chevron (point B). The substitution effect in this case
is therefore huge, causing this person to completely alter the preferred gasoline choice.

Of course, the examples illustrated in Figure 3.4 are extreme cases. But they do
illustrate the wide range of possible substitution responses to a price change. The
size of such responses in the real world will ultimately depend on whether the good
being considered has many close substitutes or not. Application 3.2: The Consumer
Price Index and Its Biases illustrates the importance of substitution effects in
assessing measurement of inflation.

Substitution and Income Effects for Inferior Goods

For the rare case of inferior goods, substitution and income effects work in opposite
directions. The net effect of a price change on quantity demanded will be ambig-
uous. Here we show that ambiguity for the case of an increase in price, leaving it to
you to explain the case of a fall in price.

Figure 3.5 shows the income and substitution effects from an increase in price
when X is an inferior good. As the price of X rises, the substitution effect causes this
person to choose less X. This substitution effect is
represented by a movement from A to B in the initial
indifference curve, U,. Because price has increased,
however, this person now has a lower real income
and must move to a lower indifference curve, Uj.
The individual will choose combination C. At C,
more X is chosen than at point B. This happens
because good X is an inferior good: As real income
falls, the quantity demanded of X increases rather

<& than declines as it would for a normal good. In our
2. Why the entry of "big-box" retailers like example here, the substitution effect is strong enough
Target or WalMart into a market causes to outweigh the “perverse” income effect from the
prices at small local retailers to fall. price change of this inferior good—so quantity

demanded still falls as a result of the price rise.

Giffen’s Paradox

If the income effect of a price rise for an inferior good is strong enough, the rise in
price could cause quantity demanded to increase. Legend has it that the English
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FIGURE 3.5 . R K
-Income and Substitution Effects for an Inferior Good
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When the price of X increases, the substitution effect causes less X to be demanded (as
shown by a movement to point B on the indifference curve U,). However, because
good X is inferior, the lower real income brought about by its price increase causes the
quantity demanded of X to increase (compare point B and point C). In this particular
example, the substitution effect outweighs the income effect and X consumption still
falls (from X* to X**).

economist Robert Giffen observed this paradox in nineteenth-century Ireland—
when the price of potatoes rose, people consumed more of them. This peculiar
result can be explained by looking at the size of the income effect of a change in
the price of potatoes. Potatoes not only were inferior goods but also used up a
large portion of the Irish people’s income. An increase in the price of potatoes
therefore reduced real income substantially. The Irish were forced to cut back on
other food consumption in order to buy more potatoes. Even though this render-
ing of events is economically implausible, the possibility of an increase in the
quantity demanded in response to the price increase of a good has come to be
known as Giffen’s paradox.'

A major problem with this explanation is that it disregards Marshall’s observations that both supply and demand
factors must be taken into account when analyzing price changes. If potato prices increased because of a decline in
supply due to the potato blight, how could more potatoes possibly have been consumed? Also, since many Irish
people were potato farmers, the potato price increase should have increased real income for them. For a detailed
discussion of these and other fascinating bits of potato lore, see G. P. Dwyer and C. M. Lindsey, “Robert Giffen and
the Irish Potato,” American Economic Review (March 1984): 188-192.
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Giffen's paradox

A situation in which an
increase in a good's price
leads people to consume
more of the good.
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The Consumer Price Index and Its Biases

One of the principal measures of inflation in the United
States is provided by the Consumer Price Index (CPI),
which is published monthly by the U.S. Department of
Labor. To construct the CPI, the Bureau of Labor Statistics
first defines a typical market basket of commodities pur-
chased by consumers in a base year (1982 is the year cur-
rently used). Then data are collected every month about how
much this market basket of commodities currently costs the
consumer. The ratio of the current cost to the bundle’s
original cost (in 1982) is then published as the current value
of the CPI. The rate of change in this index between two
periods is reported to be the rate of inflation.

An Algebraic Example

This construction can be clarified with a simple two-good
example. Suppose that in 1982 the typical market basket
contained Xg, of good X and Yg, of good Y. The prices of
these goods are given by P, and PJ,. The cost of this bundle
in the 1982 base year would be written as

Costin 1982 = Bgy = PXXgz + Piy Y2 (M

To compute the cost of the same bundle of goods in, say,
2007, we must first collect information on the goods’ prices
in that year (P;,PJ;) and then compute

Costin 2007 — Boy — PXXez + Py Ve )
Notice that the quantities purchased in 1982 are being
valued at 2007 prices. The CPl is defined as the ratio of the
costs of these two market baskets multiplied by 100:

CPly; = Bo 100 (3)
Bsz

The rate of inflation can be computed from this index. For
example, if the same market basket of items that cost $100
in 1982 costs $207 in 2007, the value of the CPI would be
207 and we would say there had been a 107 percent
increase in prices over this 24-year period. It might (pro-
bably incorrectly) be said that people would need a 107
percent increase in nominal 1982 income to enjoy the
same standard of living in 2007 that they had in 1982.
Cost-of-living adjustments (COLAs) in Social Security ben-
efits and in many job agreements are calculated in precisely
this way. Unfortunately, this approach poses a number of
problems.

Substitution Bias in the CPI

One conceptual problem with the preceding calculation is
that it assumes that people who are faced with year 2007
prices will continue to demand the same basket of commod-
ities that they consumed in 1982. This treatment makes no
allowance for substitutions among commodiities in response
to changing prices. The calculation may overstate the
decline in purchasing power that inflation has caused
because it takes no account of how people will seek to get
the most utility for their incomes when prices change.

In Figure 1, for example, a typical individual initially is
consuming Xgp, Yso. Presumably this choice provides max-
imum utility (U), given his or her budget constraint in 1982
(which we call ). Suppose that by 2007 relative prices have
changed in such a way that good Y becomes relatively more

FIGURE 1 Substitution Bias of the Consumer Price Index

Quantity of
Y per year

0 Xg, Quantity of
X per year

In 1982 with income | the typical consumer chose Xs,, Ygo. If
this market basket is with different relative prices, the bas-
ket's cost will be given by I'. This cost exceeds what is
actually required to permit the consumer to reach the origi-
nal level of utility, I”.




CHAPTER 3 Demand Curves

99

expensive. This would make the budget constraint flatter
than it was in 1982. Using these new prices, the CPI calcu-
lates what Xg,, Yg» would cost. This cost would be reflected
by the budget constraint I’, which is flatter than [ (to reflect
the changed prices) and passes through the 1982 consump-
tion point. As the figure makes clear, the erosion in purchas-
ing power that has occurred is overstated. With I, this typical
person could now reach a higher utility level than could have
been attained in 1982. The CPI overstates the decline in
purchasing power that has occurred.

A true measure of inflation would be provided by eval-
uating an income level, say, I", which reflects the new prices
but just permits the individual to remain on U;. This would
take account of the substitution in consumption that people
might make in response to changing relative prices (they
consume more X and less Y in moving along U;). Unfortu-
nately, adjusting the CPI to take such substitutions into
account is a difficult task—primarily because the typical con-
sumer’s utility function cannot be measured accurately.

New Product and Quality Bias

The introduction of new or improved products produces a
similar bias in the CPl. New products usually experience
sharp declines in prices and rapidly growing rates of accep-
tance by consumers (consider cell phones or DVDs, for
example). If these goods are not included in the CPI market
basket, a major source of welfare gain for consumers will
have been omitted. Of course, the CPl market basket is
updated every few years to permit new goods to be
included. But that rate of revision is often insufficient for
rapidly changing consumer markets. See Application 3.4
for one approach to how new goods might be valued.

Adjusting the CPI for the improving quality poses simi-
lar difficulties. In many cases the price of a specific consu-
mer good will stay relatively constant from year to year, but
more recent models of the good will be much better. For
example, a good-quality laptop computer has had a price in
the $1,000 to $2,000 price range for many years. But this
year's version is much more powerful than the models avail-
able, say, 5 years ago. In effect, the price of a fixed-quality
laptop has fallen dramatically, but this will not be apparent
when the CPI shoppers are told to purchase a “new laptop.”
Statisticians who compute the CPI have grappled with this
problem for many years and have come up with a variety of
ingenious solutions (including the use of "hedonic price”
models—see Application 1A.1). Still, many economists
believe that the CPI continues to miss many improvements
in goods’ quality.

Outlet Bias

Finally, the fact that the Bureau of Labor Statistics sends
buyers to the same retail outlets each month may overstate
inflation. Actual consumers tend to seek out temporary sales
or other bargains. They shop where they can make their
money go the farthest. In recent years this has meant shop-
ping at giant discount stores such as Sam'’s Club or Costco
rather than at traditional outlets. The CPI as currently con-
structed does not take such price-reducing strategies into
account.

Consequences of the Biases

Measuring all these biases and devising a better CPI to take
them into account is no easy task. Indeed, because the CPlis
so widely used as “the” measure of inflation, any change can
become a very hot political controversy. Still, there is general
agreement that the current CPl may overstate actual
increases in the cost of living by as much as 0.75 percent to
1.0 percent per year.! By some estimates, correction of the
index could reduce projected federal spending by as much
as a half trillion dollars over a 10-year period. Hence, some
politicians have proposed caps on COLAs in government
programs. These suggestions have been very controversial,
and none has so far been enacted. In private contracts,
however, the upward biases in the CPI are frequently recog-
nized. Few private COLAs provide full offsets to inflation as
measured by the CPI.

PoLicy CHALLENGE

There are many aspects of government policy where it is
necessary to adjust for inflation. Some of these include
(1) adjusting Social Security benefits, (2) changing values
for income tax entries such as personal exemptions, and
(3) adjusting the values of “inflation-protected” bonds.
Should the government use the same price index for all
these purposes? What factors should enter into which
index to use? Suppose research indicated that an index
was not accurate and could be improved. Should the gov-
ernment change an index that may have been in use for
many years?

"A good discussion of all of these biases can be found in the Winter
1998 issue of the Journal of Economic Perspectives.
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AN APPLICATION: THE LUMP-SUM PRINCIPLE

Economists have had a long-standing interest in studying taxes. We look at such
analyses at many places in this book. Here we use our model of individual choice to
show how taxes affect utility. Of course, it seems obvious (if we don’t consider the
government services that taxes provide) that paying taxes must reduce a person’s
utility because purchasing power is reduced. But, through the use of income and
substitution effects, we can show that the size of this welfare loss will depend on
how a tax is structured. Specifically, taxes that are imposed on general purchasing
power will have smaller welfare costs than will taxes imposed on a narrow selection
of commodities. This “lump-sum principle” lies at the heart of the study of the
economics of optimal taxation.

A Graphical Approach

A graphical proof of the lump-sum principle is presented in Figure 3.6. Initially, this
person has I dollars to spend and chooses to consume X* and Y*. This combination
yields utility level Us. A tax on good X alone would raise its price, and the budget
constraint would become steeper. With that budget constraint (shown as line I in
the figure), a person would be forced to accept a lower utility level (U;) and would
choose to consume the combination X, Y;.

Suppose now that the government decided to institute a general income tax that
raised the same revenue as this single-good excise tax. This would shift the indivi-
dual’s budget constraint to I”. The fact that I” passes through X, Y; shows that
both taxes raise the same amount of revenue.” However, with the income tax
budget constraint I”, this person will choose to consume X5, Y, (rather than X,
Y1). Even though this person pays the same tax bill in both instances, the combina-
tion chosen under the income tax yields a higher utility (U,) than does the tax on a
single commodity.

An intuitive explanation of this result is that a single-commodity tax affects
people’s well-being in two ways: It reduces general purchasing power (an income
effect), and it directs consumption away from the taxed commodity (a substitu-
tion effect). An income tax incorporates only the first effect, and, with equal tax
revenues raised, individuals are better off under it than under a tax that also
distorts consumption choices.

2Algebra shows why this is true. With the sales tax (where the per-unit tax rate is given by t), the individual’s budget
constraint is

I=1"=(Px+ )X + PyYq
Total tax revenues are given by
T =tX
With an income tax that collected the same revenue, after-tax income is
1" =1—T=PxX + PyY

which shows that I” passes through the point X, Y also. That s, the bundle X;, Y; is affordable with either tax, but it
provides less utility than another bundle (X5, Y5) affordable with the income tax.
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he Lump-Sum Principle
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An excise tax on good X shifts the budget constraints to I'. The individual chooses X, Y;
and receives utility of Us. A lump-sum tax that collects the same amount shifts the budget
constraint to I”. The individual chooses X3, Y, and receives more utility (U,).

Generalizations

More generally, the demonstration of the lump-sum principle in Figure 3.7 suggests
that the utility loss associated with the need to collect a certain amount of tax
revenue can be kept to a minimum by taxing goods for which substitution effects
are small. By doing so, taxes will have relatively little welfare effect beyond their
direct effect on purchasing power. On the other hand, taxes on goods for which
there are many substitutes will cause people to alter their consumption plans in
major ways. This additional distortionary effect raises the overall utility cost of such
taxes to consumers. In Application 3.3: Why Not Just Give the Poor Cash? we look
at a few implications of these observations for welfare policy.

CHANGES IN THE PRICE OF ANOTHER GOOD

An examination of our discussion so far would reveal that a change in the price of X
will also affect the quantity demanded of the other good (Y). In Figure 3.3, for
example, a decrease in the price of X causes not only the quantity demanded of X to
increase but the quantity demanded of Y to increase as well. We can explain this
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Why Not Just Give the Poor Cash?

Most countries provide a wide variety of programs to help
poor people. In the United States, there is a general program
for cash assistance to low-income families, but most anti-
poverty spending is done through a variety of “in-kind”
programs such as Food Stamps, Medicaid, and low-income
housing assistance. Such programs have expanded very
rapidly during the past 30 years, whereas the cash program
has tended to shrink (especially following the 1996 welfare
reform initiative).

Inefficiency of In-Kind Programs

The lump-sum principle suggests that these trends may be
unfortunate because the in-kind programs do not generate
as much welfare for poor people as would the spending of
the same funds on a cash program. The argument is illu-
strated in Figure 1. The typical low-income person’s budget
constraint is given by the line [ prior to any assistance. This
yields a utility of U;. An anti-poverty program that provided,

FIGURE 1 Superiority of an Income Grant

Y per
period

X per
period

A subsidy on good X (constraint I') raises utility to U,. For the
same funds, a pure income grant (I”) raises utility to Us.

say, good X at a highly subsidized price would shift this
budget constraint to I’ and raise this person’s utility to Us. If
the government were instead to spend the same funds on a
pure income grant to this person,’ his or her budget con-
straint would be 1”, and this would permit a higher utility to
be reached (Us). Hence, the in-kind program is not cost-
effective in terms of raising the utility of this low-income
person.

There is empirical evidence supporting this conclusion.
Careful studies of spending patterns of poor people suggest
that a dollar spent on food subsidy programs is “worth” only
about $.90 to the recipients. A dollar in medical care sub-
sidies may be worth only about $.70, and housing assistance
may be worth less than $.60. Spending on these kinds of in-
kind programs therefore may not be an especially effective
way of raising the utility of poor people.

Paternalism and Donor Preferences

Why have most countries favored in-kind programs over
cash assistance? Undoubtedly, some of this focus stems
from paternalism—policy makers in the government may
feel that they have a better idea of how poor people should
spend their incomes than do poor people themselves. In
Figure 1, for example, X purchases are indeed greater
under the in-kind program than under the cash grant, though
utility is lower. A related possibility is that “donors” (usually
taxpayers) have strong preferences for how aid to poor
people should be provided. Donors may care more about
providing food or medical care to poor people than about
increasing their welfare overall. Political support for (see-
mingly less effective) cash grants is simply nonexistent.

PoLicy CHALLENGE

The apparent preference for in-kind subsidies has led to a
vastincrease in the amounts spent on such subsidies in many
countries. Is it generally good for governments to decide
how people collecting subsidies should spend their money?
Or might such subsidies really have little value to those who
receive them? Which kinds of subsidies might make sense?
Which kinds might be wasteful in the sense that poor people
get little value for the money spent by the government?

"Budget constraints I” and I” represent the same government spend-
ing because both permit this person to consume point B.
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FIGURE 3.7 Effect on the Demand for Good Y of a Decrease in the
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In contrast to Figure 3.3, the quantity demanded of Y now declines (from Y* to Y**) in
response to a decrease in the price of X. The relatively flat indifference curves cause the
substitution effect to be very large. Moving from A to B means giving up a substantial
quantity of Y for additional X. This effect more than outweighs the positive income effect
(from Bto C), and the quantity demanded of Y declines. So, purchases of Y may either rise
or fall when the price of X falls.

result by looking at the substitution and income effects on the demand for Y
associated with the decrease in the price of X.

First, as Figure 3.3 shows, the substitution effect of the lower X price caused
less Y to be demanded. In moving along the indifference curve U; from A to B, X
is substituted for Y because the lower ratio of Px/Py required an adjustment in the
MRS. In this figure, the income effect of the decline in the price of good X is
strong enough to reverse this result. Because Y is a normal good and real income
has increased, more Y is demanded: The individual moves from B to C. Here Y**
exceeds Y*, and the total effect of the price change is to increase the demand
for Y.

A slightly different set of indifference curves (that is, different preferences)
could have shown different results. Figure 3.7 shows a relatively flat set of indif-
ference curves where the substitution effect from a decline in the price of X is very
large. In moving from A to B, a large amount of X is substituted for Y. The income
effect on Y is not strong enough to reverse this large substitution effect. In this case,
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Complements

Two goods such that
when the price of one
increases, the quantity
demanded of the other
falls.

Substitutes

Two goods such that if the
price of one increases, the
quantity demanded of the
other rises.

Micro Quiz 3.3

Changes in the price of another good create
both income and substitution effects in a per-
son’s demand for, say, coffee. Describe those
effects in the following cases and state whether
they work in the same direction or in opposite
directions in their total impact on coffee

purchases.

1. A decrease in the price of tea
2. A decrease in the price of cream

PART TWO Demand

the quantity of Y finally chosen (Y**) is smaller than the original amount. The effect
of a decline in the price of one good on the quantity demanded of some other good is
ambiguous; it all depends on what the person’s preferences, as reflected by his or
her indifference curve map, look like. We have to examine carefully income and
substitution effects that (at least in the case of only two goods) work in opposite
directions.

Substitutes and Complements

Economists use the terms substitutes and complements to describe the way
people look at the relationships between goods. Complements are goods that
go together in the sense that people will increase their use of both goods simulta-
neously. Examples of complements might be coffee and cream, fish and chips,
peanut butter and jelly, or gasoline and automobiles. Substitutes, on the other
hand, are goods that can replace one another. Tea and coffee, Hondas and
Pontiacs, or owned versus rented housing are some goods that are substitutes
for each other.

Whether two goods are substitutes or complements of each other is primarily a
question of the shape of people’s indifference curves. The market behavior of
individuals in their purchases of goods can help economists to discover these
relationships. Two goods are complements if an increase in the price of one causes
a decrease in the quantity consumed of the other. For example, an increase in the
price of coffee might cause not only the quantity demanded of coffee to decline but
also the demand for cream to decrease because of the complementary relationship
between cream and coffee. Similarly, coffee and tea are substitutes because an
increase in the price of coffee might cause the quantity demanded of tea to increase
as tea replaces coffee in use.

How the demand for one good relates to the
price increase of another good is determined by
both income and substitution effects. It is only the
combined gross result of these two effects that we
can observe. Including both income and substitu-
tion effects of price changes in our definitions of
substitutes and complements can sometimes lead to
problems. For example, it is theoretically possible
for X to be a complement for Y and at the same time
for Y to be a substitute for X. This perplexing state
of affairs has led some economists to favor a defini-
tion of substitutes and complements that looks only
at the direction of substitution effects.> We do not
make that distinction in this book, however.

3For a slightly more extended treatment for this subject, see Walter Nicholson and Christopher Snyder, Micro-

economic Theory: Basic Principles and Extensions, 10th ed. (Mason, OH: South-Westen/Thomson Learning, 2008),
184-188. For a complete treatment, see J. R. Hicks, Value and Capital (London: Cambridge University Press, 1939),
Chapter 3 and the mathematical appendix.
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INDIVIDUAL DEMAND CURVES

We have now completed our discussion of how the individual’s demand for good X
is affected by various changes in economic circumstances. We started by writing the
demand function for good X as

Quantity of X demanded = dx(Px, Py, I; preferences)

Then we examined how changes in each of the economic factors Px, Py, and I
might affect an individual’s decision to purchase good X. The principle purpose of
this examination has been to permit us to derive individual demand curves and to be
precise about those factors that might cause a demand curve to change its position.
This section shows how a demand curve can be constructed. The next section looks
at why this curve might shift.

An individual demand curve shows the ceteris paribus relationship between the
quantity demanded of a good (say, X) and its own price (Px). Not only are
preferences held constant under the ceteris paribus assumption (as they have been
throughout our discussion in this chapter), but the other factors in the demand
function (that is, the price of good Y and income) are also held constant. In demand
curves, we are limiting our study to only the relationship between the quantity of a
good chosen and changes in its price.

Figure 3.8 shows how to construct a person’s demand curve for good X. In
panel a, this person’s indifference curve map is drawn using three different budget
constraints in which the price of X decreases. These decreasing prices are P, Pk,
and P"’x. The other economic factors that affect the position of the budget con-
straint (the price of good Y and income) do not change. In graphic terms, all three
constraints have the same Y-intercept. The successively lower prices of X rotate this
constraint outward. Given the three separate budget constraints, this person’s
utility-maximizing choices of X are given by X', X", and X"”. These three choices
show that the quantity demanded of X increases as the price of X falls on the
presumption that substitution and income effects operate in the same direction.

The information in panel a in Figure 3.8 can be used to construct the demand
curve shown in panel b. The price of X is shown on the vertical axis, and the
quantity chosen continues to be shown on the horizontal axis. The demand curve
(dx) is downward sloping, showing that when the price of X falls, the quantity
demanded of X increases. This increase represents both the substitution and income
effects of the price decline.

Shape of the Demand Curve

The precise shape of the demand curve is determined by the size of the income and
substitution effects that occur when the price of X changes. A person’s demand
curve may be either rather flat or quite steeply sloped, depending on the nature of
his or her indifference curve map. If X has many close substitutes, the indifference
curves will be nearly straight lines (such as those shown in panel b of Figure 3.4),
and the substitution effect from a price change will be very large. The quantity of X
chosen will fall substantially in response to a rise in its price; consequently, the
demand curve will be relatively flat. For example, consider a person’s demand for
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Individual demand curve
A graphic representation
of the relationship
between the price of a
good and the quantity of
it demanded by a person,
holding all other factors
constant.
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FIGURE 3.8 . .
-Constructlon of an Individual’s Demand Curve

Quantity of Y
per week Budget constraint for Py
Budget cconstraint for Py
Budget constraint for Py’
U;
0 X X" X" Quantity of X
per week
(a) Individual’s indifference curve map
Price

0o X X’ X" Quantity of X
per week

(b) Demand curve

In panel a, the individual’s utility-maximizing choices of X and Y are shown for three
successively lower prices of X. In panel b, this relationship between Py and X is used to
construct the demand curve for X. The demand curve is drawn on the assumption that the
price of Y 'and money income remain constant as the price of X varies.

one particular brand of cereal (say, the famous Brand X). Because any one brand
has many close substitutes, the demand curve for Brand X will be relatively flat. A
rise in the price of Brand X will cause people to shift easily to other kinds of cereal,
and the quantity demanded of Brand X will be reduced significantly.

On the other hand, a person’s demand curve for some goods may be steeply
sloped. That is, price changes will not affect consumption very much. This might be
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the case if the good has no close substitutes. For example, consider a person’s
demand for water. Because water satisfies many unique needs, it is unlikely that it
would have any substitutes when the price of water rose, and the substitution effect
would be very small. However, since water does not use up a large portion of a
person’s total income, the income effect of the increase in the price of water would
also not be large. The quantity demanded of water probably would not respond
greatly to changes in its price; that is, the demand curve would be nearly vertical.

As a third possibility, consider the case of food. Because food as a whole has no
substitutes (although individual food items obviously do), an increase in the price of
food will not induce important substitution effects. In this sense, food is similar to
our water example. However, food is a major item in a person’s total expenditures,
and an increase in its price will have a significant effect on purchasing power. It is
possible, therefore, that the quantity demanded of food may be reduced substan-
tially in response to a rise in food prices because of this income effect. The demand
curve for food might be flatter (that is, quantity demanded reacts more to price)
than we might expect if we thought of food only as a “necessity” with few, if any,
substitutes.”

SHIFTS IN AN INDIVIDUAL’S DEMAND CURVE

An individual’s demand curve summarizes the relationship between the price of X
and the quantity demanded of X when all the other things that might affect demand
are held constant. The income and substitution effects of changes in that price cause
the person to move along his or her demand curve. If one of the factors (the price of
Y, income, or preferences) that we have so far been holding constant were to
change, the entire curve would shift to a new position. The demand curve remains
fixed only while the ceteris paribus assumption is in effect. Figure 3.9 shows the
kinds of shifts that might take place. In panel a, the effect on good X of an increase
in income is shown. Assuming that good X is a normal good, an increase in income
causes more X to be demanded at each price. At Py, for example, the quantity of X
demanded rises from X; to X;. This is the kind of effect we described early in this
chapter (Figure 3.1). When income increases, people buy more X even if its price
has not changed, and the demand curve shifts outward. Panels b and ¢ in Figure 3.9
record two possible effects that an increase in the price of Y might have on the
demand curve for good X. In panel b, X and Y are assumed to be substitutes—for
example, coffee (X) and tea (Y). An increase in the price of tea causes the individual
to substitute coffee for tea. More coffee (that is, good X) is demanded at each price
than was previously the case. At Py, for example, the quantity of coffee demanded
increases from X; to X5,.

On the other hand, suppose X and Y are complements—for example, coffee (X)
and cream (Y). An increase in the price of cream causes the demand curve for coffee
to shift inward. Because coffee and cream go together, less coffee (that is, good X)

“For this and other reasons, sometimes it is convenient to talk about demand curves that reflect only substitution
effects. We do not study such “compensated” demand curves in this book, however.
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FIGURE 3.9

Px

(a)

Shifts in an Individual’s Demand Curve

Px Px

(b) ()

In panel a, the demand curve shifts outward because the individual's income has
increased. More X is now demanded at each price. In panel b, the demand curve shifts
outward because the price of Y has increased, and X and Y are substitutes for the
individual. In panel ¢, the demand curve shifts inward because of the increase in the
price Y; that is, X and Y are complements.

will now be demanded at each price. This shift in the demand curve is shown in
panel c—at Py, the quantity of coffee demanded falls from X to X.

Changes in preferences might also cause the demand curve to shift. For exam-
ple, a sudden warm spell would shift the entire demand curve for cold drinks

Micro Quiz 3.4

The following statements were made by two
reporters describing the same event. Which
reporter (if either) gets the distinction between
shifting a demand curve and moving along it
correct?

Reporter 1. The freezing weather in Florida will
raise the price of oranges, and people will
reduce their demand for oranges. Because of
this reduced demand, producers will now get
lower prices for their oranges than they might
have and these lower prices will help restore
orange purchases to their original level.

Reporter 2. The freezing weather in Florida
raises orange prices and reduces the demand
for oranges. Orange growers should therefore
accustom themselves to lower sales even when
the weather returns to normal.

outward. More drinks would be demanded at
each price because now each person’s desire for
them has increased. Similarly, increased environ-
mental consciousness during the 1980s and 1990s
vastly increased the demand for such items as recy-
cling containers and organically grown food. Simi-
larly, fear that tomatoes or peanuts may have been
tainted with salmonella in 2008 sharply reduced
demand throughout the United States.

Be Careful in Using Terminology

It is important to be careful in making the distinction
between the shift in a demand curve and movement
along a stationary demand curve. Changes in the price
of X lead to movements along the demand curve for
good X. Changes in other economic factors (such as a
change in income, a change in another good’s price, or
a change in preferences) cause the entire demand
curve for X to shift. If we wished to see how a change
in the price of steak would affect a person’s steak
purchases, we would use a single demand curve and
study movements along it. On the other hand, if we
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wanted to know how a change in income would affect the quantity of steak purchased,
we would study the shift in the position of the entire demand curve.

To keep these matters straight, economists must speak carefully. The move-
ment downward along a stationary demand curve in response to a fall in price is
called an increase in quantity demanded. A shift outward in the entire curve is an
increase in demand. A rise in the price of a good causes a decrease in quantity
demanded (a move along the demand curve), whereas a change in some other factor
may cause a decrease in demand (a shift of the entire curve to the left). It is
important to be precise in using those terms; they are not interchangeable.

TWO NUMERICAL EXAMPLES

Let’s look at two numerical examples that use a person’s preferences to derive his or
her demand curve for a product.

Perfect Complements

In Chapter 2, we encountered a person who always buys two bags of popcorn (C) at
each movie (M). Given his or her budget constraint of PcC + PyyM = I, we can
substitute the preferred choice of C = 2M to get:

Pc(2M) + PyM = (2P + Py)M = [ or M = I/(2P¢ + Py) (3.5)

This is the demand function for movies. If we assign specific values for I and P,
we can get the form for the movie demand curve. For example, if I = 30 and
Pc = $2.50, the form of the demand curve is:

M = 30/(5 + Py) (3.6)

Notice that if Py; = 10, this person will choose to attend two movies, which is
precisely the result we got in Chapter 2. The impact of any other price can also be
determined from Equation 3.6 (assuming you can attend fractions of a movie).
Because the price of movies is in the denominator here, the demand curve will
clearly slope downward. Notice also that a higher income would shift the movie
demand curve outward, whereas a higher popcorn price would shift it inward.

Some Substitutability

In Chapter 2, we also looked at a person who always spends half of his or her fast
food budget on hamburgers (X) and half on soft drinks (Y). This can be stated in
terms of this person’s budget constraint as PxX = PyY = 0.51. So, here it is very
simple to compute the demand function for, say, hamburgers, as:

PxX = 0.5/ or X = 0.51/Px (3.7)
If I = 30, the specific form for the demand curve would be:
X = 15/Px (3.8)

So, again, increases in price reduce the quantity demanded, and an increase in
income will shift this demand curve outward. In this particular case, however,
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Increase or decrease in
quantity demanded

The increase or decrease
in quantity demanded
caused by a change in the
good'’s price. Graphically
represented by the
movement along a
demand curve.

Increase or decrease in
demand

The change in demand for
a good caused by
changes in the price of
another good, in income,
or in preferences.
Graphically represented
by a shift of the entire
demand curve.
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changes in the price of soft drinks do not shift the demand curve at all because this
person has already decided to spend half of his or her budget on drinks regardless
of price.

Demand Curves Show Only Two Variables

To graph any demand curve you must calculate the relationship between the quantity of that good
demanded and its price. All other things that affect demand must be held constant. In particular, if a
demand function contains income or prices of other goods, you must first assign specific values to
these variables before attempting to graph a demand curve.

CONSUMER SURPLUS

Demand curves provide a considerable amount of information about the willing-
ness of people to make voluntary transactions. Because demand curves are in
principle measurable, they are much more useful for studying economic behavior
in the real world than are utility functions. One important application uses demand
curves to study the consequences of price changes for people’s overall welfare. This
technique relies on the concept of consumer surplus—a concept we examine in this
section. The tools developed here are widely used by economists to study the effects
of public policies on the welfare of citizens.

Demand Curves and Consumer Surplus

In order to understand the consumer surplus idea, we begin by thinking about an
individual’s demand curve for a good in a slightly different way. Specifically, each
point on the demand curve can be regarded as showing what a person would be
willing to pay for one more unit of the good. Demand curves slope downward
because this “marginal willingness to pay” declines as a person consumes more of a
given good. On the demand curve for T-shirts in Figure 3.10, for example, this
person chooses to consume ten T-shirts when the price is $11. In other words, this
person is willing to pay $11 for the tenth T-shirt he or she buys. With a price of $9,
on the other hand, this person chooses fifteen T-shirts, so, implicitly, he or she
values the fifteenth shirt at only $9. Viewed from this perspective, then, a person’s
demand curve tells us quite a bit about his or her willingness to pay for different
quantities of a good.

Because a good is usually sold at a single market price, people choose to buy
additional units of the good up to the point at which their marginal valuation is
equal to that price. In Figure 3.10, for example, if T-shirts sell for $7, this person
will buy twenty T-shirts because the twentieth T-shirt is worth precisely $7. He or
she will not buy the twenty-first T-shirt because it is worth less than $7 (once this
person already has twenty T-shirts). Because this person would be willing to pay
more than $7 for the tenth or the fifteenth T-shirt, it is clear that this person gets a
“surplus” on those shirts because he or she is actually paying less than the maximal
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Consumer Surplus from T-Shirt Demand Price ($/shirt)

Price
($/shirt)
15 ¢ A
Mf—————— =
9 ________
| |
7oB— ——————— i
| | |
| | | d
| | |
| | |
| | |
10 15 20 Quantity

(shirts)

The curve d shows a person’s demand for T-shirts. He or she would be willing to pay $11
for the tenth shirt and $9 for the fifteenth shirt. At a price of $7, he or she receives a surplus
of $4 for the tenth shirt and $2 for the fifteenth shirt. Total consumer surplus is given by
area AEB ($80).

amount that would willingly be paid. Hence, we have a formal definition of
consumer surplus as the difference between the maximal amounts a person would
pay for a good and what he or she actually pays. In graphical terms, consumer
surplus is given by the area below the demand curve and above the market price.
The concept is measured in monetary values (dollars, euros, yen, etc.).

Because the demand curve in Figure 3.10 is a straight line, the computation of
consumer surplus is especially simple. It is just the area of triangle AEB. When the
price of T-shirts is $7, the size of this area is 0.5 - 20 - ($15 — $7) = $80. When this
person buys twenty T-shirts at $7, he or she actually spends $140 but also receives a
consumer surplus of $80. If we were to value each T-shirt at the maximal amount
this person would pay for that shirt, we would conclude that the total value of the
twenty T-shirts he or she consumes is $220, but they are bought for only $140.

A rise in price would reduce this person’s consumer surplus from T-shirt
purchases. At a price of $11, for example, he or she buys ten T-shirts and consumer
surplus would be computed as 0.5-10 - ($15 — $11) = $20. Hence, $60 of con-
sumer surplus has been lost because of the rise in the price of T-shirts from $7 to
$11. Some of this loss in consumer surplus went to shirt-makers because this person
must pay $40 more for the ten T-shirts he or she does buy than was the case when
the price was $7. The other $20 in consumer surplus just disappears. In later
chapters, we see how computations of this type can be used to judge the conse-
quences of a wide variety of economic situations in which prices change.

Consumer surplus

The extra value
individuals receive from
consuming a good over
what they pay for it. What
people would be willing
to pay for the right to
consume a good at its
current price.
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Consumer Surplus and Utility

The concept of consumer surplus can be tied directly to the theory of utility max-
imization we have been studying. Specifically, consumer surplus provides a way of
putting a monetary value on the effects that changes in the marketplace have on
people’s utility. Consumer surplus is not really a new concept but just an alternative
way of getting at the utility concepts with which we started the study of demand.

Figure 3.11 illustrates the connection between consumer surplus and utility.
The figure shows a person’s choices between a particular good (here again we use
the T-shirt example) and “all other” goods he or she might buy. The budget
constraint shows that with a $7 price and a budget constraint given by line I, this
person would choose to consume twenty T-shirts along with $500 worth of other
items. Including the $140 spent on T-shirts, total spending on all items would be
$640. This consumption plan yields a utility level of U, to this person.

Now consider a situation in which T-shirts were not available—perhaps they
are banned by a paternalistic government that objects to slogans written on the
shirts. In this situation, this person requires some compensation if he or she is to
continue to remain on the Uy indifference curve. Specifically, an extra income given
by distance AB would just permit this person to reach U, when there are no T-shirts

FIGURE 3.11 -
-Consumer Surplus and Utility

Other
goods
per week

A

20 T-shirts
per week

Initially, this person is at E with utility U;. He or she would need to be compensated by
amount AB in other goods to get Uy if T-shirts were not available. He or she would also be
willing to pay BC for the right to consume T-shirts rather than spending | only on other
goods. Both distance AB and distance BC approximate the consumer surplus area in
Figure 3.10.
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available. It is possible to show that this dollar value
is approximately equal to the consumer surplus
figure computed in the previous section—that is,
distance AB is approximately $80. Hence, consu-
mer surplus can also be interpreted as measuring
the amount one would have to compensate a person
for withdrawing a product from the marketplace.

A somewhat different way to measure consu-
mer surplus would be to ask how much income this
person would be willing to pay for the right to
consume T-shirts at $7 each. This amount would
be given by distance BC in Figure 3.11. With a
budget constraint given by I’, this person can
achieve that same utility level (Uy) that he or she
could obtain with budget constraint I if no T-shirts
were available. Again, it is possible to show” that
this amount also is approximately equal to the consumer surplus figure calculated
in the previous section ($80). In this case, the figure represents the amount that a
person would voluntarily give up in exchange for dropping a no-T-shirt law.
Hence, both approaches reach the same conclusion—that consumer surplus pro-
vides a way of putting a dollar value on the utility people gain from being able to
make market transactions. Application 3.4: Valuing New Goods shows how using
a demand curve can solve a major problem in devising cost-of-living statistics.

Micro Quiz 3.5

surplus triangle?)

MARKET DEMAND CURVES

The market demand for a good is the total quantity of the good demanded by all
buyers. The market demand curve shows the relationship between this total quan-
tity demanded and the market price of the good, when all other things that affect
demand are held constant. The market demand curve’s shape and position are
determined by the shape of individuals’ demand curves for the product in question.
Market demand is nothing more than the combined effect of economic choices by
many consumers.

Construction of the Market Demand Curve

Figure 3.12 shows the construction of the market demand curve for good X when
there are only two buyers. For each price, the point on the market demand curve is
found by summing the quantities demanded by each person. For example, at a price
of P%, individual 1 demands X7, and individual 2 demands Xj. The total quantity
demanded at the market at P is therefore the sum of these two amounts:
X* = X7 + Xj. Consequently the point X*, P is one point on the market demand

®For a theoretical treatment of these issues, see R. D. Willig, “Consumer’s Surplus without Apology,” American
Economic Review (September 1976): 589-597. Willig shows that distance AB in Figure 3.12 (which is termed the
“compensating income variation”) exceeds total consumer surplus, whereas distance BC (termed the “equivalent
income variation”) is smaller than consumer surplus. All three measures approach the same value if income effects in
the demand for the good in question are small.

Throughout this book, we see that consumer
surplus areas are often triangular.

1. Explain why this area is measured in
monetary values. (Hint: What are the units
of the height and width of the consumer

2. Suppose that the price of a product rose by
10 percent. Would you expect the size of
the consumer surplus triangle to fall by
more or less than 10 percent?

Market demand
The total quantity of
a good or service
demanded by all
potential buyers.

Market demand curve
The relationship between
the total quantity
demanded of a good or
service and its price,
holding all other factors
constant.
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Valuing New Goods

Estimating how consumers value a new good poses pro-
blems both for the firms that might wish to sell the good
and for government agencies that have to assess the impact
of such goods on overall welfare. One way that has been
used for this purpose is illustrated in Figure 1. In the figure,
the typical person’s demand curve for a newly introduced
good is given by d. After introduction of the product, this
typical person consumes X* at a price of P. This is the only
point observed on the demand curve for this product
because the good did not exist previously. However, some
authors have proposed using the information in Figure 1 to
draw a tangent to d at this initial point and thereby calculate
the “virtual price” at which demand for this good would have
been zero (Py)." This price is then taken to be the price
before the new good was marketed. The welfare gain from
introducing the new good is given by the consumer surplus
triangle Py*EPy. This is an approximation to the gain that

FIGURE 1 Valuing a New Good

Price

P **

P>
d
Quantity
per period

The virtual price Py* estimates the price at which demand for a
new good would be zero. Being able to consume this good at
a price of Px*yields consumer surplus given by area Py*EPx.

"See J. Hausman, “Cellular Telephone, New Products, and the CPI,”
Journal of Business and Economic Statistics (April 1999): 188-194.
Hausman shows how information from micro sales data on the new
product can be used to estimate the slope of d at the initial market
equilibrium.

consumers experience by being able to consume the new
good at its current market price relative to a situation where
the good did not exist. In some cases, the size of this gain can
be quite large.

The Value of Cell Phones

Jerry Hausman used this approach in an influential series of
papers to estimate the value of cell phones to consumers. He
found very large gains indeed, amounting to perhaps as
much as $50 billion. Apparently people really value the free-
dom of communication that cell phones provide. A major
advantage of Hausman's work was to reiterate the notion
that the standard methods used to calculate the Consumer
Price Index (CPl—see Application 3.2) significantly under-
state the welfare gains consumers experience from new
products. In the case of cell phones, for example, these
goods did not enter the CPI until 15 years after they were
introduced in the United States. Once cell phones were
considered part of the CPl "market basket,” no explicit
account was taken of the benefits they provided to consu-
mers relative to prior versions of mobile phones.

The Value of Minivans

Minivans were introduced to U.S. consumers in the 1980s.
Despite sometimes being an object of scorn (John Travolta
makes many snide minivan jokes in Get Shorty, for example),
the vehicles fulfilled a number of demanders’ needs. A
detailed analysis of the early years of minivan sales by Amil
Petrin concludes that overall consumer welfare was
increased by about $3 billion over the period 1984-1988.2
An important contribution to this increase in welfare came
from the active competition among minivan suppliers. This
served both to reduce minivan prices to consumers and to
mitigate price increases for other cars as well.

To THINK ABOUT

1. The size of the welfare gains from introducing a new pro-
duct seems to depend on the slope of the demand curve
(see Figure 1). Can you give an intuitive reason for this?

2. Figure 1 may give the misleading impression that any
new good will increase welfare, even if firms can't sell it at
a profit. How might the cost of producing a new good
affect the evaluation of its welfare benefits?

2A. Petrin, “Quantifying the Benefits of New Products: The Case of
the Minivan,” Journal of Political Economy (August 2002): 705-729.
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FIGURE 3.12 B .
-Constructmg a Market Demand Curve from Individual

Demand Curves

0 X X 0 X3 X, 0 X* X
(a) Individual 1 (b) Individual 2 (c) Market demand
A market demand curve is the horizontal sum of individual demand curves. At each price,

the quantity in the market is the sum of the amounts each person demands. For example,
at P*x the demand in the market is X; + Xj = X*.

curve D. The other points on the curve are plotted in the same way. The market
curve is simply the horizontal sum of each person’s demand curve. At every possible
price, we ask how much is demanded by each person, and then we add up these
amounts to arrive at the quantity demanded by the whole market. The demand
curve summarizes the ceteris paribus relationship between the quantity demanded
of X and its price. If other things that influence demand do not change, the position
of the curve will remain fixed and will reflect how people as a group respond to
price changes.

Shifts in the Market Demand Curve

Why would a market demand curve shift? We already know why individual
demand curves shift. To discover how some event might shift a market demand
curve, we must, obviously, find out how this event causes individual demand curves
to shift. In some cases, the direction of a shift in the market demand curve is
reasonably predictable. For example, using our two-buyer case, if both of the
buyers’ incomes increase and both regard X as a normal good, then each person’s
demand curve would shift outward. Hence, the market demand curve would also
shift outward. At each price, more would be demanded in the market because each
person could afford to buy more.

A change in the price of some other good (Y) will also affect the market demand
for X. If the price of Y rises, for example, the market demand curve for X will shift
outward if most buyers regard X and Y as substitutes. On the other hand, an
increase in the price of Y will cause the market demand curve for X to shift inward
if most people regard the two goods as complements. For example, an increase in
the price of Corn Flakes would shift the demand curve for Wheat Flakes outward
because these two cereals are close substitutes for each other. At every price, people
would now demand more boxes of Wheat Flakes than they did before Corn Flakes
became more expensive. On the other hand, an increase in the price of strawberries
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might shift the demand curve for Wheat Flakes inward because some people only
like the taste of Wheat Flakes if they have strawberries on top. Higher-priced
strawberries result in people demanding fewer boxes of Wheat Flakes at every price.

Numerical Examples

Earlier in this chapter, we derived the form of two specific individual demand
curves. Constructing the market demand curve in these cases is especially easy as
long as we assume all people are identical and that everyone faces the same price for
the good in question. For example, in Equation 3.6, we found that an individual’s
demand for movies was given by M = 30/(5 + Py). If there are 1,000 moviegoers
in town, each with the same demand, the market demand for attendance would be:

Total M = 1,000M = 30,000/(5 + Py) (3.9)

At a price of $10, movie attendance would be 2,000 (per week), whereas at a
price of $15 (with no change in the amount of income devoted to movies or in
popcorn prices), attendance would fall to 1,500. An increase in the funds the typical
person allocates to movies would shift this demand curve outward, whereas an
increase in popcorn prices would shift it inward.

The story is much the same for our fast-food example. If 80 people stop by
the restaurant each week, and each has a demand for hamburgers of the form
X = 15/Py, market demand would be:

Total X = 80[15/Px] = 1,200/ Py (3.10)

At a price of $3 per hamburger, 400 would be demanded each week, whereas a
half-price sale would double this demand to 800 per week. Again, an increase in
fast-food funding would shift this demand curve outward, and, in this case, a
change in the price of soft drinks would have no effect on the demand curve.

Demanders Are Price Takers

In these examples, we assume that every person faces the same price for the product being examined
and that no person can influence that price. These assumptions make market demand functions and
their related market demand curves especially easy to calculate. If buyers faced different prices, or if
some buyers could influence prices, the derivations would be much more complicated.

A Simplified Notation

Often in this book we look at only one market. In order to simplify the notation, we
use the letter O for the quantity of a good demanded (per week) in this market, and
we use P for its price. When we draw a demand curve in the Q, P plane, we assume
that all other factors affecting demand are held constant. That is, income, the price
of other goods, and preferences are assumed not to change. If one of these factors
happened to change, the demand curve would shift to a new location. As was the
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case for individual demand curves, the term “change in quantity demanded” is used
for a movement along a given market demand curve (in response to a price change),
and the term “change in demand” is used for a shift in the entire curve.

ELASTICITY

Economists frequently need to show how changes in one variable affect some other
variable. They ask, for example, how much does a change in the price of electricity
affect the quantity of it demanded, or how does a

change in income affect total spepding on automo-
biles? One problem in summarizing these kinds of

effects is that goods are measured in different ways.
For example, steak is typically sold per pound,
whereas oranges are generally sold per dozen. A
$0.10 per pound rise in the price of steak might
cause national consumption of steak to fall by
100,000 pounds per week, and a $0.10 per dozen
rise in the price of oranges might cause national
orange purchases to fall by 50,000 dozen per
week. But there is no good way to compare the
change in steak sales to the change in orange sales.
When two goods are measured in different units, we
cannot make a simple comparison between the
demand for them to determine which demand is
more responsive to changes in its price.

A shift outward in a demand curve can be
described either by the extent of its shift in the
horizontal direction or by its shift in the vertical
direction. How would the following shifts be
shown graphically?

1. News that nutmeg cures the common cold
causes people to demand 2 million pounds
more nutmeg at each price.

2. News that nutmeg cures the common cold
causes people to be willing to pay $1 more
per pound of nutmeg for each possible
quantity.

Use Percentage Changes

Economists solve this measurement problem in a two-step process. First, they
practically always talk about changes in percentage terms. Rather than saying
that the price of oranges, say, rose by $0.10 per dozen, from $2.00 to $2.10, they
would instead report that orange prices rose by 5 percent. Similarly, a fall in
orange prices of $0.10 per dozen would be regarded as a change of minus
S percent.

Percentage changes can, of course, also be calculated for quantities. If national
orange purchases fell from 500,000 dozen per week to 450,000, we would say that
such purchases fell by 10 percent (that is, they changed by minus 10 percent). An
increase in steak sales from 2 million pounds per week to 2.1 million pounds per
week would be regarded as a 5 percent increase.

The advantage of always talking in terms of percentage changes is that we don’t
have to worry very much about the actual units of measurement being used. If
orange prices fall by 5 percent, this has the same meaning regardless of whether we
are paying for them in dollars, yen, euros or pesos. Similarly, an increase in the
quantity of oranges sold of 10 percent means the same thing regardless of whether
we measure orange sales in dozens, crates, or boxcars full.
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Elasticity

The measure of the
percentage change in one
variable brought about by
a 1 percent change in
some other variable.

Price elasticity of
demand

The percentage change in
the quantity demanded of
a good in response to a

1 percent change in its
price.
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Linking Percentages

The second step in solving the measurement problem is to link percentage changes
when they have a cause-effect relationship. For example, if a 5 percent fall in the
price of oranges typically results in a 10 percent increase in quantity bought (when
everything else is held constant), we could link these two facts and say that each
percent fall in the price of oranges leads to an increase in sales of about 2 percent.
That is, we would say that the “elasticity” of orange sales with respect to price
changes is about 2 (actually, as we discuss in the next section, minus 2 because price
and quantity move in opposite directions). This approach is quite general and is
used throughout economics. Specifically, if economists believe that variable A
affects variable B, they define the elasticity of B with respect to A as the percentage
change in B for each percentage point change in A. The number that results from
this calculation is unit-free. It can readily be compared across different goods,
between different countries, or over time.

PRICE ELASTICITY OF DEMAND

Although economists use many different applications of elasticity, the most impor-
tant is the price elasticity of demand. Changes in P (the price of a good) will lead to
changes in Q (the quantity of it purchased), and the price elasticity of demand
measures this relationship. Specifically, the price elasticity of demand (eg,p) is
defined as the percentage change in quantity in response to a 1 percent change in
price. In mathematical terms,

Percentage change in Q

Price elasticity of demand = eqp = -
Y QP Percentage change in P

(3.11)

This elasticity records how QO changes in percentage terms in response to a percen-
tage change in P. Because P and O move in opposite directions (except in the rare
case of Giffen’s paradox), eg p will be negative.® For example, a value of eo,pof —1
means that a 1 percent rise in price leads to a 1 percent decline in quantity, whereas
a value of e p of —2 means that a 1 percent rise in price causes quantity to decline
by 2 percent.

It takes a bit of practice to get used to speaking in elasticity terms. Probably the
most important thing to remember is that the price elasticity of demand looks at
movements along a given demand curve and tells you how much (in percentage
terms) quantity changes for each percent change in price. You should also keep in
mind that price and quantity move in opposite directions, which is why the price
elasticity of demand is negative. For example, suppose that studies have shown that
the price elasticity of demand for gasoline is —2. That means that every percent rise
in price will cause a movement along the gasoline demand curve reducing quantity
demanded by 2 percent. So, if gasoline prices rise by, say, 6 percent, we know that

Sometimes the price elasticity of demand is defined as the absolute value of the definition in Equation 3.11. Using
this definition, elasticity is never negative; demand is classified as elastic, unit elastic, or inelastic, depending on
whether eg pis greater than, equal to, or less than 1. You need to recognize this distinction as there is no consistent
use in economic literature.
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(if nothing else changes) quantity will fall by 12 percent A
(= 6 x [—2]). Similarly, if the gasoline price were to fall by Terminology for the
4 percent, this price elasticity could be used to predict that Ranges of £77
gasoline purchases would rise by 8 percent (= [—4] x VALUE OF Eq» AT APOINT  TERMINOLOGY FOR CURVE
[—2]). Sometimes price elasticities take on decimal values, ON DEMAND CURVE AT THIS POINT
but this should pose no problem. If, for example, the price -
elasticity of demand for aspirin were found to be —0.3, this ~ €2P <~ Elastic
would mean that each percentage point rise in aspirin ~ SP = | Unit elastic

eqp> —1 Inelastic

prices would cause quantity demanded to fall by 0.3 per-

cent (that is, by three-tenths of 1 percent). So, if aspirin

prices rose by 15 percent (and everything else that affects aspirin demand stayed
fixed), we could predict that the quantity of aspirin demanded would fall by
4.5 percent (= 15 x [—0.3]).

Values of the Price Elasticity of Demand

A distinction is usually made among values of eg p that are less than, equal to, or
greater than —1. Table 3.1 lists the terms used for each value. For an elastic curve
(eo.p is less than —1),” a price increase causes a more than proportional quantity
decrease. If e p = —3, for example, each 1 percent rise in price causes quantity to
fall by 3 percent. For a unit elastic curve (e pis equal to —1), a price increase causes
a decrease in quantity of the same proportion. For an inelastic curve (eg p is greater
than —1), price increases proportionally more than quantity decreases. If
eo,p = —Y¥2,a 1 percent rise in price causes quantity to fall by only %2 of 1 percent.
In general, then, if a demand curve is elastic, changes in price along the curve affect
quantity significantly; if the curve is inelastic, price has little effect on quantity

demanded.

Price Elasticity and the Substitution Effect

Our discussion of income and substitution effects provides a basis for judging what
the size of the price elasticity for particular goods might be. Goods with many close
substitutes (brands of breakfast cereal, small cars, brands of electronic calculators,
and so on) are subject to large substitution effects from a price change. For these
kinds of goods, we can presume that demand will be elastic (eg p < —1). On the
other hand, goods with few close substitutes (water, insulin, and salt, for example)
have small substitution effects when their prices change. Demand for such goods
will probably be inelastic with respect to price changes (eg p > —1; that is, eg p is
between 0 and —1). Of course, as we mentioned previously, price changes also
create income effects on the quantity demanded of a good, which we must consider
to completely assess the likely size of overall price elasticities. Still, because the price
changes for most goods have only a small effect on people’s real incomes, the
existence (or nonexistence) of substitutes is probably the principal determinant of
price elasticity.

’Remember, numbers like —3 are less than —1, whereas — V2 is greater than —1. Because we are accustomed to
thinking only of positive numbers, statements about the size of price elasticities can sometimes be confusing.
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Price Elasticity and Time

Making substitutions in consumption choices may take time. To change from one
brand of cereal to another may only take a week (to finish eating the first box), but
to change from heating your house with oil to heating it with electricity may take
years because a new heating system must be installed. Similarly, trends in gasoline
prices may have little short-term impact because people already own their cars and
have relatively fixed travel needs. Over a longer term, however, there is clear
evidence that people will change the kinds of cars they drive in response to changing
real gasoline prices. In general, then, it might be expected that substitution effects
and the related price elasticities would be larger the longer the time period that
people have to change their behavior. In some situations it is important to make a
distinction between short-term and long-term price elasticities of demand, because
the long-term concept may show much greater responses to price change. In
Application 3.5: Brand Loyalty, we look at a few cases where this distinction can
be important.

Price Elasticity and Total Expenditures

The price elasticity of demand is useful for studying how total expenditures on a
good change in response to a price change. Total expenditures on a good are found
by multiplying the good’s price (P) times the quantity purchased (Q). If demand is
elastic, a price increase will cause total expenditures to fall. When demand is elastic,
a given percentage increase in price is more than counterbalanced in its effect on
total spending by the resulting large decrease in quantity demanded. For example,
suppose people are currently buying 1 million automobiles at $10,000 each. Total
expenditures on automobiles amount to $10 billion. Suppose also that the price
elasticity of demand for automobiles is —2. Now, if the price increases to $11,000 (a
10 percent increase), the quantity purchased would fall to 800,000 cars (a 20
percent fall). Total expenditures on cars are now $8.8 billion ($11,000 times
800,000). Because demand is elastic, the price increase causes total spending to
fall. This example can be easily reversed to show that, if demand is elastic, a fall in
price will cause total spending to increase. The extra sales generated by a fall in
price more than compensate for the reduced price in this case. For example, a
number of computer software producers have discovered that they can increase
their total revenues by selling software at low, cut-rate prices. The extra users
attracted by low prices more than compensate for those low prices.

If demand is unit elastic (eg p = —1), total expenditures stay the same when
prices change. A movement of P in one direction causes an exactly opposite
proportional movement in Q, and the total price-times-quantity stays fixed. Even
if prices fluctuate substantially, total spending on a good with unit elastic demand
never changes.

Finally, when demand is inelastic, a price rise will cause total expenditures to
rise. A price rise in an inelastic situation does not cause a very large reduction in
quantity demanded, and total expenditures will increase. For example, suppose
people buy 100 million bushels of wheat per year at a price of $3 per bushel. Total
expenditures on wheat are $300 million. Suppose also that the price elasticity of
demand for wheat is —0.5 (demand is inelastic). If the price of wheat rises to $3.60
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Brand Loyalty

One reason that substitution effects are larger over longer
periods than over shorter ones is that people develop
spending habits that do not change easily. For example,
when faced with a variety of brands consisting of the same
basic product, you may develop loyalty to a particular brand,
purchasing it on a regular basis. This behavior makes sense
because you don't need to reevaluate products continually.
Thus, your decision-making costs are reduced. Brand loyalty
also reduces the likelihood of brand substitutions, even
when there are short-term price differentials. Over the long
term, however, price differences can tempt buyers into try-
ing new brands and thereby switch their loyalties.

Automobiles

The competition between American and Japanese auto-
makers provides a good example of changing loyalties.
Prior to the 1980s, Americans exhibited considerable loyalty
to U.S. automobiles. Repeat purchases of the same brand
were a common pattern. In the early 1970s, Japanese auto-
mobiles began making inroads into the American market on
a price basis. The lower prices of Japanese cars eventually
convinced Americans to buy them. Satisfied with their
experiences, by the 1980s many Americans developed
loyalty to Japanese brands. This loyalty was encouraged, in
part, by differences in quality between Japanese and U.S.
cars, which became especially large in the mid-1980s.
Although U.S. automakers have worked hard to close some
of the quality gap, lingering loyalty to Japanese autos has
made it difficult to regain market share. By one estimate, U.S.
cars would have to sell for approximately $1,600 less than
their Japanese counterparts in order to encourage buyers of
Japanese cars to switch.'

Licensing of Brand Names

The advantages of brand loyalty have not been lost on
innovative marketers. Famous trademarks such as Coca-
Cola, Harley-Davidson, or Disney’'s Mickey Mouse have
been applied to products rather different from the originals.
For example, Coca-Cola for a period licensed its famous
name and symbol to makers of sweatshirts and blue jeans,
in the hope that this would differentiate the products from
their generic competitors. Similarly, Mickey Mouse is one of
the most popular trademarks in Japan, appearing on pro-
ducts both conventional (watches and lunchboxes) and
unconventional (fashionable handbags and neckties).

F. Mannering and C. Winston, “Brand Loyalty and the Decline of
American Automobile Firms,” Brookings Papers on Economic Activ-
ity, Microeconomics (1991): 67-113.

The economics behind these moves are straight-
forward. Prior to licensing, products are virtually perfect
substitutes and consumers shift readily among various
makers. Licensing creates somewhat lower price responsive-
ness for the branded product, so producers can charge more
for it without losing all their sales. The large fees paid to
Coca-Cola, Disney, Michael Jordan, or Major League Base-
ball provide strong evidence of the strategy’s profitability.

Overcoming Brand Loyalty

A useful way to think about brand loyalty is that people incur
“switching costs” when they decide to depart from a familiar
brand. Producers of a new product must overcome those
costs if they are to be successful. Temporary price reductions
are one way in which switching costs might be overcome.
Heavy advertising of a new product offers another route to
this end. In general firms would be expected to choose the
most cost-effective approach. For example, in a study of
brand loyalty to breakfast cereals M. Shum? used scanner
data to look at repeat purchases of a number of national
brands such as Cheerios or Rice Krispies. He found that an
increase in a new brand’s advertising budget of 25 percent
reduced the costs associated with switching from a major
brand by about $0.68—a figure that represents about a 15
percent reduction. The author showed that obtaining a simi-
lar reduction in switching costs through temporary price
reductions would be considerably more costly to the produ-
cers of a new brand.

To THINK ABOUT

1. Does the speed with which price differences erode
brand loyalties depend on the frequency with which
products are bought? Why might differences between
short-term and long-term price elasticities be much
greater for brands of automobiles than for brands of
toothpaste?

2. Why do people buy licensed products when they could
probably buy generic brands at much lower prices? Does
the observation that people pay 50 percent more for
Nike golf shoes endorsed by Tiger Woods than for iden-
tical no-name competitors violate the assumptions of
utility maximization?

2M. Shum, “Does Advertising Overcome Brand Loyalty? Evidence
from the Breakfast Cereals Market,” Journal of Economics and Man-
agement Strategy, Summer, 2004:241-272.
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l per bushel .(a 20 percent increase), quanity

demanded will fall by 10 percent (to 90 million
bushels). The net result of these actions is to
increase total expenditures on wheat from $300
million to $324 million. Because the quantity of
wheat demanded is not very responsive to changes
in price, total revenues are increased by a price rise.
This same example could also be reversed to show
that, in the inelastic case, total revenues are reduced
by a fall in price. Application 3.6: Volatile Farm
Prices illustrates how inelastic demand can result in

The relationship between the price elasticity of
demand and total spending can also be used “in
reverse”—elasticities can be inferred from
changes in spending.

1. Use the two panels of Figure 3.13 to show
how the response of total spending to a fall
in price can indicate what the price elasti-
city of demand is.

2. Suppose a researcher could measure the highly unstable prices when supply conditions
percentage change in total spending for change.
each percentage change in market price. The relationship between price elasticity and
How could he or she use this information to total expenditures is summarized in Table 3.2. To
infer the precise value of the price elasticity help you keep the logic of this table in mind, con-
of demand? sider the rather extremely shaped demand curves

shown in Figure 3.13. Total spending at any point

on these demand curves is given by the price shown

on the demand curve times the quantity associated
with that price. In graphical terms, total spending is shown by the rectangular area
bounded by the specific price-quantity combination chosen on the curve. In each
case shown in Figure 3.13, the initial position on the demand curve is given by P,
Qo. Total spending is shown by the area of the dark blue rectangle. If price rises to
P{, quantity demanded falls to O;. Now total spending is given by the light blue
rectangle. Comparing the dark and light rectangles gives very different results in the
two cases in Figure 3.13. In panel a of the figure, demand is very inelastic—the
demand curve is nearly vertical. In this case, the dark rectangle is much larger than
the light one. Because quantity changes very little in response to the higher price,
total spending rises. In panel b, however, demand is very elastic—the demand curve
is nearly horizontal. In this case, the dark rectangle is much smaller than the light
one. When price rises, quantity falls so much that total spending falls. Keeping a
mental picture of these extreme demand curves can be a good way to remember the
relationship between price elasticity and total spending.

TABLE 3.2
-Relationship between Price Changes and Changes in

Total Expenditure

IN RESPONSE TO AN

INCREASE IN PRICE, IN RESPONSE TO A DECREASE IN PRICE,
IF DEMAND IS EXPENDITURES WILL EXPENDITURES WILL
Elastic Fall Rise
Unit elastic Not change Not change

Inelastic Rise Fall
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Volatile Farm Prices

The demand for agricultural products is relatively price-
inelastic. That is especially true for basic crops such as
wheat, corn, or soybeans. An important implication of this
inelasticity is that even modest changes in supply, often
brought about by weather patterns, can have large effects
on the prices of these crops. This volatility in crop prices has
been a feature of farming throughout all of history.

The Paradox of Agriculture

Recognition of the fundamental economics of farm crops
yields paradoxical insights about the influence of the
weather on farmers’ well-being. “Good” weather can pro-
duce bountiful crops and abysmally low prices, whereas
"bad” weather (in moderation) can result in attractively high
prices. For example, relatively modest supply disruptions in
the U.S. grain belt during the early 1970s caused an explo-
sion in farm prices. Farmers’ incomes increased more than
40 percent over a short, two-year period. These incomes
quickly fell back again when more normal weather patterns
returned.

This paradoxical situation also results in misleading
news coverage of localized droughts. Television news report-
ers will usually cover droughts by showing the viewer a
shriveled ear of com, leaving the impression that all farmers
are being devastated. That is undoubtedly true for the
farmer whose parched field is being shown (though he or
she may also have irrigated fields next door). But the larger
story of local droughts is that the price increases they bring
benefit most farmers outside the immediate area—a story
that is seldom told.

Volatile Prices and Government Programs

Ever since the New Deal of the 1930s, the volatility of U.S.
crop prices was moderated through a variety of federal
price-support schemes. These schemes operated in two
ways. First, through various acreage restrictions, the laws
constrained the extent to which farmers could increase
their plantings. In many cases, farmers were paid to keep
their land fallow. A second way in which prices were sup-
ported was through direct purchases of crops by the govern-
ment. By manipulating purchases and sales from grain
reserves, the government was able to moderate any severe
swings in price that may have otherwise occurred. All of that

seemed to have ended in 1996 with the passage of the
Federal Agricultural Improvement and Reform (FAIR) Act.
That act sharply reduced government intervention in farm
markets.

Initially, farm prices held up quite well following the
passage of the FAIR Act. Throughout 1996, they remained
significantly above their levels of the early 1990s. But the
increased plantings encouraged by the act in combination
with downturns in some Asian economies caused a decline
in crop prices of nearly 20 percent between 1997 and 2000.
Though prices staged a bit of a rebound in early 2001, by the
end of the year they had again fallen back. Faced with
elections in November 2002, this created considerable pres-
sure on politicians to do something more for farmers. Such
pressures culminated in the passage of a 10-year, $83 billion
farm subsidy bill in May 2002. That bill largely reversed many
of the provisions of the FAIR Act. Still, payments to farmers
were relatively modest in 2004, mainly because farm prices
were buoyed by less-than-bumper crops.

By 2005, however, volatility had returned to crop prices.
Prices fell rather sharply early in the year, mainly as a result of
abundant late winter and spring harvests. Net farm income
dipped dramatically during this period, falling by about 40
percent as of midyear. Direct payments from the govern-
ment to farmers increased as a result, with such payments
reaching all-time highs. Such payments amounted to more
than one-third of total net farm income during the first half of
2005. But nothing stays constant in agriculture for very long.
A summer drought in the Midwest and damage caused by
Hurricane Katrina in the South caused a sharp upward move-
ment in crop prices after midyear. Subsidies for ethanol
production greatly increased prices for corn and other
crops after 2006 as farmers switched their land into growing
corn. Whether these high prices will last is anyone’s guess.

PoLicy CHALLENGE

Most developed countries have extensive systems of agri-
cultural subsidies. Often these are justified by the need to
“stabilize” farm prices (usually at higher than market levels).
Why do governments think it necessary to subsidize farmers?
Do fluctuating prices really harm farmers? Would alternative
policies (such as income grants to poor farmers) be a better
approach to the problems subsidies are intended to cure?
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FIGURE 3.13 - - - .
-Relat|onsh||o between Price Elasticity and

Total Revenue

Price Price

Py

Po
D
Quantity Qq Qo Quantity
per period per period
a. Inelastic demand b. Elastic demand

In both panels, price rises from Py to P;. In panel a, total spending increases because
demand is inelastic. In panel b, total spending decreases because demand is elastic.

DEMAND CURVES AND PRICE ELASTICITY

The relationship between a particular demand curve and the price elasticity it
exhibits is relatively complicated. Although it is common to talk about #he price
elasticity of demand for a good, this usage conveys the false impression that price
elasticity necessarily has the same value at every point on a market demand curve. A
more accurate way of speaking is to say that “at current prices, the price elasticity of
demand is ...” and, thereby, leave open the possibility that the elasticity may take on
some other value at a different point on the demand curve. In some cases, this
distinction may be unimportant because the price elasticity of demand has the same
value over a relatively broad range of a demand curve. In other cases, the distinction
may be important, especially when large movements along a demand curve are
being considered.

Linear Demand Curves and Price Elasticity:
A Numerical Example

Probably the most important illustration of this warning about elasticities occurs in
the case of a linear (straight-line) demand curve. As one moves along such a demand
curve, the price elasticity of demand is always changing value. At high price levels,
demand is elastic; that is, a fall in price increases quantity purchased more than
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FIGURE 3.14 o . .
-Elast|C|ty Varies along a Linear Demand Curve
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Asstraight-line demand curve is elastic in its upper portion and inelastic in its lower portion.
This relationship is illustrated by considering how total expenditures change for different
points on the demand curve.

proportionally. At low prices, on the other hand, demand is inelastic; a further
decline in price has relatively little proportional effect on quantity.

This result can be most easily shown with a numerical example. Figure 3.14
illustrates a straight-line (linear) demand curve for, say, portable CD players. In
looking at the changing elasticity of demand along this curve, we will assume it has
the specific algebraic form

Q=100-2P (3.12)

where Q is the quantity of CD players demanded per week and P is their price in
dollars. The demonstration would be the same for any other linear demand curve
we might choose. Table 3.3 shows a few price-quantity combinations that lie on the
demand curve, and these points are also reflected in Figure 3.14. Notice, in parti-
cular, that the quantity demanded is zero for prices of $50 or greater.

Table 3.3 also records total spending on CD players (P - Q) represented by each
of the points on the demand curve. For prices of $50 or above, total expenditures
are $0. No matter how high the price, if nothing is bought, expenditures are $0. As
price falls below $50, total spending increases. At P = $40, total spending is $800
($40 - 20), and for P = $30, the figure rises to $1,200 ($30 - 40).

For high prices, the demand curve in Figure 3.14 is elastic; a fall in price
causes enough additional sales to increase total spending. This increase in total
expenditures begins to slow as price drops still further. In fact, total spending

125
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TABLE 3.3
-Price, Quantity, and Total Expenditures of CD Players

for the Demand Function

PRICE (P) QUANTITY (Q) TOTAL EXPENDITURES (P x Q)

$50 0 $0
40 20 800
30 40 1,200

25 50 1,250

20 60 1,200

10 80 800

0 100 0

reaches a maximum at a price of $25. When P = $25, O = 50 and total spending
on CD players are $1,250. For prices below $25, reductions in price cause total
expenditures to fall. At P = $20, expenditures are $1,200 ($20 - 60), whereas at
P = $10, they are only $800 ($10 - 80). At these lower prices, the increase in
quantity demanded brought about by a further fall in price is simply not large
enough to compensate for the price decline itself, and total spending falls.

More generally, the price elasticity of demand at any point (P*, O *) on a linear
demand curve is given by:

eqp = bg (3.13)

where b is the slope of the demand curve (for a proof, see Problem 3.10). So, at the
point P* =40, Q* =20 in Figure 3.14, we can compute eg,p = (—2)(40/20)
= —4. As expected, demand is very elastic at such a high price. On the other
hand, at the point P* =10, O* = 80, the price elasticity is given by eg p =
(—2)(10/80) = —0.5. At this low price, the demand curve is inelastic. Interestingly,
the price elasticity of demand on a linear curve is precisely —1 (that is, unit elastic) at
the middle price (here, P* = 25). You should be able to show this for yourself.

KEEPinMIND |

Price Elasticity May Vary

An equation similar to Equation 3.13 applies to any demand curve, not only linear ones. This makes
clear that, in most cases, price elasticity is not a constant but varies in a specific way along most demand
curves. Consequently, you must be careful to compute the elasticity at the point that interests you.
Applying calculations from one portion of a curve to another often will not work.

A Unit Elastic Curve

There is a special case where the warning about elasticity is unnecessary. Suppose,
as we derived in Equation 3.10, that the weekly demand for hamburgers is:
1200

Q=5 (3.14)
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FIGURE 3.15 - -
-A Unitary Elastic Demand Curve

Price
(dollars)

|

|

|- T
| |

| | |
200 240 300 400 600 Quantity of
hamburgers per week

This hyperbolic demand curve has a price elasticity of demand of —1 along its entire
length. This is shown by the fact that total spending on hamburgers is the same ($1,200)
everywhere on the curve.

As shown in Figure 3.15, this demand curve has a general hyperbolic shape—
itis clearly not a straight line. Notice that in this case, P- Q = 1,200 regardless of
the price. This can be verified by examining any of the points identified in Figure
3.15. Because total expenditures are constant everywhere along this hyperbolic
demand curve, the price elasticity of demand is always —1. Therefore, this is one
simple example of a demand curve that has the same price elasticity along its
entire length.® Unlike the linear case, for this curve, there is no need to worry
about being specific about the point at which elasticity is to be measured.
Application 3.7: An Experiment in Health Insurance illustrates how you might
calculate elasticity from actual data and why your results could be very useful

indeed.

8More generally, if demand takes the form
Q=aP’(b <0) {i}

the price elasticity of demand is given by b. This elasticity is the same everywhere along such a demand curve.
Equation 3.3 is a special case of equation i for which

eq,p =b=-1and a= 1,200 {ii}
Taking logarithms of equation i yields
InQ=1Ina+b InP {iii}

which shows that the price elasticity of demand can be found by studying the relationship between the logarithms
of Qand P.
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O N 3.7

An Experiment in Health Insurance

The provision of health insurance is one of the most universal
and expensive social policies throughout the world. Although
many nations have comprehensive insurance schemes
that cover most of their populations, policy makers in the
United States have resisted such an all-inclusive approach.
Instead, U.S. policies have evolved as a patchwork, stressing
employer-provided insurance for workers together with spe-
cial programs for the aged (Medicare) and the poor (Medi-
caid). Regardless of how health insurance plans are designed,
however, all face a similar set of problems.

Moral Hazard

One of the most important such problems is that insurance
coverage of health care needs tends to increase the demand
for services. Because insured patients pay only a small fraction
of the costs of the services they receive, they will demand
more than they would have if they had to pay market prices.
This tendency of insurance coverage to increase demand is
(perhaps unfortunately) called “moral hazard,” though there is
nothing especially immoral about such behavior.

The Rand Experiment

The Medlicare program was introduced in the United States in
1965, and the increase in demand for medical services by the
elderly was immediately apparent. In order to understand
better the factors that were leading to this increase in demand,
the government funded a large-scale experimentin four cities.
In that experiment, which was conducted by the Rand Corp-
oration, people were assigned to different insurance plans
that varied in the fraction of medical costs that people would
have to pay out of their own pockets for medical care.” In

"Details of the experiment are reported in W. G. Manning, J. P. New-
house, E. B. Keeler, A. Liebowitz, and M. S. Marquis, “Health Insurance
and the Demand for Medical Care: Evidence from a Randomized
Experiment,” American Economic Review (June 1987): 251-277.

TABLE 1

insurance terms, the experiment varied the “coinsurance”
rate from zero (free care) to nearly 100 percent (patients pay
everything).

Results of the Experiment

Table 1 shows the results from the experiment. People who
faced lower out-of-pocket costs for medical care tended to
demand more of it. A rough estimate of the elasticity of
demand can be obtained by averaging the percentage
changes across the various plans in the table. That is,

_ Percentage change in Q  +12

eq,p -

= = = —-0.18
Percentage change in P —66

So, as might have been expected, the demand for med-
ical care is inelastic, but it clearly is not zero. In fact, the Rand
study found much larger price effects for some specific
medical services such as mental health care and dental
care. It is these kinds of services for which new insurance
coverage would be expected to have the greatestimpact on
market demand.

To THINK ABOUT

1. The data in Table 1 show average spending for families
who faced differing out-of-pocket prices for medical
care. Why do these data accurately reflect the changes
in quantity (rather than spending) that are required in the
elasticity formula?

2. In recent years, prepaid health plans (i.e., HMOs) have
come to be the dominant form of employer-provided
health plans. How do prepaid plans seek to control the
moral hazard problem?

Results of the Rand Health Insurance Experiment

PERCENTAGE AVERAGE TOTAL PERCENTAGE
COINSURANCE RATE CHANGE IN PRICE SPENDING CHANGE IN QUANTITY
0.95 $540
0.50 —47% 573 +6.1%
0.25 -50 617 +7.7
0.00 —100 750 +21.6
Average —66 +12.0

Source: Manning et al., Table 2.
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INCOME ELASTICITY OF DEMAND

Another type of elasticity is the income elasticity of demand (eg ;). This concept
records the relationship between changes in income and changes in quantity
demanded:

Percentage change in Q
Percentage change in |

Income elasticity of demand = eq, = (3.15)
For a normal good, eg, ; is positive because increases in income lead to increases in
purchases of the good. Among normal goods, whether e s is greater than or less than
1 is a matter of some interest. Goods for which eg | >
1 might be called luxury goods, in that purchases of
these goods increase more rapidly than income. For
example, if the income elasticity of demand for auto-
mobiles is 2, then a 10 percent increase in income will
lead to a 20 percent increase in automobile pur-
chases. Auto sales would therefore be very responsive
to business cycles that produce changes in people’s
incomes. On the other hand, Engel’s Law suggests
that food has an income elasticity of much less than 1.
If the income elasticity of demand for food were 0.5,
for example, then a 10 percent rise in income would
result in only a 5 percent increase in food purchases.
Considerable research has been done to determine
the actual values of income elasticities for various
items, and we discuss the results of some of these
studies in the final section of this chapter.

explain:

CROSS-PRICE ELASTICITY OF
DEMAND

Earlier, we showed that a change in the price of one good will affect the quantity
demanded of many other goods. To measure such effects, economists use the cross-
price elasticity of demand. This concept records the percentage change in quantity
demanded (Q) that results from a 1 percentage point change in the price of some
other good (call this other price P’). That is,

. - Percentage change in Q
Cross-price elasticity of demand = eqp = 9 9

Percentage change in P’ (3.16)
If the two goods in question are substitutes, the cross-price elasticity of demand will
be positive because the price of one good and the quantity demanded of the other
good will move in the same direction. For example, the cross-price elasticity for
changes in the price of tea on coffee demand might be 0.2. Each 1 percentage point
increase in the price of tea results in a 0.2 percentage point increase in the demand for
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Income elasticity of
demand

The percentage change in
the quantity demanded of
a good in response to a

1 percent change in
income.

Possible values for the income elasticity of
demand are restricted by the fact that consumers
are bound by budget constraints. Use this fact to

1. Why is it that not every good can have an
income elasticity of demand greater than 1?
Can every good have an income elasticity
of demand less than 1?

2. |If a set of consumers spend 95 percent of
their incomes on housing, why can't the
income elasticity of demand for housing be
much greater than 1?

Cross-price elasticity

of demand

The percentage change in
the quantity demanded of
a good in response to a

1 percent change in the
price of another good.
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MicroQuiz3.9

Suppose that a set of consumers spend their
incomes only on beer and pizza.

1. Explain why a fall in the price of beer will
have an ambiguous effect on pizza pur-
chases.

2. What can you say about the relationship
between the price elasticity of demand for
pizza, the income elasticity of demand for
pizza, and the cross-price elasticity of the
demand for pizza with respect to beer
prices? (Hint: Remember the demand for
pizza must be homogeneous.)

coffee because coffee and tea are substitutes in peo-
ple’s consumption choices. A fall in the price of tea
would cause the demand for coffee to fall also, since
people would choose to drink tea rather than coffee.

If two goods in question are complements, the
cross-price elasticity will be negative, showing that
the price of one good and the quantity of the other
good move in opposite directions. The cross-price
elasticity of doughnut prices on coffee demand might
be, say, —1.5. This would imply that each 1 percent
increase in the price of doughnuts would cause the
demand for coffee to fall by 1.5 percent. When
doughnuts are more expensive, it becomes less
attractive to drink coffee because many people like
to have a doughnut with their morning coffee. A fall
in the price of doughnuts would increase coffee
demand because, in that case, people will choose to
consume more of both complementary products. As

for the other elasticities we have examined, considerable empirical research has been
conducted to try to measure actual cross-price elasticities of demand.

SOME ELASTICITY ESTIMATES

Table 3.4 gathers a number of estimated income and price elasticities of demand.
As we shall see, these estimates often provide the starting place for analyzing
how activities such as changes in taxes or import policy might affect various
markets. In several later chapters, we use these numbers to illustrate such

applications.

Although interested readers are urged to explore the original sources of these
estimates to understand more details about them, in our discussion we just take
note of a few regularities they exhibit. With regard to the price elasticity figures,
most estimates suggest that product demands are relatively inelastic (between 0 and
—1). For the groupings of commodities listed, substitution effects are not especially
large, although they may be large within these categories. For example, substitu-
tions between beer and other commodities may be relatively small, though
substitutions among brands of beer may be substantial in response to price differ-
ences. Still, all the estimates are less than 0, so there is clear evidence that people do
respond to price changes for most goods.’

?Although the estimated price elasticities in Table 3.4 incorporate both substitution and income effects, they
predominantly represent substitution effects. To see this, note that the price elasticity of demand (eq ) can be
disaggregated into substitution and income effects by

eq,p = €5 — Si€;

where eg is the “substitution” price elasticity of demand representing the effect of a price change holding utility
constant, s; is the share of income spent on the good in question, and e; is the good's income elasticity of demand.
Because s; is small for most of the goods in Table 3.4, eq pand es have values that are reasonably close.
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TABLE 3.4 . . -
Representative Price and Income Elasticities of

Demand

INCOME

PRICE ELASTICITY ELASTICITY
Food —0.21 +0.28
Medical services -0.18 +0.22

Housing

Rental -0.18 +1.00
Owner-occupied —1.20 +1.20
Electricity -1.14 +0.61
Automobiles -1.20 +3.00
Beer -0.26 +0.38
Wine -0.88 +0.97
Marijuana —1.50 0.00
Cigarettes -0.35 +0.50
Abortions —0.81 +0.79
Transatlantic air travel -1.30 +1.40
Imports —0.58 +2.73
Money —0.40 +1.00

Source: Food: H. Wold and L. Jureen, Demand Analysis (New York: John Wiley & Sons, Inc., 1953): 203. Medical
Services: income elasticity from R. Andersen and L. Benham, “Factors Affecting the Relationship between Family
Income and Medical Care Consumption” in Empirical Studies in Health Economics, ed. (Baltimore: Johns Hopkins
Press, 1970). Price elasticity from Manning et al., “"Health Insurance and the Demand for Medical Care: Evidence
from a Randomized Experiment, American Economic Review (June 1987): 251-277. Housing: income elasticities
from F. de Leeuw, “The Demand for Housing,” Review of Economics and Statistics (February 1971); price elasticities
from H. S. Houthakker and L. D. Taylor, Consumer Demand in the United States (Cambridge, Mass.: Harvard
University Press, 1970), 166-167. Electricity: R. F. Halvorsen, “Residential Demand for Electricity,” unpublished
Ph.D. dissertation, Harvard University, December 1972. Automobiles: Gregory C. Chow, Demand for Automobiles
in the United States (Amsterdam: North Holland Publishing Company, 1957). Beer and Wine: J. A. Johnson, E. H.
Oksanen, M. R. Veall, and D. Fritz, “Short-Run and Long-Run Elasticities for Canadian Consumption of Alcoholic
Beverages,” Review of Economics and Statistics (February 1992): 64-74. Marijuana: T. C. Misket and F. Vakil, “Some
Estimates of Price and Expenditure Elasticities among UCLA Students,” Review of Economics and Statistics
(November 1972): 474-475. Cigarettes: F. Chalemaker, “Rational Addictive Behavior and Cigarette Smoking,”
Journal of Political Economy (August 1991): 722-742. Abortions: M. J. Medoff, “An Economic Analysis of the
Demand for Abortions,” Economic Inquiry (April 1988): 253-259. Transatlantic air travel: J. M. Cigliano, “Price and
Income Elasticities for Airline Travel,” Business Economics (September 1980): 17-21. Imports: M. D. Chinn, “Beware
of Econometricians Bearing Estimates,” Journal of Policy Analysis and Management (Fall 1991): 546-567. Money:
“Long-Run Income and Interest Elasticities of Money Demand in the United States,” Review of Economics and
Statistics (November 1991): 665-674. Price elasticity refers to interest rate elasticity.

As expected, the income elasticities in Table 3.4 are positive and are roughly
centered about 1.0. Luxury goods, such as automobiles or transatlantic travel
(eo,; > 1), tend to be balanced by necessities, such as food or medical care
(eo,1 < 1). Because none of the income elasticities is negative, it is clear that Giffen’s
paradox must be very rare.
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SUMMARY

In this chapter, we showed how to construct the market
demand curve for a product—a basic building block in
the theory of price determination. Because market
demand is composed on the reactions of many consu-
mers, we began this study with a description of how
individuals react to price changes. The resulting analy-
sis of substitution and income effects is one of the most
important discoveries of economic theory. This theory
provides a fairly complete description of why indivi-
dual demand curves slope downward, and this leads
directly to the familiar downward sloping market
demand curve. Because this derivation is fairly lengthy
and complicated, there are quite a few things to keep
in mind:

e Proportionate changes in all prices and income do
not affect individuals’ economic choices because
these do not shift the budget constraint.

e A change in a good’s price will create substitution
and income effects. For normal goods, these work
in the same direction—a fall in price will cause
more to be demanded, and a rise in a price will
cause less to be demanded.

e A change in the price of one good will usually
affect the demand for other goods as well. That
is, it will shift the other good’s demand curve. If
the two goods are complements, a rise in the price
of one will shift the other’s demand curve inward.
If the goods are substitutes, a rise in the price of
one will shift the other’s demand curve outward.

e Consumer surplus measures the area below a
demand curve and above market price. This area

REVIEW QUESTIONS

1. Monica always buys one unit of food together
with three units of housing, no matter what the
prices of these two goods. If food and housing
start with equal prices, decide whether the follow-
ing events would make her better off or worse off
or leave her welfare unchanged.

a. The prices of food and housing increase by 50
percent, with Monica’s income unchanged.

b. The prices of food and housing increase by 50
percent, and Monica’s income increases by 50
percent.

c. The price of food increases by 50 percent, the
price of housing remains unchanged, and
Monica’s income increases by 25 percent.

shows what people would be willing to pay for the
right to consume a good at its current market
price.

Market demand curves are the horizontal sum of
all individuals’ demand curves. This curve slopes
downward because individual demand curves
slope downward. Factors that shift individual
demand curves (such as changes in income or in
the price of another good) will also shift market
demand curves.

The price elasticity of demand provides a con-
venient way of measuring the extent to which
market demand responds to price changes—it
measures the percentage change in quantity dem-
anded (along a given demand curve) in response to
a 1 percent change in price.

There is a close relationship between the price
elasticity of demand and changes in total spending
on a good. If demand is inelastic (0 > e p> —1), a
rise in price will increase total spending, whereas a
fall in price will reduce it. Alternatively, if demand
is elastic (eg p < —1), a rise in price will reduce total
spending, but a fall in price will in fact increase
total spending because of the extra sales gener-
ated.

The price elasticity of demand is not necessarily
constant along a demand curve, so some care must
be taken when prices change by significant
amounts.

d. The price of food remains unchanged, the price
of housing increases by 50 percent, and Mon-
ica’s income increases by 25 percent.

e. How might your answers to part ¢ and part d
change if Monica were willing to alter her mix of
food and housing in response to price changes?

. When there are only two goods, the assumption of

a diminishing MRS requires that substitution
effects have price and quantity move in opposite
directions for any good. Explain why this is so. Do
you think the result holds when there are more
than two goods?

. George has rather special preferences for DVD

rentals. As his income rises, he will increase his



rentals until he reaches a total of seven per week.

After he is regularly renting seven DVDs per week,

however, further increases in his income do not

cause him to rent any more DVDs.

a. Provide a simple sketch of George’s indiffer-
ence curve map.

b. Explain how George will respond to a fall in
the price of DVD rentals.

4. Is the following statement true or false? Explain.
“Every Giffen good must be inferior, but not every
inferior good exhibits the Giffen paradox.”

5. Explain whether the following events would result
in a move along an individual’s demand curve for
popcorn or in a shift of the curve. If the curve
would shift, in what direction?

a. An increase in the individual’s income

b. A decline in popcorn prices

c. An increase in prices for pretzels

d. A reduction in the amount of butter included in
a box of popcorn

e. The presence of long waiting lines to buy pop-
corn

f. A sales tax on all popcorn purchases

6. In the construction of the market demand curve
shown in Figure 3.12, why is a horizontal line
drawn at the prevailing price, P%? What does this
assume about the price facing each person? How
are people assumed to react to this price?

7. “Gaining extra revenue is easy for any producer—
all it has to do is raise the price of its product.” Do

PROBLEMS

3.1 Elizabeth M. Suburbs makes $200 a week at her
summer job and spends her entire weekly income on
new running shoes and designer jeans, because these are
the only two items that provide utility to her. Furthermore,
Elizabeth insists that for every pair of jeans she buys, she
must also buy a pair of shoes (without the shoes, the new
jeans are worthless). Therefore, she buys the same number
of pairs of shoes and jeans in any given week.
a. Ifjeans cost $20 and shoes cost $20, how many
will Elizabeth buy of each?
b. Suppose that the price of jeans rises to $30 a
pair. How many shoes and jeans will she buy?

CHAPTER 3 Demand Curves

you agree? Explain when this would be true and
when it would not be true.

. Suppose that the market demand curve for pasta is

a straight line of the form Q = 300 — 50P where
Q is the quantity of pasta bought in thousands of
boxes per week and P is the price per box (in
dollars).

a. At what price does the demand for pasta go to
0? Develop a numerical example to show that
the demand for pasta is elastic at this point.

b. How much pasta is demanded at a price of $0?
Develop a numerical example to show that
demand is inelastic at this point.

c. How much pasta is demanded at a price of $3?
Develop a numerical example that suggests
that total spending on pasta is as large as pos-
sible at this price.

9. J. Trueblue always spends one-third of his income

on American flags. What is the income elasticity of
his demand for such flags? What is the price elas-
ticity of his demand for flags?

10. Table 3.4 reports an estimated price elasticity of

demand for electricity of —1.14. Explain what this
means with a numerical example. Does this num-
ber seem large? Do you think this is a short- or
long-term elasticity estimate? How might this esti-
mate be important for owners of electric utilities or
for bodies that regulate them?

e. Now we look at Elizabeth’s demand curve for
jeans. First, calculate how many pairs of jeans
she will choose to buy if jeans prices are $30,
$20, $10, or $5.

f. Use the information from part e to graph
Ms. Suburbs’s demand curve for jeans.

g. Suppose that her income rises to $300. Graph
her demand curve for jeans in this new situa-
tion.

h. Suppose that the price of running shoes rises to
$30 per pair. How will this affect the demand
curves drawn in part b and part ¢?
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c. Show your results by graphing the budget con- 3.2 Currently, Paula is maximizing utility by purchas-
straints from part a and part b. Also draw ing 5 TV dinners (T) and 4 Lean Cuisine meals (L) each
Elizabeth’s indifference curves. week.

d. To what effect (income or substitution) do you
attribute the change in utility levels between
part a and part b?

a. Graph Paula’s initial utility-maximizing choice.
b. Suppose that the price of T rises by $1 and the
price of L falls by $1.25. Can Paula still afford
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to buy her initial consumption choices? What
do you know about her new budget constraint?

c. Use your graph to show why Paula will choose
to consume more L and less T given her new
budget constraint. How do you know that her
utility will increase?

d. Some economists define the “substitution
effect” of a price change to be the kind of
change shown in part c. That is, the effect
represents the change in consumption when
the budget constraint rotates about the initial
consumption bundle. Precisely how does this
notion of a substitution effect differ from the
one defined in the text?

e. If the substitution effect were defined as in part
d, how would you define “the income effect” in
order to get a complete analysis of how a per-
son responds to a price change?

3.3 David gets $3 per month as an allowance to spend
any way he pleases. Because he likes only peanut butter
and jelly sandwiches, he spends the entire amount on
peanut butter (at $.05 per ounce) and jelly (at $.10 per
ounce). Bread is provided free of charge by a concerned
neighbor. David is a picky eater and makes his sand-
wiches with exactly 1 ounce of jelly and 2 ounces of
peanut butter. He is set in his ways and will never
change these proportions.

a. How much peanut butter and jelly will David
buy with his $3 allowance in a week?

b. Suppose the price of jelly were to rise to $.15
per ounce. How much of each commodity
would be bought?

c. By how much should David’s allowance be
increased to compensate for the rise in the
price of jelly in part b?

d. Graph your results of part a through part c.

e. In what sense does this problem involve only a
single commodity—peanut butter and jelly
sandwiches? Graph the demand curve for this
single commodity.

f. Discuss the results of this problem in terms of
the income and substitution effects involved in
the demand for jelly.

3.4 Irene’s demand for pizza is given by:
0.3/
Q="
where Q is the weekly quantity of pizza bought (in
slices), I is weekly income, and P is the price of pizza.
Using this demand function, answer the following:
a. Is this function homogeneous in I and P?

b. Graph this function for the case I = 200.

c. One problem in using this function to study
consumer surplus is that O never reaches
zero, no matter how high P is. Hence, suppose
that the function holds only for P < 10 and that
QO =0 for P > 10. How should your graph in
part b be adjusted to fit this assumption?

d. With this demand function (and I = 200), it
can be shown that the area of consumer surplus
is approximately CS =198 — 6P — 60 In(P),
where “In(P)” refers to the natural logarithm
of P. Show that if P = 10, CS = 0.

e. Suppose P = 3. How much pizza is demanded,
and how much consumer surplus does Irene
receive? Give an economic interpretation to
this magnitude.

f. If P were to increase to 4, how much would
Irene demand and what would her consumer
surplus be? Give an economic interpretation to
why the value of CS has fallen.

3.5 The demand curves we studied in this chapter were
constructed holding a person’s nominal income
constant—hence, changes in prices introduced changes
in real income (that is, utility). Another way to draw a
demand curve is to hold utility constant as prices
change. That is, the person is “compensated” for any
effects that the prices have on his or her utility. Such
compensated demand curves illustrate only substitution
effects, not income effects. Using this idea, show that:

a. For any initial utility-maximizing position, the
regular demand curve and the compensated de-
mand curve pass through the same price/quan-
tity point.

b. The compensated demand curve is generally
steeper than the regular demand curve.

c. Any regular demand curve intersects many dif-
ferent compensated demand curves.

d. If Irving consumes only pizza and chianti in
fixed proportions of one slice of pizza to one
glass of chianti, his regular demand curve for
pizza will be downward sloping but his com-
pensated demand curve(s) will be vertical.

3.6 The residents of Uurp consume only pork chops (X)
and Coca-Cola (Y). The utility function for the typical
resident of Uurp is given by

Utility = U(X,Y) =VvX-Y
In 2009, the price of pork chops in Uurp was $1 each;

Cokes were also $1 each. The typical resident
consumed 40 pork chops and 40 Cokes (saving is



impossible in Uurp). In 2010, swine fever hit Uurp and
pork chop prices rose to $4; the Coke price remained
unchanged. At these new prices, the typical Uurp resi-
dent consumed 20 pork chops and 80 Cokes.

a. Show that utility for the typical Uurp resident
was unchanged between the 2 years.

b. Show that using 2009 prices would show an
increase in real income between the 2 years.

c. Show that using 2010 prices would show a
decrease in real income between the years.

d. What do you conclude about the ability of
these indexes to measure changes in real
income?

3.7 Suppose that the demand curve for garbanzo beans
is given by

Q=20-P

where Q is thousands of pounds of beans bought per
week and P is the price in dollars per pound.

a. How many beans will be bought at P = 0?

b. At what price does the quantity demanded of
beans become 0?

c. Calculate total expenditures (P - Q) for beans
of each whole dollar price between the prices
identified in part a and part b.

d. What price for beans yields the highest total
expenditures?

e. Suppose the demand for beans shifted to
Q =40 —2P. How would your answers to
part a through part d change? Explain the dif-
ferences intuitively and with a graph.

3.8 Tom, Dick, and Harry constitute the entire market
for scrod. Tom’s demand curve is given by

Q; =100 - 2P

for P < 50. For P > 50, O = 0. Dick’s demand curve is
given by

Q, =160 —4P

for P < 40. For P > 40, Q, = 0. Harry’s demand curve
is given by

Q3 =150 -5P

for P < 30. For P > 30, O3 = 0. Using this information,
answer the following:
a. How much scrod is demanded by each person
atP =502 At P =352 At P =252 At P =10?
And at P =0?
b. What is the total market demand for scrod at
each of the prices specified in part a?

CHAPTER 3 Demand Curves

¢. Graph each individual’s demand curve.

d. Use the individual demand curves and the
results of part b to construct the total market
demand for scrod.

3.9 In Chapter 3 we introduced the concept of consu-
mer surplus as measured by the area above market
price and below an individual’s demand for a good.
This problem asks you to think about that concept for
the market as a whole.

a. Consumer surplus in the market as a whole is
simply the sum of the consumer surplus
received by each individual consumer. Use Fig-
ure 3.12 to explain why this total consumer
surplus is also given by the area under the
market demand curve and above the current
price.

b. Use a graph to show that the loss of consumer
surplus resulting from a given price rise is
greater with an inelastic demand curve than
with an elastic one. Explain your result intui-
tively. (Hint: What is the primary reason a
demand curve is elastic?)

c. How would you evaluate the following asser-
tion: “The welfare loss from any price increase
can be readily measured by the increased
spending on a good made necessary by that
price increase.”

3.10 Consider the linear demand curve shown in the
following figure. There is a geometric way of calculat-
ing the price elasticity of demand for this curve at any
arbitrary point (say point E). To do so, first write the
algebraic form of this demand curve as Q = a + bP.

Price

P*

D  Quantity
per week

a. With this demand function, what is the value of
P for which QO = 0?
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b. Use your results from part a together with the

fact that distance X in the figure is given by the
current price, P*, to show that distance Y is
given by — % (remember, b is negative here, so
this really is a positive distance).

. To make further progress on this problem, we

need to prove Equation 3.13 in the text. To do
so, write the definition of price elasticity as:
_ %changeinQ AQ/Q AQ P
°OP = % changeinP ~ AP/P AP Q

Now use the fact that the demand curve is
linear to prove Equation 3.13.

. Use the result from part ¢ to show that

lep,pl = X/Y. We use the absolute value of the
price elasticity here because that elasticity
is negative, but the distances X and Y are posi-
tive.

. Explain how the result of part d can be used to

demonstrate how the price of elasticity of
demand changes as one moves along a linear
demand curve.

. Explain how the results of part ¢ might be used

to approximate the price elasticity of demand
at any point on a nonlinear demand curve.



Part 3

UNCERTAINTY AND
STRATEGY

“It is a world of change in which we live ... the problems of life arise
from the fact that we know so little.”

Frank H. Knight, Risk, Uncertainty and Profit, 1921

In the previous part of this book, we looked at the choices people make when they
know exactly what will happen. This study left us with a quite complete theory of
demand and of how prices affect decisions. In this part, we expand our scope a bit
by looking at how people make decisions when they are not certain what will
happen. As for the simple theory of demand, the tools developed here to deal with
such uncertainty are used in all of economics.

Part 3 has only two chapters. The first (Chapter 4) focuses on defining the
notion of “risk” and showing why people generally do not like it. Most of the
chapter is concerned with methods that people may use to reduce the risks to which
they are exposed. Uses of insurance, diversification, and options are highlighted as
ways in which various risks can be reduced.

Chapter 5 then looks at a somewhat different kind of uncertainty—the uncer-
tainty that can arise in strategic relationships with others. The utility-maximizing
decision is no longer clear-cut because it will depend on how others behave.
The chapter introduces the formal topic of gamble theory and shows, through
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increasingly complex formulations, how games can capture the essence of many
strategic situations. We will learn to solve for the equilibrium of a gamble. In such
an equilibrium, once it is established, no player has an incentive to change what he
or she is doing because it is best for them given others’ equilibrium behavior.



Chapter 4

UNCERTAINTY

o far, we have assumed that people’s choices

do not involve any degree of uncertainty;
once they decide what to do, they get what they
have chosen. That is not always the way things
work in many real-world situations. When you
buy a lottery ticket, invest in shares of common
stock, or play poker, what you get back is subject
to chance. In this chapter, we look at three ques-
tions raised by economic problems involving
uncertainty: (1) How do people make decisions
in an uncertain environment? (2) Why do people
generally dislike risky situations? and (3) What
can people do to avoid or reduce risks?

PROBABILITY AND
EXPECTED VALUE

The study of individual behavior under uncer-
tainty and the mathematical study of probability
and statistics have a common historical origin in
gambles of chance. Gamblers who try to devise
ways of winning at blackjack and casinos trying
to keep the gamble profitable are modern exam-
ples of this concern. Two statistical concepts
that originated from studying gambles of chance,
probability and expected value, are very im-
portant to our study of economic choices in
uncertain situations.
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Probability

The relative frequency
with which an event
occurs.

Expected value

The average outcome
from an uncertain
gamble.

PART THREE Uncertainty and Strategy

The probability of an event happening is, roughly speaking, the relative fre-
quency with which it occurs. For example, to say that the probability of a head
coming up on the flip of a fair coin is 1> means that if a coin is flipped a large number
of times, we can expect a head to come up in approximately one-half of the flips.
Similarly, the probability of rolling a “2” on a single die is !/s. In approximately one
out of every six rolls, a “2” should come up. Of course, before a coin is flipped or a
die is rolled, we have no idea what will happen, so each flip or roll has an uncertain
outcome.

The expected value of a gamble with a number of uncertain outcomes (or
prizes) is the size of the prize that the player will win on average. Suppose Jones
and Smith agree to flip a coin once. If a head comes up, Jones will pay Smith $1;
if a tail comes up, Smith will pay Jones $1. From Smith’s point of view, there are
two prizes or outcomes (X; and X;) in this gamble: If the coin is a head,
X1 =+$1; if a tail comes up, X, = —$1 (the minus sign indicates that Smith
must pay). From Jones’s point of view, the gamble is exactly the same except
that the signs of the outcomes are reversed. The expected value of the gamble
is then

1 1 1 1

The expected value of this gamble is zero. If the gamble were repeated a large
number of times, it is not likely that either player would come out very far
ahead.

Now suppose the gamble’s prizes were changed so that, from Smith’s point
of view, X; = $10, and X, = —$1. Smith will win $10 if a head comes up but
will lose only $1 if a tail comes up. The expected value of this gamble is

$4.50:

1 1 1 1
§X1 +§X2 =§($10) +§(*$1) 4.2)

Micro Quiz 4.1 ~ $5 — $0.50 = $4.50,
What is the actuarially fair price for each of the If this gamble is repeated many times, Smith
following gambles? will certainly end up the big winner, averaging
1. Winning $1,000 with probability 0.5 and $4.50 each time the coin is flipped. The gamble is
losing $1,000 with probability 0.5 so attractive that Smith might be willing to pay
2. Winning $1,000 with probability 0.6 and ]opes something .fo.r the privilege of playing. She
losing $1,000 with probability 0.4 might even be willing to pay as much as $4.50,

3. Winning $1,000 with probability 0.7, win-
ning $2,000 with probability 0.2, and losing
$10,000 with probability 0.1

Fair gamble
Gamble with an expected
value of zero.

the expected value, for a chance to play. Gambles
with an expected value of zero (or equivalently
gambles for which the player must pay the expected
value up front for the right to play, here $4.50)
are called fair gambles. If fair gambles are repeated
many times, the monetary losses or gains are
expected to be rather small. Application 4.1: Black-
jack Systems looks at the importance of the expected value idea to gamblers and
casinos alike.
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Blackjack Systems

The game of blackjack (or twenty-one) provides an illustra-
tion of the expected-value notion and its relevance to peo-
ple’s behavior in uncertain situations. Blackjack is a very
simple game. Each player is dealt two cards (with the dealer
playing last). The dealer asks each player if he or she wishes
another card. The player getting a hand that totals closest to
21, without going over 21, is the winner. If the receipt of a
card puts a player over 21, that player automatically loses.

Played in this way, blackjack offers a number of advan-
tages to the dealer. Most important, the dealer, who plays
last, is in a favorable position because other players can go
over 21 (and therefore lose) before the dealer plays. Under
the usual rules, the dealer has the additional advantage of
winning ties. These two advantages give the dealer a margin
of winning of about 6 percent on average. Players can expect
to win 47 percent of all hands played, whereas the dealer will
win 53 percent of the time.

Card Counting

Because the rules of blackjack make the game unfair to
players, casinos have gradually eased the rules in order to
entice more people to play. At many Las Vegas casinos, for
example, dealers must play under fixed rules that allow no
discretion depending on the individual game situation; and,
in the case of ties, rather than winning them, dealers must
return bets to the players. These rules alter fairness of the
game quite a bit. By some estimates, Las Vegas casino deal-
ers enjoy a blackjack advantage of as little as 0.1 percent, if
that. In fact, in recent years a number of systems have been
developed by players that they claim can even resultin a net
advantage for the player. The systems involve counting face
cards, systematic varying of bets, and numerous other stra-
tegies for special situations that arise in the game." Compu-
ter simulations of literally billions of potential blackjack
hands have shown that careful adherence to a correct strat-
egy can result in an advantage to the player of as much as 1
or 2 percent. Actor Dustin Hoffman illustrated these poten-
tial advantages in his character’s remarkable ability to count
cards in the 1989 movie Rain Man.

Casino vs. Card Counter

It should come as no surprise that players’ use of these
blackjack systems is not particularly welcomed by those
who operate Las Vegas casinos. The casinos made several

"The classic introduction to card-counting strategies is in Edward O.
Thorp, Beat the Dealer (New York: Random House, 1962).

rule changes (such as using multiple card decks to make
card counting more difficult) in order to reduce system
players’ advantages. They have also started to refuse admis-
sion to known system players. Such care has not been fool-
proof, however. For example, in the late 1990s a small band
of MIT students used a variety of sophisticated card count-
ing techniques to take Las Vegas casinos for more than
$2 million.? Their clever efforts did not amuse casino per-
sonnel, however, and the students had a number of unplea-
sant encounters with security personnel.

All of this turmoil illustrates the importance of small
changes in expected values for a game such as blackjack
thatinvolves many repetitions. Card counters pay little atten-
tion to the outcome on a single hand in blackjack. Instead,
they focus on improving the average outcome after many
hours at the card table. Even small changes in the probability
of winning can result in large expected payoffs.

Expected Values of Other Games

The expected value concept plays an important role in all of
the games of chance offered at casinos. For example, slot
machines can be set to yield a precise expected return to
players. When a casino operates hundreds of slot machines
in a single location it can be virtually certain of the retumn it
can earn each day even though the payouts from any parti-
cular machine can be quite variable. Similarly, the game of
roulette includes 36 numbered squares together with
squares labeled “0” and “00.” By paying out 36-to-1 on the
numbered squares the casino can expect to earn about 5.3
cents (= 2 + 38) on each dollar bet. Bets on Red or Black or
on Even or Odd are equally profitable. According to some
experts the game of baccarat has the lowest expected return
for casinos, though in this case the game’s high stakes may
still make it quite profitable.

To THINK ABOUT

1. Ifblackjack systems increase people’s expected winnings,
why doesn’t everyone use them? Who do you expect
would be most likely to learn how to use the systems?

2. How does the fact that casinos operate many blackjack
tables, slot machines, and roulette tables simultaneously
reduce the risk that they will lose money? Is it more risky
to operate a small casino than a large one?

?See Ben Merzrich, Bringing Down the House (New York: Free Press,
2002).
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Risk aversion

The tendency of people
to refuse to accept fair
gambles.
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RISK AVERSION

Economists have found that, when people are faced with a risky situation that
would be a fair gamble, they usually choose not to participate.' A major reason for
this risk aversion was first identified by the Swiss mathematician Daniel Bernoulli in
the eighteenth century.” In his early study of behavior under uncertainty, Bernoulli
theorized that it is not the monetary payoff of a gamble that matters to people.
Rather, it is the gamble’s utility (what Bernoulli called the moral value) associated
with the gamble’s prizes that is important for people’s decisions. If differences in a
gamble’s money prizes do not completely reflect utility, people may find that
gambles that are fair in dollar terms are in fact unfair in terms of utility. Specifically,
Bernoulli (and most later economists) assumed that the utility associated with the
payoffs in a risky situation increases less rapidly than the dollar value of these
payoffs. That is, the extra (or marginal) utility that winning an extra dollar in prize
money provides is assumed to decline as more dollars are won.

Diminishing Marginal Utility

This assumption is illustrated in Figure 4.1, which shows the utility associated with
possible prizes (or incomes) from $0 to $50,000. The concave shape of the curve
reflects the assumed diminishing marginal utility of these prizes. Although addi-
tional income always raises utility, the increase in utility resulting from an increase
in income from $1,000 to $2,000 is much greater than the increase in utility that
results from an increase in income from $49,000 to $50,000. It is this assumed
diminishing marginal utility of income (which is in some ways similar to the
assumption of a diminishing MRS introduced in Chapter 2) that gives rise to risk
aversion.

A Graphical Analysis of Risk Aversion

Figure 4.1 illustrates risk aversion. The figure assumes that three options are open
to this person. He or she may (1) retain the current level of income ($35,000)
without taking any risk, (2) take a fair bet with a 50-50 chance of winning or losing
$5,000, or (3) take a fair bet with a 50-50 chance of winning or losing $15,000. To
examine the person’s preferences among these options, we must compute the
expected utility available from each.

The utility received by staying at the current $35,000 income is given by Us.
The U curve shows directly how the individual feels about this current income. The
utility level obtained from the $5,000 bet is simply the average of the utility of
$40,000 (which the individual will end up with by winning the gamble) and the
utility of $30,000 (which he or she will end up with when the gamble is lost). This

"The gambles we discuss here are assumed to yield no utility in their play other than the prizes. Because economists
wish to focus on the purely risk-related aspects of a situation, they must abstract from any pure consumption benefit
that people get from gambling. Clearly, if gambling is fun to someone, he or she will be willing to pay something
to play.

2For an English translation of the original 1738 article, see D. Bernoulli, “Exposition of a New Theory on the
Measurement of Risk,” Econometrica (January 1954): 23-36.
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An individual characterized by the utility-of-income curve U will obtain a higher utility (Us)
from a risk-free income of $35,000 than from a 50-50 chance of winning or losing $5,000
(U,). He or she will be willing to pay up to $2,000 to avoid having to take this bet. A fair bet
of $15,000 provides even less utility (U;) than the $5,000 bet.

average utility is given by U,.> Because it falls short of Us, we can assume that the
person will refuse to make the $5,000 bet. Finally, the utility of the $15,000 bet is
the average of the utility from $50,000 and the utility from $20,000. This is given
by Uy, which falls below U,. In other words, the person likes the risky $15,000 bet
even less than the $5,000 bet.

KEEPinMIND|

Choosing among Gambles

To solve problems involving a consumer’s choice over gambles, you should proceed in two steps. First,
using the formula for expected values, compute the consumer’s expected utility from each gamble.
Then choose the gamble with the highest value of this number.

3This average utility can be found by drawing the chord joining U($40,000) and U($30,000) and finding the midpoint
of that chord. Because the vertical line at $35,000 is midway between $40,000 and $30,000, it will also bisect the
chord.
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Micro Quiz 4.2

What would the utility-of-income curve U be
shaped like for someone who prefers risky

situations?

Risk neutral
Willing to accept any fair
gamble.
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Willingness to Pay to Avoid Risk

Diminished marginal utility of income, as shown in Figure 4.1, means that people
will be averse to risk. Among outcomes with the same expected dollar values
($35,000 in all of our examples), people will prefer risk-free to risky ones because
the gains such risky outcomes offer are worth less in utility terms than the losses. In
fact, a person would be willing to give up some amount of income to avoid taking a
risk. In Figure 4.1, for example, a risk-free income of $33,000 provides the same
utility as the $5,000 gamble (U,). The individual is willing to pay up to $2,000 to
avoid taking that risk. There are a number of ways this person might spend these
funds to reduce the risk or avoid it completely, which we will study below. Saying
that someone is “very risk averse” is the same as saying that he or she is willing to
spend a lot to avoid risk.

The shape of the utility-of-income curve, such
as U in Figure 4.1, provides some idea of how risk
averse the individual is. If U bends sharply, then the
utility the individual obtains from a certain out-
come will be well above the expected utility from
an uncertain gamble with the same expected payoff.
The less U bends (that is, the more linear U is), the
less risk averse is the person. In the extreme, if Uis a
straight line, then the person will be indifferent
between a certain outcome and a gamble with the same expected payoff. In other
words, he or she would accept any fair gamble. A person with these risk preferences
is said to be risk neutral.

Even for a very risk-averse person with a utility-of-income curve that is sharply
bent as in Figure 4.1, if we took a small piece of the curve, say that between incomes
$33,000 and $35,000, and blew it up to be able to see it better, this piece looks
almost like a straight line. Because straight lines are associated with risk-neutral
individuals, this graphical exercise suggests that even people who are risk averse
over large gambles (with, say, thousands of dollars at stake) will be nearly risk
neutral over small gambles (with only a few dollars at stake). People are not very
averse to small risks because even the worst case with a small risk does not reduce
the person’s income appreciably.

METHODS FOR REDUCING RISK AND
UNCERTAINTY

In many situations, taking risks is unavoidable. Even though driving your car or
eating a meal at a restaurant subjects you to some uncertainty about what will
actually happen, short of becoming a hermit, there is no way you can avoid every
risk in your life. Our analysis in the previous section suggests, however, that people
are generally willing to pay something to reduce these risks. In this section, we
examine four methods for doing so—insurance, diversification, flexibility, and
information acquisition.
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Insurance

Each year, people in the United States spend more than half a trillion dollars on
insurance of all types. Most commonly, they buy coverage for their own life, for
their home and automobiles, and for their health care costs. But, insurance can be
bought (perhaps at a very high price) for practically any risk imaginable. For
example, many people in California buy earthquake insurance, outdoor swimming
pool owners can buy special coverage for injuries to falling parachutists, and
surgeons or basketball players can insure their hands. In all of these cases, people
are willing to pay a premium to an insurance company in order to be assured of
compensation if something goes wrong.

The underlying motive for insurance purchases is illustrated in Figure 4.2.
Here, we have repeated the utility-of-income curve from Figure 4.1, but now we
assume that during the next year this person with a $35,000 current income (and
consumption) faces a 50 percent chance of having $15,000 in unexpected medical
bills, which would reduce his or her consumption to $20,000. Without insurance,
this person’s utility would be U;—the average of the utility from $35,000 and the
utility from $20,000.

FIGURE 4.2 R
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A person with $35,000 in income who faced a 50-50 chance of $15,000 in medical bills
would have an expected utility of U;. With fair insurance (which costs $7,500), utility would
be U,. Even unfair insurance costing $11,000 would still yield the same utility (U;) as facing
the world uninsured. But a premium of $13,000, which provides a utility of only Up, would
be too costly.
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Fair insurance
Insurance for which the
premium is equal to the
expected value of the
loss.
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Fair Insurance This person would clearly be better off with an actuarially fair
insurance policy for his or her health care needs. This policy would cost $7,500—
the expected value of what insurance companies would have to pay each year
in health claims. A person who bought the policy would be assured of $27,500
in consumption. If he or she bought the policy and stayed well, income would be
reduced by the $7,500 premium. If this person suffered the illness, the insurance
company would pay the $15,000 in medical bills but this person would have paid
the $7,500 premium so consumption would still be $27,500. As Figure 4.2 shows,
the utility from a certain income of $27,500 (U,) exceeds that attainable from
facing the world uninsured, so the policy represents a utility-enhancing use for funds.

Unfair Insurance No insurance company can afford to sell insurance at actua-
rially fair premiums. Not only do insurance companies have to pay benefits, but
they must also maintain records, collect premiums, investigate claims to ensure they
are not fraudulent, and perhaps return a profit to shareholders. Hence, a would-be
insurance purchaser can always expect to pay more than an actuarially fair
premium. Still, a buyer may decide that the risk reduction that insurance provides
is worth the extra charges. In the health care illustration in Figure 4.2, for example,
this person would be willing to pay up to $11,000 for health insurance because the
risk-free consumption stream of $24,000 that buying such “unfair” insurance
would yield provides as much utility (U;) as does facing the world uninsured. Of
course, even a desirable product such as insurance can become too expensive. At a
price of $13,000, the utility provided with full insurance (Uy) falls short of what
would be obtained from facing the world uninsured. In this case, this person is
better off taking the risk of paying his or her own medical bills than accepting such
an unfair insurance premium. In Application 4.2: Deductibles in Insurance, we look
at one way to avoid unfair insurance associated with small risks.

Uninsurable Risks The preceding discussion shows that risk-averse individuals
will always buy insurance against risky outcomes unless insurance premiums
exceed the expected value of a loss by too much. Three types of factors may result
in such high premiums and thereby cause some risks to become uninsurable. First,
some risks may be so unique or difficult to evaluate that an insurer may have no
idea how to set the premium level. Determining an actuarially fair premium
requires that a given risky situation must occur frequently enough so that the
insurer can both estimate the expected value of the loss and rely on being able to
cover expected payouts with premiums from individuals who do not suffer losses.
For rare or very unpredictable events such as wars, nuclear power plant mishaps, or
invasions from Mars, would-be insurers may have no basis for establishing insur-
ance premiums and therefore refrain from offering any coverage.

Two other reasons for absence of insurance coverage relate to the behavior of
the individuals who want to buy insurance. In some cases, these individuals may
know more about the likelihood that they will suffer a loss than does an insurer.
Those who expect large losses will buy insurance, whereas those who expect small
ones will not. This adverse selection results in the insurer paying out more in losses
than expected unless the insurer finds a way to control who buys the policies
offered. As we will see later, in the absence of such controls, no insurance would
be provided even though people would willingly buy it.
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Deductibles in Insurance

A "deductible” provision in an insurance policy is the require-
ment that the insured pay the first X dollars in the event of a
claim; after that, insurance kicks in. With automobile insurance
policies, for example, a $500 deductible provision is quite
standard. If you have a collision, you must pay the first $500
in damages, then the insurance company will pay the rest.
Most other casualty insurance policies have similar provisions.

Deductibles and Administrative Costs

The primary reason for deductible provisions in insurance
contracts is to deter small claims. Because administrative
costs to the insurance company of handling a claim are
about the same regardless of a claim'’s size, such costs will
tend to be a very high fraction of the value of a small claim.
Hence, insurance against small losses will tend to be actua-
rily “unfair.” Most people will find that they would rather
incur the risks of such losses (such as scratches to the finish
of their cars) themselves rather than paying such unfair pre-
miums. Similarly, increasing the deductible in a policy may
sometimes be a financially attractive option.

These features of deductibles in insurance policies are
illustrated by the choices your authors make. For example,
both of their automobile policies offer either a $500 or a
$1,000 deductible associated with collision coverage. The
$500 deductible policy costs about $100 more each year.
Both authors have opted for the $1,000 policy on the princi-
ple that paying $100 for an extra $500 coverage each year
seems like a bad deal.

Homeowners’ policies offer a similar set of choices to
your favorite authors. In this case, deductibles can be applied
to both casualty and theft losses of property. Deductibles per
occurrence of $500 are standard in these policies, and the
discount for accepting a higher deductible ($1,000 or more) is
very modest. Insurance companies do offer lower premiums
for “claims-free” experience, however. This, in combination
with the paperwork costs that filing a claim entails, may be
sufficient to deter most claims under $1,000 anyway.

Deductibles in Health Insurance

Although the logic of a deductible applies to health insurance
too, the presence of such features has proven to be quite
controversial.! For example, in 1988 Congress passed the

"Many health insurance policies also have “co-payment” provisions
that require people to pay, say, 25 percent of their claim’s cost. Co-
payments increase the price people pay for health care at the margin.
Deductibles reduce the average price paid, but, after the deductible
is met, the marginal price of added care is zero. For a discussion of
co-payments in health (and other) insurance, see Chapter 15.

Medicare Catastrophic Coverage Act. This act provided
extra coverage for Medicare recipients, with a large annual
deductible being required before coverage began. This policy
proved unpopular for two reasons: (1) People argued that it
was unfair to ask elderly people suffering “catastrophic” ill-
nesses to pay the initial portion of their costs; and (2) the
premium for the policy was to be paid by the elderly them-
selves rather than by the working population (as is the case for
a major portion of the rest of the Medicare program). The
uproar over the program was so large that it was repealed
after only one year.

More recently, arguments over deductibles surrounded
the adoption of a Medicare drug benefit in 2003. Under the
provisions of this plan (which came fully into effect in 2006),
elderly consumers of prescription drugs would face a com-
plex deductible scheme: (1) the first $250 spent annually on
drugs is not covered by the drug benefit, (2) 75 percent of
annual spending on drugs between $250 and $2,100 is
covered by Medicare, (3) no spending between $2,100 and
$5,100 annually is covered by Medicare, and (4) 95 percent
of annual spending over $5,100 is reimbursed by Medicare.
Observers have had a difficult time trying to find a rationale
for such a complex scheme—especially for the odd “dough-
nut hole” of coverage between $2,100 and $5,100 in annual
spending. Clearly the provision cannot have much to do with
the administrative cost issue. The $250 deductible at the
bottom of the schedule prevents the filing of claims for
every aspirin bought. It may be that the hole is intended
mainly to save money so that available funds can be focused
on the most needy elderly (those with drug expenses over
$5,100), but whether it has a rationale in the theory of insur-
ance is anyone's guess.

To THINK ABOUT

1. In some cases, you can buy another insurance policy to
cover a deductible in your underlying insurance. That is
the case, for example, when you rent a car and for “Medi-
gap” policies that cover Medicare deductibles. Does
buying such a policy make sense?

2. Why are deductibles usually stated on an annual basis? If
losses occur randomly, wouldn't a “lifetime” deductible
be better?
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The behavior of individuals after they are insured may also affect the possibility
for insurance coverage. If having insurance makes people more likely to incur losses,
insurers’ premium calculations will be incorrect and again, they may be forced to
charge premiums that are too unfair in an actuarial sense. For example, after buying
insurance for ski equipment, people may begin to ski more recklessly and treat the
equipment more roughly because they no longer bear the cost of damage. To cover
this increased chance of damage, insurance premiums may have to be very high.
This moral bazard in people’s behavior means that insurance against accidental
losses of cash will not be available on any reasonable terms. In Chapter 15, we
explore both adverse selection and moral hazard in much more detail.

Diversification

A second way for risk-averse individuals to reduce risk is by diversifying. This is the
economic principle underlying the adage, “Don’t put all your eggs in one basket.”
By suitably spreading risk around, it may be possible to raise expected utility above
that provided by following a single course of action. This possibility is illustrated in
Figure 4.3, which shows the utility of income for an individual with a current
income of $35,000 who must invest $15,000 of that income in risky assets.
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Here, an investor must invest $15,000 in risky stocks. If he or she invests in only one stock,
utility will be U;. Although two unrelated stocks may promise identical returns, investing in
both of them can, on average, reduce risk and raise utility to Us.
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For simplicity, assume there are only two such assets, shares of stock in
company A or company B. One share of stock in either company costs $1, and
the investor believes that the stock will rise to $2 if the company does well during
the next year; if the company does poorly, however, the stock will be worthless.
Each company has a 50-50 chance of doing well. How should this individual invest
his or her funds? At first, it would seem that it does not matter since the two
companies’ prospects are identical. But, if we assume the company’s prospects are
unrelated to one another, we can show that holding both stocks will reduce this
person’s risks.

Suppose this person decides to plunge into the market by investing only in
15,000 shares of company A. Then he or she has a 50 percent chance of having
$50,000 at the end of the year and a 50 percent chance of having $20,000. This
undiversified investment strategy will therefore yield a utility of U;.

Let’s consider a diversified strategy in which the investor buys 7,500 shares
of each stock. There are now four possible outcomes, depending on how each
company does. These are illustrated in Table 4.1 together with the individual’s
income in each of these eventualities. Each of these outcomes is equally likely.
Notice that the diversified strategy only achieves very good or very bad results
when both companies do well or poorly, respectively. In half the cases, the gains in
one company’s shares balance the losses in the other’s, and the individual ends up
with the original $35,000. The diversified strategy, although it has the same
expected value ($35,000 = 0.25 - $20,000 + 0.50 - $35,000 + 0.25 - $50,000) as
the single-stock strategy, is less risky.

Ilustrating the utility gain from this reduction in risk requires a bit of ingenuity
because we must average the utilities from the four outcomes shown in Table 4.1.
We do so in a two-step process. Point C in Figure 4.3 represents the average utility
for the case where company B does poorly (the average of the utility from $20,000
and $35,000), whereas point D represents the average utility when company B does
well ($35,000 and $50,000). The final average of points C and D is found at point
E, which represents a utility level of U,. Because U, exceeds Uy, it is clear that this
individual has gained from diversification.

The conclusion that spreading risk through diversification can increase utility
applies to a number of situations. The reasoning in our simple illustration can be
used, for example, to explain why individuals opt to buy mutual funds that invest in
many stocks rather than choosing only a few stocks on their own (see Application
4.3: Mutual Funds). It also explains why people invest in many kinds of assets
(stocks, bonds, cash, precious metals, real estate, and durable goods such as auto-
mobiles) rather than in only one. The principle of diversification applies to spheres

TABLE 4.1 B ) A )
Possible Outcomes from Investing in Two Companies

COMPANY B’'S PERFORMANCE
POOR GOOD

Company A’s Poor $20,000 $35,000
Performance Good 35,000 50,000
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Diversification

The spreading of risk
among several
alternatives rather than
choosing only one.
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Mutual Funds

One of the most convenient ways for individuals to invest in
common stocks is by purchasing mutual fund shares. Mutual
funds pool money from many investors to buy shares in
several different companies. For this service, individuals
pay an annual management fee of about 0.5 to 1.5 percent
of the value of the money they have invested.

Diversification and Risk Characteristics
of Funds

Although mutual fund managers often sell their services on
the basis of their supposed superiority in picking stocks, the
diversification that funds offer probably provides a better
explanation of why individuals choose them. Any single
investor who tried to purchase shares in, say, 100 different
companies would find that most of his or her funds would be
used for brokerage commissions, with little money left over
to buy the shares themselves. Because mutual funds deal in
large volume, brokerage commissions are lower. It then
becomes feasible for an individual to own a proportionate
share in the stocks of many companies. For the reasons
illustrated in Figure 4.3, this diversification reduces risk.

Still, investing in stocks generally is a risky enterprise, so
mutual fund managers offer products that allow investors to
choose the amount of risk they are willing to tolerate. Money
market and short-term bond funds tend to offer little risk;
balanced funds (which consist of both common stocks and
bonds) are a bit riskier; growth funds offer the greatest risk.
On average, the riskier funds have tended to yield a some-
what higher return for investors. For example, one well-
known study of mutual fund performance during the 1960s
found that each 10 percent increase in risk resulted in an
increase in average total yield from the funds of about one
percentage point.’

Portfolio Management

Managers of mutual funds can reduce risk further by the
choices they make when purchasing specific stocks. Our
numerical illustration of the benefits of diversification
assumed that the returns on the shares of the two companies
were independent of each other; it was that fact that resulted
in the benefits from diversification. Further benefits in terms
of risk reduction can be achieved if mutual fund managers
find investments whose returns tend to move in opposite
directions (that is, when one does well, the other does not,

M. Jensen, “Risk, the Pricing of Capital Assets, and the Evaluation of
Investment Performance,” Journal of Business (April 1969).

and vice versa). For example, some fund managers may
choose to hold some of their funds in mining companies
because precious metal prices tend to rise when stock
prices fall. Another way to achieve this balancing of risk is
to purchase stocks from companies in many countries. Such
global mutual funds and international funds (which specia-
lize in securities from individual countries) have grown
rapidly in recent years. More generally, fund managers
may even be able to develop complex strategies involving
short sales or stock options that allow them to hedge their
returns from a given investment even further. Recent finan-
cial innovations such as standardized put and call options,
stock index options, interest rate futures, and a bewildering
variety of computer-program trading schemes illustrate the
increasing demand for such risk-reduction vehicles.

Index Funds

Index funds represent a more systematic approach to diver-
sification. These funds, which were first introduced in the
1970s, seek to mimic the performance of an overall market
average. Some of the most popular funds track the Standard
and Poor’'s 500 Stock Market index, but funds that track
market indices such as the Dow Jones Industrial Average or
the Whilsire 5,000 Stock Average are also available. There
are also index funds that mimic foreign stock market indices
such as the Nikkei Stock Average (Japan) or the Financial
Times Index (United Kingdom). Managers of these index
funds use complex computer algorithms to ensure that
they closely track their underlying index. The primary advan-
tage of these funds is their very low management cost. Most
large index funds have annual expenses of less than 0.25
percent of their assets whereas actively managed funds have
expenses that average about 1.3 percent of assets. Histori-
cally few managed funds have been able to overcome this
cost disadvantage.

To THINK ABOUT

1. Most studies of mutual fund performance conclude that
managers cannot consistently exceed the average return
in the stock market as a whole. Why might you expect
this result? What does it imply about investors’ motives
for buying managed mutual funds?

2. Mutual funds compute the net asset value of each share
daily. Should the fund's shares sell for this value in the
open market?
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other than financial markets. Students entering college who are unsure of where
their interests or talents lie are well advised to register for a diverse set of classes
rather than exclusively technical or artistic ones. By planting a variety of tree
species, the groundskeeper can ensure that the campus is not laid bare by a single
pest or weather conditions favoring certain trees over others. In all of these cases,
our analysis shows that individuals will not only obtain higher utility levels because
of the risk reduction from diversification but that they might even be willing to pay
something (say, mutual fund fees, additional college tuition, or a less than perfectly
uniform tree canopy) to obtain these gains.

Flexibility

Diversification is a useful strategy to reduce risk for

Micro Quiz 4.3
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a person who can subdivide a decision by allocating
small amounts of a larger quantity among a number
of different choices. For example, an investor can

Explain why the following are examples of
diversification—that is, explain why each choice
specified offers the same expected value,

diversify by allocating a pool of funds among a
number of different financial assets. A student can 1
diversify by subdividing the total number of courses 3
he or she will take over a college career among
several different subjects.

In some cases, a decision cannot be subdivided.
It must be all or nothing. For example, a college
student usually does not have permission to take
each course at a different college; typically, he or
she takes most courses on a single campus. Choosing
which college to attend is an all-or-nothing deci-
sion. Other situations also involve all-or-nothing
decisions, such as a consumer’s decision regarding
which winter coat to buy. He or she cannot buy half of a mild-weather jacket and
half of a mountaineer’s parka. Firms typically build huge factories to take account
of efficiencies of a large-scale operation. It may be much less efficient for the firm to
diversify into three different technologies by building three small factories a third of
the size of the large one.

With all-or-nothing decisions, the decision maker can obtain some of the
benefits of diversification by making flexible decisions. Flexibility allows the person
to adjust the initial decision, depending on how the future unfolds. In the presence
of considerable uncertainty and, thus, considerable varia-
tion in what the future might look like, flexibility becomes
all the more valuable. Flexibility keeps the decision maker
from being tied into one course of action and instead

for each teller

authors)

though the preferred choice is lower in risk.
Preferring to bet $100 on each of 10 coin
flips over $1,000 on a single flip

2. Preferring single feed lines at banks to lines

3. Preferring basketball to soccer if a single
gamble is to determine the best team (this
example may reflect a peculiarity of your

in Different Weather

TABLE 4.2
-Utility Provided by Coats

provides a number of options. The decision maker can WEATHER CONDITIONS
choose the best option to suit later circumstances. COATS BITTER COLD MILD
A numerical illustration of the value of flexibility is
. . . . Parker 100 50
provided in Table 4.2. A person must decide on which coat .
. . . Windbreaker 50 100
to buy for an overnight hike in the face of uncertainty about 25in1 100 100

what the weather conditions will be. Suppose the temperature
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Option contract
Financial contract offering
the right, but not the
obligation, to buy or sell
an asset over a specified

period.

Real option
Option arising in a setting
outside of finance.
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is equally likely to be either bitter cold or mild. Put aside prices for now and just think
about the benefits a consumer derives from different coats measured in utility terms. A
parka is more suitable for cold conditions, providing utility of 100 in the bitter cold, but
is less suitable for mild conditions, only providing utility of 50 because it becomes
overly hot and heavy. A windbreaker has the opposite utility pattern, only providing
the shivering wearer with a utility of 50 in the bitter cold but providing utility of 100 in
mild conditions. The consumer has a third choice, a 2-in-1 coat, which provides more
flexibility. The two layers can be zipped together to provide the insulation of a parker,
or the outer liner can be worn alone as a windbreaker.

The 2-in-1 coat is a better choice than either of the other two coats alone
because it provides more options than the other coats, allowing it to better adapt to
the weather conditions. Given equal chances of cold or mild weather, the expected
utility provided by the 2-in-1 is 100 but only 75 for the other two coats. If the three
coats sold for the same price, the consumer would buy the 2-in-1, and depending on
the utility value of money, the consumer would possibly be willing to pay consider-
ably more for the 2-in-1.

Options We noted that the 2-in-1 coat is better than either of the others in the
presence of uncertain weather conditions because it provides more options. Students
are probably familiar with the notion that options are valuable from another context
where the term is frequently used: financial markets where one hears about stock
options and other forms of option contracts. There is a close connection between the
coat example and these option contracts that we will investigate in more detail.
Before discussing the similarities between the options arising in different contexts,
we introduce some terms to distinguish them. An option contract is a financial
contract offering the right, but not the obligation, to buy or sell an asset (say, a
share of stock) during some future period at a certain price. Options that arise in
settings involving uncertainty outside of the world of finance (our coat example is
but one case) are called real options. Real options involve the allocation of tangible
resources, not just the transfer of money from one person to another. In the coat
example, the 2-in-1 coat can be viewed as a parka with a real option to convert the
parka into a windbreaker if the wearer wants (it can also be viewed as a wind-
breaker with a real option to convert it into a parka).

Attributes of Options There are many different types of option contracts, some
of which can be quite complex. There are also many different types of real options,
and they arise in many different settings, sometimes making it difficult to determine
exactly what sort of option is embedded in the situation. Still, all options share three
fundamental attributes.

1. Specification of the underlying transaction. Options must include details of the
transaction being considered. This includes what is being bought or sold, at
what price the transaction will take place, and any other details that are
relevant (such as where the transaction will occur). With a stock option, for
example, the contract specifies which company’s stock is involved, how many
shares will be transacted, and at what price. With the real option represented by
the 2-in-1 coat, the underlying transaction is the conversion of a parka into a
windbreaker.
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2. Definition of the period during which the option may be exercised. A stock
option may have to be exercised within 2 years or it will expire, but the parties
to an option contract could agree on any exercise period, ranging from the very
specific (the option may be exercised only on June § at 10:00 am) to the very
general (the option may be exercised anytime). With the real option in the coat
example, the decision was which coat to bring on a hiking trip, so the implicit
exercise period is during the hike.

3. The price of an option. In some cases, the price of an option is explicit. A stock
option might sell for a price of $70. If this option is later traded on an exchange,
its price might vary from moment to moment as the markets move. Real
options do not tend to have explicit prices, but sometimes implicit prices can
be calculated. For example, in the coat example, the option to convert a parka
into a windbreaker could be measured as the price difference between the coat
with the option (the 2-in-1) and the coat without (the parka). If the 2-in-1 sells
for $150 and the parka for $120, the implicit price of the option is $30. If the
2-in-1 is not as good an insulator in the cold as the parka, then the loss from this
disadvantage adjusted by the probability that the disadvantage will be appar-
ent (the probability that the weather is cold) would need to be added to the
implicit price of the real option.

To understand any option, you need to be able to identify these three components.
Whether the option is worth its price will depend on the details of the underlying
transaction and on the nature of the option’s exercise period. Let’s look at how
these details might affect an option’s value to a would-be buyer.

How the Value of the Underlying Transaction Affects Option Value The
value of the underlying transaction in an option has two general dimensions: (1) the
expected value of the transaction and (2) the variability of the value of the transac-
tion. An option to buy a share of Google stock at a price of $500 in the future is
more valuable if Google’s stock is presently trading at $600 than if it is trading at
$200. The real option provided by the 2-in-1 coat to convert it into a windbreaker is
more valuable if the material in the outer shell that will form the windbreaker is
high quality and well suited to the mild weather for which it is designed.

The logic of why an option is more valuable if underlying conditions are more
variable goes back to the definition of an option—that it gives the holder the right
but not the obligation to exercise it. The holder can benefit
from having an option to deal with certain extremes, and
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the fact that the option is increasingly poorly suited for
Utility Provided by

other extremes is not harmful because the holder can sim-
ply choose not to exercise the option in these cases. A
numerical example can help make the point clearer.

Coats under More
Extreme Conditions

Returning to the coat example, suppose that the weather WEATHER CONDITIONS
conditions are more extreme, with the bitter cold even  coaTs BITTER COLD MILD
colder and the mild weather even warmer. The parka pro- Parker 150 o
vides even more utility in the cold but less in the mild and .

. . Windbreaker 0 150
the reverse for the windbreaker. The new utility numbers 2.in-1 150 150

are provided in Table 4.3. Under the original conditions,
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Micro Quiz 4.4

George Lucas has offered to sell you the option
to buy his seventh Star Wars feature for $100
million should that film ever be made.
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the expected utility from the 2-in-1 coat was 25 units higher than either of the other
two coats: 100 compared to ('2)(100) + ('2)(50) = 75. Under more variable con-
ditions, now the expected utility is 75 units higher: 150 compared to
('2)(150) + (2)(0) = 75. The hiker would pay an even higher price premium for
the 2-in-1 over the other coats than before. The real option of being able to convert
the 2-in-1 coat into a windbreaker becomes more valuable as the mild conditions
become warmer, and the fact that the windbreaker is worse suited to the colder
conditions does not matter because the hiker will keep the 2-in-1 coat as a parka in
that case.

Similarly, an option giving the holder the right to buy Google stock at a price of
$500 in the future is worthless if the stock currently sells for less than $500 and does
not vary at all. The stock option is only valuable if there is some chance the stock
price will rise above $500. The more variability, the greater the chance the stock
price will rise will surpass the $500 threshold and the more the price will surpass the
threshold by. More variability also means that there is a greater chance the price of
Google stock will decline steeply. But the option holder does not care how steep the
decline is because he or she will simply not exercise the option in that case. The
holder of an option to buy Google shares is insulated against price declines but
shares in all the benefits of price increases. Application 4.4: Puts, Calls, and Black-
Scholes delves into more of the details on valuing stock options.

How the Duration of an Option Affects Its Value The effect of the duration
of an option on its value is much easier to understand. Simply put, the longer an
option lasts, the more valuable it is. Intuitively, the more time you have to take
advantage of the flexibility an option offers, the more likely it is that you will want to
do so. An option that lets you buy a gallon of gasoline tomorrow at today’s price isn’t
worth very much because the price is unlikely to change by very much over the next
24 hours. An option that lets you buy a gallon of gasoline at today’s price over the
next year is valuable because prices could explode over such a long period.

The level of interest rates can also affect the value of an option, but this is
usually a relatively minor concern. Because buying an option gives you the right to
make a transaction in the future, a correct account-
ing must consider the “present value” of that trans-
action (see Chapter 14). In that way, the return to
being able to invest your other funds (say, in a
bank) between the time you buy the option and
when it is exercised can be taken into account.
With normal levels of interest rates, however, only

1. Identify the underlying transaction involved for options that are very long-lasting will this be a
in this option. How would you decide on major element in the value of an option.

the expected value of this transaction? How
would you assess the variability attached to
the value of the transaction? What is the
duration of this option?

2. How would you decide how much to pay
Mr. Lucas for this option?

Options Are Valuable for Risk-Neutral Peo-
ple, Too True, options can be used to help risk-
averse people mitigate uncertainty. For example,
the option to convert the 2-in-1 coat into a wind-
breaker eliminates any payoff uncertainty, provid-
ing utility of 100 (Table 4.2 payoffs), regardless of
the weather conditions.
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Puts, Calls, and Black-Scholes

Options on financial assets are widely traded in organized
markets. Not only are there options available on most com-
pany’s stocks, but there are also a bewildering variety of
options on such assets as bonds, foreign exchange, and
commodities, or even on indexes based on groups of these
assets. Probably the most common options are those related
to the stock of a single company. The potential transactions
underlying these options are simply promises to buy or sell
the stock at a specific (“strike”) price over some period in the
future. Options to buy a stock at a certain strike price are
termed “call” options because the buyer has the right to
“call” the stock from someone else if he or she wishes to
exercise the option. Options to sell a stock at a certain price
are called “put” options (perhaps because you have the
option to put the stock into someone else’s hands).

As an example, suppose that Microsoft stock is currently
selling at $25 per share. A call option might give you the
right (but, again, not the obligation) to buy Microsoft in one
month at, say, $27 per share." Suppose you also believe
there is a 50-50 chance that Microsoft will sell for either
$30 or $20 in one month'’s time. Clearly the option to buy
at $27 is valuable—the stock might end up at $30. But how
much is this option worth?

An Equivalent Portfolio

One way that financial economists evaluate options is by
asking whether there is another set of assets that would
yield the same outcomes as would the option. If such a set
exists, one can then argue that it should have the same price
as the option because markets will ensure that the same good
always has the same price. So, let’s consider the outcomes of
the Microsoft option. If Microsoft sells for $20 in a month's
time, the option is worthless—why pay $27 when the stock
can readily be bought for $207? If Microsoft sells for $30,
however, the option will be worth $3. Could we duplicate
these two payouts with some other set of assets? Suppose, for
example, we borrow some funds (L) from a bank (with no
interest, to make things simple) and buy a fraction (k) of a
Microsoft share. After a month, we will sell the fractional share
of Microsoft and pay off the loan. In this example, L and k must
be chosen to yield the same outcomes as the option. That is:

k($20) — L =0 and k($30) — L = 3. 1)

1Options with a specific exercise date are called “European” options.
“American” options can be exercised at any time during a specified
time interval.

These two equations can easily be solved as k= 0.3, L = é.
Thatis, buying 0.3 of a Microsoft share and taking a loan of $6
will yield the same outcomes as buying the option. The net
cost of this strategy is $1.50—$7.50 to buy 0.3 of a Microsoft
share at $25 less the loan of $6 (which in our simple case
carries no interest). Hence, this also is the value of the option.

The Black-Scholes Theorem

Of course, valuing options in the real world is much more
complicated than this simple example suggests. Three spe-
cific complications that need to be addressed in developing
a more general theory of valuation are as follows: (1) there
are far more possibilities for Microsoft stock’s price in one
month than just the two we assumed; (2) most popular
options can be exercised at any time during a specified
period, not just on a specific date; and (3) interest rates
matter for any economic transaction that occurs over time.
Taking account of these factors proved to be very difficult,
and itwas not until 1973 that Fisher Black and Myron Scholes
developed an acceptable valuation model.? Since that time,
the Black-Scholes model has been widely applied to options
and other markets. In one of its more innovative applications,
the model is now used in reverse to calculate an “implied
volatility” expected for stocks in the future. The Chicago
Board Options Exchange Volatility Index (VIX) is widely fol-
lowed in the financial press, where it is taken as a good
measure of the current uncertainties involved in stock market
investing.

To THINK ABOUT

1. For every buyer of, say, a call option, there must of
course also be a seller. Why would someone sell a call
option on some shares he or she already owned? How
would this be different than buying a put option on this
stock?

2. The Black-Scholes model assumes that stock returns are
random and that they follow a bell-shaped (normal) dis-
tribution. Does this seem a reasonable assumption?

2F. Black and M. Scholes, “The Pricing of Options and Corporate
Liabilities” Journal of Political Economy (May-June 1973): 637-654.
This is a very difficult paper. Less difficult treatments (together with
some criticisms of Black-Scholes) can be found in most corporate
finance texts.
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But options also have value for risk-neutral people. We could assume that the
utility numbers in the coat example are all monetary payoffs and that the risk-
neutral hiker wants to maximize the expected value of these payoffs. All the
calculations go through just as before to show that this risk-neutral hiker would
prefer the 2-in-1 coat to the others (if the price is close to the price of the others).
Having more options to fit uncertain future conditions is beneficial, regardless of
risk attitudes.

Strategic Interaction Can Reverse Our Conclusions Adding more options
can never harm an individual decision maker (as long as he or she is not charged for
them) because the extra options can always be ignored. This insight may no longer
be a strategic settting with multiple decision makers. In a strategic setting, economic
actors may benefit from having some of their options cut off. This may allow a
player to commit to a narrower course of action that they would not have chosen
otherwise, and this commitment may affect the actions of other parties, possibly to
the benefit of the party making the commitment.

A famous illustration of this point is provided by one of the earliest treatises on
military strategy, by Sun Tzu, a Chinese general writing in 400 BC. It seems crazy
for an army to destroy all means of retreat, burning bridges behind itself and
sinking its own ships, among other measures. Yet, this is what Sun Tzu advocated
as a military tactic. If the second army observes that the first cannot retreat and will
fight to the death, it may retreat itself before engaging the first. We will discuss the
strategic benefit of moving first and cutting off one’s options more formally in the
next chapter on game theory.

Information

The fourth and final way that we will discuss of coping with uncertainty and risk is
to acquire more information about the situation. In the extreme, if people had full
information allowing them to perfectly predict the future, there would be no
uncertainty at all and thus no risk to be averse to.

People obviously would benefit from having more information about the
future. A gambler could win a lot of money if he or she knew the outcome of the
spin of the roulette wheel. An investor would benefit from knowing which stocks
were likely to perform poorly and which were likely to perform well over the
coming year. He or she could sell holdings of the poorly performing stocks and
invest more in the ones expected to do well. In the example of a hiker’s decision
regarding which coat to buy for a weekend trip, a parka, a windbreaker, or a 2-in-1
coat, the hiker could benefit from having a good forecast of the weekend weather. If
the 2-in-1 coat is more expensive than the others, the hiker could save the extra
expense and still have a coat that is well suited to the conditions if he or she knew
whether the temperature would still be bitter cold or mild.

People would even be willing to pay to get more information about the future.
The savings in not having to pay for the expensive 2-in-1 and still having the right
coat to fit the weather conditions is worth something to the hiker. He or she would
be willing to invest real resources—time and money—into finding a good weather
forecast. To the extent that they can profit from supplying good forecasts, weather



CHAPTER 4 Uncertainty

forecasters would be willing to invest in better technologies to improve the accuracy
of their forecast and the horizon. It is common for news programs on television
stations to compete over which one has the newest radar system and the most up-to-
date forecasts. The gambler would certainly pay to learn what the next spin of the
roulette wheel will be, although there is really no way of learning this truly random
outcome. The stock investor would also pay a considerable sum to an economist
who could forecast which sectors of the economy will likely do well and thus which
stocks will have large returns in the coming year. If stock markets are efficient, it
may be almost as difficult to forecast future stock returns as to forecast the spin of a
roulette wheel, although this does not reverse the conclusion that such information
would be valuable in either case.

Whether and how much additional information should be obtained can be
modeled as a maximizing decision. The person will continue to acquire information
as long as the gain from the information exceeds the cost of acquiring it. In the next
subsection, we will provide more detail on gains and costs of information and how
the decision maker should balance them.

Gains and Costs of Information A numerical example of the gains from
information can be provided by returning to the coat example, in particular, the
utility payoffs from different coats (parka, windbreaker, and 2-in-1) listed in Table
4.2. Recall that the hiker had considerable uncertainty about the upcoming week-
end’s weather, only knowing that there is an equal chance of either bitter cold or
mild conditions. We will think about the gain to the hiker from having more precise
information about the weather.

If all three coats sell for the same price, there is no value from a more precise
forecast. The 2-in-1 coat is as good or better than the other two in all cases, so the
right decision would be to buy it. Suppose, though, that the 2-in-1 coat is prohibi-
tively expensive for this consumer to buy. Suppose the two remaining choices, the
parka or windbreaker, sell for the same price. Then, the consumer would benefit
from a more precise forecast. If the hiker could learn the weather perfectly, he or she
would know exactly what coat to buy. The hiker’s expected utility (not accounting
for the price of the coat or the cost of the weather information) would equal 100
compared to only 75 in the situation of uncertainty, a gain of 25. If the weather
forecast did not perfectly predict the weekend’s weather, the expected utility gain
would be positive but less than 25. How much less depends on how imprecise the
forecast is.

The more uncertain the situation, the more valuable additional information is.
Consider the utility payoffs from different coats in the more extreme example in
Table 4.3. Again, suppose the hiker only has a choice between the parka and
windbreaker because the 2-in-1 is too expensive for him or her. Then, the hiker’s
gain from a perfect forecast of the upcoming weekend’s weather would increase. To
compute the expected utility increase, if the hiker has full information, he or she
would be able to select the right coat for the conditions, providing utility of 150 in
all cases. Without additional information, the parka and the windbreaker both
provide expected utility (*2)(150) + (%2)(0) = 75 because both are ill suited to one
outcome. The gain from the perfect weather forecast is 150 — 75 = 75 units of
expected utility.
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Information Is Valuable to Risk-Neutral People, Too We saw that options
have value for both risk-neutral and risk-averse people. The same is true for
information: Information has value for risk-neutral people because they also benefit
from being able to choose a better decision in light of more information. In the
example with the hiker choosing between buying a parka and windbreaker, we
could reinterpret the utility payoffs as monetary payoffs, implying that the hiker is
risk neutral, and all of our earlier conclusions would still hold. The risk-neutral
hiker would gain $25 of surplus from a perfect weather forecast given the payoffs in
Table 4.2 and $75 of surplus given the payoffs in Table 4.3. Risk-averse people
might benefit a bit more from information because they can use the information to
reduce the risk.

Balancing the Gains and Costs of Information A person can use information
to better his or her situation. The key question, of course, is whether the gain is
worth the time, effort, and expense that gathering information would entail. Con-
sulting the newspaper or Internet weather forecast might make sense before pack-
ing a coat for a weekend hiking trip because the cost is low (may only take a few
minutes), and the potential gains may be moderate (allowing one to pack light or to
wear the suitable coat for the conditions). Similarly, reading Consumer Reports
to learn about repair records before buying a car or making a few phone calls to
discount stores to find out which has the lowest price for a new television might
provide valuable enough information to be worth the fairly minimal cost. On the
other hand, visiting every store in town to find the lowest priced candy bar clearly
carries the information search too far.

Information Differences among Economic Actors

This discussion suggests two observations about acquiring information. First, the
level of information that an individual acquires will depend on how much the
information costs. Unlike market prices for most goods (which are usually assumed
to be the same for everyone), there are many reasons to believe that information
costs may differ significantly among individuals. Some people may possess specific
skills relevant to information acquisition (they may be trained mechanics, for
example), whereas others may not possess such skills. Some individuals may have
other types of experiences that yield valuable information while others may lack
that experience. For example, the seller of a product will usually know more about
its limitations than will a buyer because the seller knows precisely how the good
was made and what possible problems might arise. Similarly, large-scale repeat
buyers of a good may have greater access to information about it than do first-time
buyers. Finally, some individuals may have invested in some types of information
services (for example, by having a computer link to a brokerage firm or by
subscribing to Consumer Reports) that make the cost of obtaining additional
information lower than for someone without such an investment.

Differing preferences provide a second reason why information levels may
differ among buyers of the same good. Some people may care a great deal about
getting the best buy. Others may have a strong aversion to seeking bargains and will
take the first model available. As for any good, the trade-offs that individuals are
willing to make are determined by the nature of their preferences.
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The possibility that information levels will differ among people raises a number
of difficult problems about how markets operate. Although it is customary to
assume that all buyers and sellers are fully informed, in a number of situations
this assumption is untenable. In Chapter 15, we will look at some of the issues that
arise in such situations.

Procrastination May Be a Virtue Society seems to frown on procrastinators.
“Do not put off to tomorrow what you can do today” and “A stitch in time saves
nine” are familiar adages. Yet, lessons we have learned about option and informa-
tion value can be applied to identify a virtue in procrastination. There may be value
in delaying a big decision that is not easily reversed later. Such decisions might
include a hiker’s choice between a parka and a windbreaker when the coat cannot
returned later after having been worn, to the decision by a firm to build a large
factory to build a certain make of automobile that would be difficult to convert into
the production of other makes or other goods, to the decision to shut down an
existing factory. Delaying these big decisions allows the decision maker to preserve
option value and gather more information about the future. To the outside obser-
ver, who may not understand all the uncertainties involved in the situation, it may
appear that the decision maker is too inert, failing to make what looks to be the
right decision at the time. In fact, delaying may be exactly the right choice to make
in the face of uncertainty. After the decision is made and cannot be reversed, this
rules out other courses of action. The option to act has been exercised. On the other
hand, delay does not rule out taking the action later. The option is preserved. If
circumstances continue to be favorable or become even more so, the action can be
taken later. But if the future changes and the action is unsuitable, the decision maker
may have saved a lot of trouble by not making it.

Consider the decision to build a factory to produce fuel-efficient cars. Such a
decision might be justified by an increase in gasoline prices that might cause a jump
in the demand for fuel-efficient cars. Yet, the auto maker may not want to jump
right into the market. Gasoline prices may fall again, and consumers may be drawn
to larger, more powerful cars, turning the investment in a factory for fuel-efficient
cars into a money-losing proposition. The auto maker may want to wait until
gasoline prices and demand for fuel-efficient cars are fairly certain to remain
high. Delay does not preclude building the factory in the near future. However, if
hundreds of millions have been sunk into a large factory and demand dries up for
the product, there is little hope of recovering this investment. Uncertainty about
future energy prices may explain consumers’ reluctance to adopt energy-saving
technologies that on the surface look like good investments, as discussed further in
Application 4.5: The Energy Paradox. Rather than being ignorant of the benefits
and costs of the new technology, the procrastination of consumers may be a
sophisticated response to uncertainty.

PRICING OF RISK IN FINANCIAL ASSETS

Because people are willing to pay something to avoid risks, it seems as if one
should be able to study this process directly. That is, we could treat “risk” like any
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The Energy Paradox

Consumers seem to be too slow in adopting conservation
measures such as energy-efficient appliances, low-wattage
fluorescent light bulbs, and upgraded insulation, among
others. That is the conclusion economists and environmen-
talists arrive at using “cost-benefit analysis,” a method for
determining whether an investment is worth making. Gen-
erally speaking, cost-benefit analysis involves comparing the
up-front cost of the investment against the flow of benefits
expected to come in the future (converted into present
values using appropriate discount rates—see Chapter 14
for more on discounting). If the discounted flow of benefits
more than covers the cost of investment, then the analysis
says the investment should be undertaken. Cost-benefit
analysis has been applied to many situations, ranging from
malaria eradication in Africa to bridge projects in the United
States. Applied to consumer conservation investments, the
analysis typically suggests that the long-term flow of energy
savings can be expected to more than cover the investment
and even provide a very healthy return on the consumers’
investment, much more than the consumer could get from
the stock market or other standard investments.

Why, then, are consumers reluctant to adopt these
conservation measures? This puzzle has been labeled the
energy paradox by economists and environmentalists who
have studied it. Are consumers unaware of the advances in
conservation measures? Do they have problems borrowing
the funds for the up-front investment? Or are they simply
incapable of looking ahead to the future?

Cost-Benefit Analysis Ignores Option Value

K. A. Hassett and G. E. Metcalf explain the energy paradox
as a problem with cost-benefit analysis (at least as it is some-
times naively applied) rather than with consumer ra‘cionali‘cy.1
True, if the consumer’s choice is restricted to investing now
versus never investing, then cost-benefit analysis will give
the right answer. But in the real world, the consumer has a
third choice: the consumer can delay investment and make
the decision later. By delaying investment, the consumer can
wait until he or she becomes more convinced that energy
prices will remain high, and the expected energy savings will
materialize. The consumer can avoid the outcome in which
energy prices fall, and the conservation measure turns out to
have been a bad investment.

The authors find strong incentives for delay. In a world of
perfect certainty, cost-benefit analysis might suggest that
the consumer should go ahead and invest immediately if
he or she can expect a positive return of at least 10% on
the conservation investment. However, given historical fluc-
tuations in energy prices, the authors calculate that this same

'K. A. Hassett and G. E. Metcalf, “Energy Conservation Investment:
Do Consumers Discount the Future Correctly?” Energy Policy (June
1993): 710-716.

consumer would need a much higher return, on the order of
40 to 50%, to induce him or her to invest immediately rather
than wait. To the outside observer, who does not take into
account the option value of delay, the consumer would look
excessively inert.

How Many Consumers Does It Take to
Change a Light Bulb?

To make these ideas more concrete, consider a simple
example of the decision of whether or not to replace a
conventional light bulb with a low-wattage fluorescent. To
make calculations as simple as possible, we will suppose
bulbs never burn out and also ignore discounting issues for
future investment costs and energy savings. The price of a
fluorescent bulb is $3.50. Electricity savings from the new
bulb are certain to be $1 in the first year. Because of the
uncertainty in energy prices, savings for the second and later
years is uncertain. Suppose there is an equal chance that the
savings for the second and later years is either $1 or $5.
Replacing the light bulb at the outset of the period would
provide an additional return of 50 cents. Expected savings
equal the $1 from the first year and (12)($1) + ('2)($5) = $3
in the second and later years for a total of $4. Subtracting off
the $3.50 initial cost of the fluorescent bulb shows that the
retum on immediate investment is 50 cents. So, immediate
replacement looks like a good idea. But let's compute the
return from delay. If the consumer delays for a period and
then replaces the bulb at the start of the second year only if
savings tum out to be $5, the consumer earns an expected
return equal to the probability /2 of the high future savings of
$5, times the net return over and above the cost of the bulb if
savings are high ($5—$3.50 = $1.50), for a grand total of (%)
($1.50) = 75 cents. Therefore, delay is actually better than
immediate investment (by an expected value of 25 cents).
Although delay forces the consumer to give up the $1 of certain
savings in the first year, it allows the consumer the option of not
replacing the bulb if high future savings of $5 do not pan out.

PoLicy CHALLENGE

1. U.S. politicians have been touting the need for “energy
independence” (reducing reliance on imported foreign
oil) achieved in part by the use of altemative fuels and in
part by consumer conservation. Suppose reluctance of
consumers to make investments in conservation is due to
lack of information or foresight. What sort of government
policies might work to increase conservation?

2. Suppose instead that the energy paradox is due to con-
sumers’ sophisticated valuation of the options provided by
waiting. How would this affect government conservation
policy? Would there still be a reason for the government to
intervene in this market?
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other commodity and study the factors that influence its demand and supply. One
result of such a study would be to be able to say how much risk there is in the
economy and how much people would be willing to pay to have less of it.
Although, as we shall see, there are several problems with this approach, financial
markets do indeed provide a good place to get useful information about the
pricing of risk.

With financial assets, the risks people face are purely monetary and relatively
easy to measure. One can, for example, study the history of the price of a particular
financial asset and determine whether this price has been stable or volatile. Pre-
sumably, less volatile assets are more desirable to risk-averse people, so they should
be willing to pay something for them. Economists are able to get some general idea
of people’s attitudes toward risk by looking at differences in financial returns on
risky versus non-risky assets.

Investors’ Market Options

Figure 4.4 shows a simplified illustration of the market options open to a would-be
investor in financial assets. The vertical axis of the figure shows the expected annual
return that the investor might earn from an asset, whereas the horizontal axis shows
the level of risk associated with each asset. The points in the figure represent the

FIGURE 4.4 R
-Market Options for Investors

Annual Market line
return

0 Risk

The points in the figure represent the risk/return features of various assets. The market line
shows the best options a risk-averse investor can obtain by mixing risk assets with the risk-
free asset A.
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Market line

A line showing the
relationship between risk
and annual returns that an
investor can achieve by
mixing financial assets.
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various kinds of financial assets available. For example, point A represents a risk-
free asset such as money in a checking account. Although this asset has (practically)
no risks associated with its ownership, it promises a very low annual rate of return.
Asset B, on the other hand, represents a relatively risky stock—this asset promises a
high expected annual rate of return, but any investor must accept a high risk to get
that return. All of the other points in Figure 4.4 represent the risks and returns
associated with assets that an investor might buy.

Because investors like high annual returns but dislike risk, they will choose to
hold combinations of these available assets that lie on their “northwest” periphery.
By mixing various risky assets with the risk-free asset (A), they can choose any point
along the line AC. This line is labeled the market line because it shows the possible
combinations of annual returns and risk that an investor can achieve by taking
advantage of what the market offers.* The slope of this line shows the trade-off
between annual returns and risk that is available from financial markets. By study-
ing the terms on which such trade-offs can be made in actual financial markets,
economists can learn something about how those markets price risks. Application
4.6: The Equity Premium Puzzle illustrates these calculations but also highlights
some of the uncertainties that arise in making them.

Choices by Individual Investors

The market line shown in Figure 4.4 provides a constraint on the alternatives that
financial markets provide to individual investors. These investors then choose
among the available assets on the basis of their own attitudes toward risk. This
process is illustrated in Figure 4.5. The figure shows a typical indifference curve
for three different types of investors. Each of these indifference curves has a
positive slope because of the assumption that investors are risk averse—they can
be induced to take on more risk only by the promise of a higher return. The curves
also have a convex curvature on the presumption that investors will become
increasingly less willing to take on more risk as the overall riskiness of their
positions increases.

The three investors illustrated in Figure 4.5 have different attitudes toward risk.
Investor I has a very low tolerance for risk. He or she will opt for a mix of
investments that includes a lot of the risk-free option (point L). Investor II has a
modest toleration for risk, and he or she will opt for a combination of assets that is
reasonably representative of the overall market (M). Finally, investor III is a real
speculator. He or she will accept a very risky combination of assets (N)—more risky
than the overall market. One way for this investor to do that is to borrow to invest
in stocks. The impact of any fluctuations in stock prices will then be magnified in its
impact on this investor’s wealth. Actual financial markets therefore accommodate a
wide variety of risk preferences by providing the opportunity to choose various
mixes of asset types.

“The actual construction of the market line is relatively complicated. For a discussion, see W. Nicholson, Micro-
economic Theory: Basic Principles and Extensions, 9th ed. (Mason, OH: Thomson Leaning, 2005), 556-558.
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The Equity Premium Puzzle

As shown in Figure 4.4, differences in the rates of return of
financial assets reflect, in part, the differing risks associated
with those assets. The historical data show that stocks have
indeed had higher returns than bonds to compensate for
that risk. In fact, returns on common stock have been so
favorable that they pose a puzzle to economists.

Historical Rates of Return

Table 1 illustrates the most commonly used rate of return
data for U.S. financial markets, published by the Ibbotson
firm in Chicago. These data show that over the period 1926~
1994," stocks provided average annual rates of return that
exceeded those on long-term government bonds by 7 per-
cent per year. Average returns on short-term government
bonds fell short of those on stocks by a whopping 8.5 per-
cent. Indeed, given the rate of inflation during this period
(averaging 3.2 percent per year), the very low real return on
short-term government bonds—about 0.5 percent per
year—is a bit of a puzzle.

One way to measure the risk associated with various
assets uses the “standard deviation” of their annual returns.
This measure shows the range in which roughly two-thirds of
the returns fall. For the case of, say, common stocks, the
average annual return was 12.2 percent, and the standard
deviation shows that in two-thirds of the years the average
was within £20.2 percent of this figure. In other words, in
two-thirds of the years, common stocks returned more than
—8 percent and less than +32.4 percent. Rates of return on
stocks were much more variable than those on bonds.

The Excess Return on Common Stocks

Although the qualitative findings from data such as those in
Table 1 are consistent with risk aversion, the quantitative
nature of the extra retumns to common stock holding are
inconsistent with many other studies of risk. These other
studies suggest that individuals would accept the extra risk
that stocks carry for an extra return of between 1 and 2
percent per year—significantly less than the 7 percent extra
actually provided.

One set of explanations focuses on the possibility that
the figures in Table 1 understate the risk of stocks. The risk
individuals really care about is changes in their consumption
plans. If returns on stocks were highly correlated with the

"Years after 1994 were eliminated here so as not to bias the results by
the very strong performance of stocks in the period 1996-2000.

TABLE 1

Total Annual Returns,

1926-1994
STANDARD
DEVIATION OF

FINANCIAL AVERAGE ANNUAL RATE OF
ASSET RATE OF RETURN RETURN
Common stocks 12.2% 20.2%
Long-term

government

bonds 5.2 8.8
Short-term

government

bonds 3.7 3.3

Source: Stocks, Bonds, Bills, and Inflation: 1995 Yearbook (Chicago:
Ibbotson Associates, 1995).

business cycle, then they might pose extra risks because
individuals would face a double risk from economic
downtums—a fall in income and a fall in returns from invest-
ments. Other suggested explanations for the high return
on common stocks include the possibility that there are
much higher transaction costs on stocks (hence, the returns
are necessary to compensate) and that only people whose
incomes are excessively affected by the business cycle buy
stocks. However, none of these explanations has survived
close scrutiny.?

To THINK ABOUT

1. Holding stocks in individual companies probably
involves greater risks than are reflected in the data for
all stocks in Table 1. Do you think these extra risks are
relevant to appraising the extra rate of return that stocks
provide?

2. Thereal return on short-term government bonds implied
by Table 1is less than 1 percent per year. Why do people
save at all if this relatively risk-free return is so low?

?For an extensive discussion, see N. R. Kocherlakota, “The Equity
Premium: It's Still a Puzzle,” Journal of Economic Literature (March
1996): 42-71.
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FIGURE 4.5 - .
-Ch0|ces by Individual Investors

Annual Un
return

Market line

Risk

Points L, M, and N show the investment choices made by three differentinvestors. Investor
lis very risk averse and has a high proportion of the risk-free asset. Investor Il has modest
toleration for risk and chooses the "market” portfolio. Investor Ill has a great toleration for
risk and leverages his or her position.

TWO-STATE MODEL

In this final section, we provide a model that will allow us to discuss all of the
previous material in this chapter in a single, unified framework. Although it takes a
bit of work to understand this new model, the payoff will be to draw even more
connections among the concepts in this chapter and to show how the tools devel-
oped in Chapter 2 to study utility maximization under certainty can be used to
study decision making under uncertainty.

The basic outline of the model is presented in Figure 4.6. For this model, an
individual is assumed to face two possible outcomes (sometimes called states of the
world), but he or she does not know which outcome will occur. The individual’s
income (and also consumption) in the two states is denoted by C; and C,, and
possible values for these are recorded on the axes in Figure 4.6. In some applications,
the states might correspond to the possibilities of an accident or no accident. In
another application, the states might correspond to different weather conditions
(cold or mild temperatures). In yet another application, the states might correspond
to the health of the overall economy (boom or bust). In real-world applications, there
may be many more than two possible uncertain outcomes, perhaps even a continuum
of them, but two is the minimum needed to represent uncertainty and makes drawing
a graph easier. For obvious reasons, the model is called a two-state model.

Points on the graph such as A, B, C, and D represent possible choices under
uncertainty, which we referred to earlier as gambles. For example, point A is the
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FIGURE 4.6 . . . -
-Expected Utility Maximization in a Two-State Model
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The individual faces two possible states of the world, and the axes record consumption
under each of them. Offered various gambles such as A, B, C, and D, the individual will
select the one on the highest indifference curve, here B, which provides the highest
expected utility.

gamble providing consumption C¢! if state 1 occurs and C7 if state 2 occurs. The
certainty line indicates choices involving the same consumption in both states.
The gamble illustrated as point A is well below the certainty line, indicating
considerably more consumption in state 1 than in state 2. Point A could embody
the prospects of an accident that reduces the person’s income in state 2 and no
accident in state 1. The colored curves are indifference curves familiar from utility
maximization under certainty. Each curve shows all the gambles that the person
would be equally well off taking. The one difference with consumer choice under
certainty is that the indifference curves here link bundles providing the same level of
expected utility rather than plain utility. This is indicated by the labels EU;, EU,,
and so forth, indicating increasing levels of expected utility. Of the four gambles—
A, B, C, and D—the one maximizing expected utility is B, appearing on the highest
indifference curve.

KEEPinMIND\

Preferences and Probabilities

As can be seen in the formula for expected values, expected utility combines two elements: the utility
of consumption in each state and the probability each state occurs. Therefore, the indifference curves
in Figure 4.6 reflect both preferences and probabilities. Changes in the probabilities of the different

states will shift the indifference curves, just as will changes in the utility function. In our analysis, we will
keep the utility function and probabilities constant, allowing us to fix the indifference curves as drawn.
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Each of the next several sections will return to a concept introduced previously
in the chapter and show how the concept can be captured in a graph like Figure 4.6.

Risk Aversion Figure 4.7 shows how the shape of individuals’ indifference curves
varies with their attitudes toward risk. A risk-averse person will have indifference
curves that look like graph (a). Compared to gambles A and B, which provide
relatively variable consumption combinations (gamble A providing a lot of con-
sumption in state 1 and little in state 2 and vice versa for gamble B), the individual
would prefer more even consumption across the two states, such as gamble D,
reflected in the appearance of D on a higher indifference curve than A and B. The
individual dislikes variable consumption because deprivation in the “lean” (low-
consumption) state is more costly than can be compensated by an equal amount of
extra consumption in the “fat” (high-consumption) state. A substantial risk pre-
mium would have to be paid for the consumer to be willing to accept deprivation in
the “lean” state.

It is the convexity of the indifference curves in graph (a), the bowing in toward
the origin, that captures risk aversion. We also encountered convex indifference
curves in our earlier study of choice under certainty in Chapter 2. There, the
convexity of indifference curves reflected the preference of consumers for balance
in consumption. Consumers preferred bundles with average amounts of the two
goods to bundles with an extreme amount of either. Similar logic underlies risk
aversion in the present setting involving uncertainty. A risk-averse consumer pre-
fers balance in consumption, not necessarily between two goods in a bundle but
between consumption in uncertain states.

Individuals with more sharply bent indifference curves—compare graph (b) to
graph (a)—are even more risk averse. More risk-averse individuals are more

sk Aversion in the Two-State Model

G G G

EU; EU;
EU, EU,

EU, EU,

(a) Risk aversion (b) Extreme risk aversion (c) Risk neutrality

A risk-averse individual has convex indifference curves, shown in graph (a). Greater risk aversion shows up as a
sharper bend in the indifference curves, as in graph (b). A risk-neutral individual has linear indifference curves, as in

graph (c).
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reluctant to trade off less consumption in “lean” states for more consumption in
“fat” states. Again, we have an analogy to the setting of choice under certainty in
Chapter 2. There, consumers with sharply bent indifference curves (L-shaped in the
extreme) regarded the goods as perfect complements and were unwilling to sub-
stitute from their preferred fixed proportions.

At the opposite extreme of very risk-averse individuals are risk-neutral ones,
with linear indifference curves shown in graph (c). Risk-neutral people regard
consumption in the two states as perfect substitutes. They only care about expected
consumption, not how evenly consumption is divided between the states of the
world. This is analogous to the case of perfect substitutes in the setting of consumer
choice under certainty; we saw in Chapter 2 that consumers who regarded the
goods in the bundle as perfect substitutes had linear indifference curves.

Insurance Figure 4.8 shows how to analyze insurance in the two-state model.
Consider the case of insurance against a possible car accident. In state 1, no accident
occurs; the accident occurs in state 2. Each state has some chance of occurring.
Point A represents the situation the individual faces without insurance. His or her
consumption in state 2 is lower than in state 1 because some income has gone for car
repairs and medical bills (and the person’s pain and suffering may also be repre-
sented by a reduction in consumption).

FIGURE 4.8
-Insurance: A Two-State Model
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An uninsured individual suffering an accident in state 2 is initially at point A. If offered fair
insurance, the individual would choose to become fully insured, moving to point E on the
certainty line. If offered unfair insurance, he or she would only buy partial insurance,
moving to a point such as B.

167



168

Micro Quiz 4.5

Let's examine Figure 4.8 more closely.

1. Why do choices along the “certainty line”
imply that there is no risk?

PART THREE Uncertainty and Strategy

This person might jump at the chance to give
up some consumption from state 1 to increase con-
sumption in state 2. He or she could then avoid the
possibility of deprivation in state 2. Insurance can
be used for this purpose. By buying insurance, this
person could even out consumption between the

2. If the probability of state 1 is 0.6 and the two states. The insurance premium reduces C;
probability of state 2 is 0.4, what is the (consumption in the no-accident state) in return
actuarially fair slope for the line AE? for a payment if an accident occurs, which increases

3. In general, what determines the slope of C,. Suppose that fair insurance is available on the
the indifference curve EUs? market. Recall that the premium on fair insurance

4. Given your answer to part 2, can you equals the expected insurance payment in case of an
explain why AE and EUs have the same accident. The slope of line AE will represent the
slope at point E? (This question is relatively terms of fair insurance. The person can increase

hard.)

expected utility from EU; to EUs by purchasing

complete insurance and moving to point E, where

Cy = C,. This outcome is similar to the complete

insurance solution examined in Figure 4.2. In other
words, by paying a premium of C{ — CF, this person has assured enough additional
consumption when the accident happens (C} — C%) that consumption is the same
no matter what happens.

Insurance does not have to be fair to be worth buying. If insurance were more
costly than indicated by the slope of the line AE, some improvement in expected
utility might still be possible. In this case, the budget line would be flatter than AE
(because more expensive insurance means that obtaining additional C, requires a
greater sacrifice of Cy), and this person could not attain expected utility level EU;.
For example, the slope of line AB might represent the terms of this unfair insurance.
The individual would no longer opt for complete insurance but only partial insur-
ance, selecting a point such as B below the certainty line. The person is at least a
little better off with insurance than without, attaining expected utility EU,. If the
premium on the unfair insurance becomes too high, though, the person would
prefer to remain uninsured, staying at point A.

Notice that the insurance line functions very much like the budget constraint
from Chapter 2. Indeed, both represent market options among which the individual
can choose. The slopes have different interpretations, in the case of budget con-
straint given by the prices of the two goods and here given by the terms of the
insurance contract (premium relative to payment in case of an accident). But the
certainty and uncertainty cases are similar in that in both cases, the maximizing
choice for the decision maker is the market option attaining the highest indifference
curve. In both cases, this maximizing choice will be a point of tangency. In the
insurance example, the tangency with fair insurance occurs at point E, and
the tangency with unfair insurance occurs at point B. So, these points reflect the
individual’s insurance demand under different terms that insurance companies
might offer.

Diversification Figure 4.9 captures the benefits of diversification in a two-state
model. Suppose there are two financial assets, 1 and 2 (these could be stocks, bonds,
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Investing exclusively in asset 1 leads to point A; and exclusively in asset 2 to point A,.
Points on the dotted line A; A, represent varying amounts of diversification, with point B
being the best for the individual.

gold, etc.). In state 1, asset 1 has a better return than asset 2. The opposite happens
in state 2. Each state has some chance of occurring. Investing all of one’s wealth in
asset 1 leads to point A and all in asset 2 to point A,. Rather than “putting all the
eggs in one basket,” the individual can diversify by investing in some of each asset.
By varying the mix of assets in this diversified portfolio, the individual can attain
any point on the line between A; and A,. The best mix of assets is given by B. The
consumer is better off after diversifying, obtaining expected utility EU,.

Option Value Figure 4.10 illustrates the value of an option in a two-state model.
The individual’s initial situation is given by point A. If the individual is given an
additional option, B, he or she will then select what is best in the state that ends up
occurring. In the graph, A is best in state 1 (because it provides more consumption
than B in that state), and B is best in state 2. For example, A could represent wearing
a parka, and B could represent the option of converting the coat into a windbreaker
provided by a 2-in-1 coat that could be converted into either depending on the
weather conditions. State 1 could be bitter cold, and state 2, mild weather. The
individual could obtain consumption C{ in the bitter cold by wearing the 2-in-1
coat as a parka and C? in mild weather by wearing it as a windbreaker. So, the
highest combination of consumptions possible with the 2-in-1 coat is given by point
O, the intersection of the dotted lines. The consumer could move from A to O if
he or she was not charged for option B. In the coat example, the individual could
move to point Oq if the 2-in-1 coat sold for the same price as the parka. If the
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FIGURE 4.10 R K
-Opt|on Value in a Two-State Model
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If an individual initially at A is given B as an option as well, he or she would stick with A in
state 1 but would exercise option B in state 2. The individual’s consumption possibilities
would improve from A to O;. The individual is better off with the option even if he or she
has to pay a moderate price for it up front that shifts O; back to O-.

individual is charged for the option up front (or in the coat example if the 2-in-1 is
more expensive than the parka), this expense reduces consumption in both states,
shifting O down to O,. As long as the option’s price is not too high, the individual
still is better off with the option, indicated on the graph by O,’s lying above the
indifference curve through the starting point, A.

The indifference curves in Figure 4.10 are convex, implying that the individual
is risk-averse. The analysis could be repeated for a risk-neutral individual with
straight lines for indifference curves. The conclusion that O and O, are on higher
indifference curves than A—implying the individual benefits from having an addi-
tional option, B—would continue to hold under risk neutrality.

We will leave the analysis of the two-state model there. The model is useful for
understanding a range of topics related to uncertainty in addition to those presented
above. And though there is a bit of reinterpretation involved, the model is almost
identical to utility maximization under certainty from Chapter 2.



SUMMARY

In this chapter, we have briefly surveyed the economic
theory of uncertainty and information. From that sur-
vey, we reached several conclusions that have rele-
vance throughout the study of microeconomics.

e In uncertain situations, individuals are concerned
with the expected utility associated with various
outcomes. If individuals have a diminishing mar-
ginal utility for income, they will be risk averse.
That is, they will generally refuse bets that are
actuarially fair in dollar terms but result in an
expected loss of utility.

e Risk-averse individuals may purchase insurance
that allows them to avoid participating in fair
bets. Even if the premium is somewhat unfair (in
an actuarial sense), they may still buy insurance in
order to increase utility.

e Diversification among several uncertain options
may reduce risk. Such risk spreading may some-
times be costly, however.

e Buying options is another way to reduce risk.
Because the buyer has the right, but not the obli-

REVIEW QUESTIONS

1. What does it mean to say we expect a fair coin to
come up heads about half the time? Would you
expect the fraction of heads to get closer to exactly
0.5 as more coins are flipped? Explain how this
law of large numbers applies to the risks faced by
casinos or insurance companies.

2. Why does the assumption of diminishing marginal
utility of income imply risk aversion? Can you
think of other assumptions that would result in
risk-averse behavior (such as the purchase of
insurance) but would not require the difficult-to-
verify notion of diminishing marginal utility?

3. “The purchase of actuarily fair insurance turns an
uncertain situation into a situation where you
receive the expected value of income with cer-
tainty.” Explain why this is true. Can you think
of circumstances where it might not be true?

4. Suppose that historical data showed that returns
of Japanese stocks and returns on U.S. stocks
tended to move in opposite directions. Would it
be better to own only one country’s stocks or
to hold a mixture of the two? How would

CHAPTER 4 Uncertainty

gation, to complete a market transaction on spe-
cified terms, such options can add flexibility to the
ways people plan in uncertain situations. Options
are more valuable when the expected value of the
underlying market transaction is more valuable,
the value of that transaction is more variable, and
the duration of the option is longer.

A final way to reduce risk is to obtain more precise
information about the future. When to stop
acquiring information is a maximizing decision,
just like how much of a good to buy.

Financial markets allow people to choose the risk-
return combination that maximizes their utility.
These markets therefore provide evidence on how
risk is priced.

We took a second look at all of the preceding
topics, analyzing them in a unified framework of
the two-state model. The two-state model com-
bines indifference curves and market opportu-
nities in a way that looks very similar to utility
maximization under certainty from Chapter 2.

your answer change if the Japanese stock
market always precisely mirrored the U.S. stock
market?

. As discussed in Application 4.4, a call option

provides you with the option to buy a share of,
say, Microsoft stock at a specified price of $60.
Suppose that this option can only be exercised at
exactly 10:00 am on June 1, 2009. What will
determine the expected value of the transaction
underlying this option? What will determine the
variability around this expected value? Explain
why the greater this expected variability, the
greater is the value of this option.

. College students are familiar with the real option

of being able to drop a course before the end of the
term. The text provided a list of factors affecting
the value of any option (value of underlying
opportunity, variation in the situation, duration,
price). What is meant by each one of these factors
in the context of the decision to drop a course?
How do the factors affect the value of this option?
Given that options are valuable, how would
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explain why some colleges put certain limits on
the ability of students to drop courses?

7. Our analysis in this chapter suggests that indivi-
duals have a utility-maximizing amount of infor-
mation. Explain why some degree of ignorance is
optimal.

8. Explain why the slope of the market line in Figure
4.4 and Figure 4.5 shows how risk is “priced” in
this market. How might the data in Application
4.4 be plotted to determine this slope?

9. “The two-state model differs from utility maximi-
zation under certainty because the individual does
not ultimately consume both C; and C,; rather,
these are the two possible outcomes from one ran-
dom event.” Explain exactly how the two-state

PROBLEMS

4.1 Suppose a person must accept one of three bets:
Bet 1: Win $100 with probability 15; lose $100
with probability 1.
Bet 2: Win $100 with probability 3/s; lose $300
with probability /.
Bet 3: Win $100 with probability %io; lose $900
with probability Yio.
a. Show that all of these are fair bets.
b. Graph each bet on a utility of income curve
similar to Figure 4.1.
c. Explain carefully which bet will be preferred
and why.
4.2 Two fast-food restaurants are located next to each
other and offer different procedures for ordering food.
The first offers five lines leading to a server, whereas
the second has a single line leading to five servers, with
the next person in the line going to the first available
server. Use the assumption that most individuals
are risk averse to discuss which restaurant will be
preferred.
4.3 A person purchases a dozen eggs and must take
them home. Although making trips home is costless,
there is a 50 percent chance that all of the eggs carried
on one trip will be broken during the trip. This person
considers two strategies:
Strategy 1: Take the dozen eggs in one trip.
Strategy 2: Make two trips, taking six eggs in each
trip.
a. List the possible outcomes of each strategy and
the probabilities of these outcomes. Show that,

model does differ from the one in Chapter 2.
Use a two-state model to illustrate the benefits of
a particular form of insurance, say health insur-
ance. Use a separate diagram to analyze whether a
risk-neutral person would ever want to purchase
health insurance and under what conditions if so.

10. “Risk-averse people should only be averse to big
gambles with a lot of money at stake. They should
jump on any small gamble that is unfair in their
favor.” Explain why this statement makes sense.
Use a utility of income graph like Figure 4.1 to
illustrate the statement. For a challenge, demon-
strate the statement using a two-state graph like
Figure 4.6.

on average, six eggs make it home under either
strategy.

b. Develop a graph to show the utility obtainable
under each strategy.

c. Could utility be improved further by taking
more than two trips? How would the desirabil-
ity of this possibility be affected if additional
trips were costly?

4.4 Suppose there is a 50-50 chance that a risk-averse
individual with a current wealth of $20,000 will con-
tract a debilitating disease and suffer a loss of $10,000.

a. Calculate the cost of actuarially fair insurance
in this situation and use a utility-of-income
graph (Figure 4.2) to show that the individual
will prefer fair insurance against this loss to
accepting the gamble uninsured.

b. Suppose two types of insurance policies were
available:

1. A fair policy covering the compete loss

2. A fair policy covering only half of any loss
incurred
Calculate the cost of the second type of
policy and show that the individual will
generally regard it as inferior to the first.

c. Suppose individuals who purchase cost-shar-
ing policies of the second type take better care
of their health, thereby reducing the loss suf-
fered when ill to only $7,000. In this situation,
what will be the cost of a cost-sharing policy?
Show that some individuals may now prefer



this type of policy. (This is an example of the
moral hazard problem in insurance theory.)

d. Tllustrate your findings from the previous parts
in a two-state diagram with C; (consumption
in the no-disease state) on the horizontal axis
and C, (consumption in the disease state) on
the vertical axis.

4.5 Mr. Fogg is planning an around-the-world trip.
The utility from the trip is a function of how much he
spends on it (Y) given by

u(y) = log Y

Mr. Fogg has $10,000 to spend on the trip. If he spends
all of it, his utility will be

U(10,000) = log 10,000 = 4

(In this problem, we are using logarithms to the base 10
for ease of computation.)

a. If there is a 25 percent probability that Mr.
Fogg will lose $1,000 of his cash on the trip,
what is the trip’s expected utility?

b. Suppose that Mr. Fogg can buy insurance
against losing the $1,000 (say, by purchasing
traveler’s checks) at an actuarially fair pre-
mium of $250. Show that his utility is higher
if he purchases this insurance than if he faces
the chance of losing the $1,000 without
insurance.

c. What is the maximum amount that Mr. Fogg
would be willing to pay to insure his $1,000?

d. Suppose that people who buy insurance tend to
become more careless with their cash than
those who don’t, and assume that the prob-
ability of their losing $1,000 is 30 percent.
What will be the actuarially fair insurance pre-
mium? Will Mr. Fogg buy insurance in this
situation? (This is another example of the
moral hazard problem in insurance theory.)

4.6 Sometimes economists speak of the certainty
equivalent of a risky stream of income. This problem
asks you to compute the certainty equivalent of a risky
bet that promises a 50-50 chance of winning or losing
$5,000 for someone with a starting income of $50,000.
We know that a certain income of somewhat less than
$50,000 will provide the same expected utility as will
taking this bet. You are asked to calculate precisely the
certain income (that is, the certainty equivalent
income) that provides the same utility as does this bet
for three simple utility functions:

a. U(I) = VI
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b. U(I) = In(I) (where In means “natural loga-
rithm”) _1
C. U(I) = T

What do you conclude about these utility functions by
comparing these three cases?

4.7 Suppose Molly Jock wishes to purchase a high-
definition television to watch the Olympic wrestling
competition in London. Her current income is
$20,000, and she knows where she can buy the televi-
sion she wants for $2,000. She had heard the rumor
that the same set can be bought at Crazy Eddie’s
(recently out of bankruptcy) for $1,700 but is unsure
if the rumor is true. Suppose this individual’s utility is
given by

Utility = In(Y)

where Y is her income after buying the television.

a. What is Molly’s utility if she buys from the
location she knows?

b. What is Molly’s utility if Crazy Eddie’s really
does offer a lower price?

c. Suppose Molly believes there is a 50-50 chance
that Crazy Eddie does offer the lower-priced
television, but it will cost her $100 to drive to
the discount store to find out for sure (the store
is far away and has had its phone discon-
nected). Is it worth it to her to invest the
money in the trip? (Hint: To calculate the uti-
lity associated with part ¢, simply average
Molly’s utility from the two states: [1] Eddie
offers the television; [2] Eddie doesn’t offer the
television.)

4.8 Sophia is a contestant on a game show and has
selected the prize that lies behind door number 3. The
show’s host tells her that there is a 50 percent chance
that there is a $15,000 diamond ring behind the door
and a 50 percent chance that there is a goat behind the
door (which is worth nothing to Sophia, who is allergic
to goats). Before the door is opened, someone in the
audience shouts, “I will give you the option of selling
me what is behind the door for $8,000 if you will pay
me $4,500 for this option.”

a. If Sophia cares only about the expected dollar
values of various outcomes, will she buy this
option?

b. Explain why Sophia’s degree of risk aversion
might affect her willingness to buy this option.

4.9 The option on Microsoft stock described in Appli-
cation 4.4 gave the owner the right to buy one share at
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$27 one month from now. Microsoft currently sells for
$25 per share, and investors believe there is a 50-50
chance that it could become either $30 or $20 in one
month. Now let’s see how various features of this
option affect its value:

a. How would an increase in the strike price of
the option, from $27 to $28, affect the value of
the option?

b. How would an increase in the current price of
Microsoft stock, from $25 to $27 per share,
affect the value of the original option?

c. How would an increase in the volatility of
Microsoft stock, so that there was a 50-50
chance that it could sell for either $32 or $18,
affect the value of the original option?

d. How would a change in the interest rate affect
the value of the original option? Is this an
unrealistic feature of this example? How
would you make it more realistic?

4.10 In this problem, you will see why the “Equity
Premium Puzzle” described in Application 4.5 really
is a puzzle. Suppose that a person with $100,000 to
invest believes that stocks will have a real return over
the next year of 7 percent. He or she also believes that
bonds will have a real return of 2 percent over the next

year. This person believes (probably contrary to fact)
that the real return on bonds is certain—an investment
in bonds will definitely yield 2 percent. For stocks,
however, he or she believes that there is a 50 percent
chance that stocks will yield 16 percent, but also a 50
percent chance they will yield —2 percent. Hence
stocks are viewed as being much riskier than bonds.
a. Calculate the certainty equivalent yield for
stocks using the three utility functions in Pro-
blem 4.6. What do you conclude about
whether this person will invest the $100,000
in stocks or bonds?
b. The most risk-averse utility function econo-
mists usually ever encounter is U(I) = —I~1°,
If your scientific calculator is up to the task,
calculate the certainty equivalent yield for
stocks with this utility function. What do you
conclude?
(Hint: The calculations in this problem are most easily
accomplished by using outcomes in dollars—that is,
for example, those that have a 50-50 chance of pro-
ducing a final wealth of $116,000 or $98,000. If this
were to yield a certainty equivalent wealth of, say,
$105,000, the certainty equivalent yield would be
S percent.)



Chapter S

GAME THEORY

A central assumption in this text is that peo-
ple make the best choices they can given
their objectives. For example, in the theory of
choice in Chapter 2, a consumer chooses the
affordable bundle maximizing his or her utility.
The setting was made fairly simple by considering
a single consumer in isolation, justified by the
assumption that consumers are price takers,
small enough relative to the market that their
actions do not measurably impact others.

Many situations are more complicated in
that they involve strategic interaction. The best
one person can do may often depend on what
another does. How loud a student prefers to play
his or her music may depend on how loud the
student in the next dorm room plays his or hers.

The first student may prefer soft music unless
louder music is needed to tune out the sound
from next door. A gas station’s profit-maximiz-
ing price may depend on what the competitor
across the street charges. The station may wish
to match or slightly undercut its competitor.

In this chapter, we will learn the tools econ-
omists use to deal with these strategic situations.
The tools are quite general, applying to problems
anywhere from the interaction between students
in a dorm or players in a card game, all the way
up to wars between countries. The tools are also
particularly useful for analyzing the interaction
among oligopoly firms, and we will draw on
them extensively for this purpose later in the

book.
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BACKGROUND

Game theory was originally developed during the 1920s and grew rapidly during
World War II in response to the need to develop formal ways of thinking about
military strategy.! One branch of game theory, called cooperative game theory,
assumes the group of players reaches an outcome that is best for the group as a
whole, producing the largest “pie” to be shared among them; the theory focuses on
rules for how the pie should be divided. We will focus mostly on the second branch,
called noncooperative game theory, in which players are guided instead by self-
interest. We focus on noncooperative game theory for several reasons. Self-interested
behavior does not always lead to an outcome that is best for the players as a group
(as we will see from the Prisoners’ Dilemma to follow), and such outcomes are
interesting and practically relevant. Second, the assumption of self-interested beha-
vior is the natural extension of our analysis of single-player decision problems in
earlier chapters to a strategic setting. Third, one can analyze attempts to cooperate
using noncooperative game theory. Perhaps most importantly, noncooperative
game theory is more widely used by economists. Still, cooperative game theory
has proved useful to model bargaining games and political processes.

BASIC CONCEPTS

Game theory models seek to portray complex strategic situations in a simplified
setting. Like previous models in this book, a game theory model abstracts from
many details to arrive at a mathematical representation of the essence of the
situation. Any strategic situation can be modeled as game by specifying four basic
elements: (1) players, (2) strategies, (3) payoffs, and (4) information.

Players

Each decision maker in a game is called a player. The players may be individuals (as
in card games), firms (as in an oligopoly), or entire nations (as in military conflicts).
The number of players varies from game to game, with two-player, three-player, or
n-player games being possible. In this chapter, we primarily study two-player games
since many of the important concepts can be illustrated in this simple setting. We
usually denote these players by A and B.

Strategies

A player’s choice in a game is called a strategy. A strategy may simply be one of the
set of possible actions available to the player, leading to the use of the terms strategy
and action interchangeably in informal discourse. But a strategy can be more
complicated than an action. A strategy can be a contingent plan of action based

"Much of the pioneering work in game theory was done by the mathematician John von Newmann. The main
reference is J. von Neumann and O. Morgenstern, The Theory of Games and Economic Behavior (Princeton, NJ:
Princeton University Press, 1944).
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on what another player does first (as will be important when we get to sequential
games). A strategy can involve a random selection from several possible actions (as
will be important when we get to mixed strategies). The actions underlying the
strategies can range from the very simple (taking another card in blackjack) to the
very complex (building an anti-missile defense system). Although some games offer
the players a choice among many different actions, most of the important concepts
in this chapter can be illustrated for situations in which each player has only two
actions available. Even when the player has only two actions available, the set of
strategies may be much larger once we allow for contingent plans or for probabil-
ities of playing the actions.

Payoffs

The returns to the players at the conclusion of the game are called payoffs. Payoffs
include the utilities players obtain from explicit monetary payments plus any
implicit feelings they have about the outcome, such as whether they are embar-
rassed or gain self-esteem. It is sometimes convenient to ignore these complications
and take payoffs simply to be the explicit monetary payments involved in the game.
This is sometimes a reasonable assumption (for example, in the case of profit for a
profit-maximizing firm), but it should be recognized as a simplification. Players
seek to earn the highest payoffs possible.

Information

To complete the specification of a game, we need to specify what players know
when they make their moves, called their information. We usually assume the
structure of the game is common knowledge; each player knows not only the
“rules of the game” but also that the other player knows, and so forth. Other
aspects of information vary from game to game, depending on timing of moves
and other issues. In simultaneous-move games, neither player knows the other’s
action when moving. In sequential move games, the first mover does not know the
second’s action but the second mover knows what the first did. In some games,
called games of incomplete information, players may have an opportunity to learn
things that others don’t know. In card games, for example, players see the cards in
their own hand but not others’. This knowledge will influence play; players with
stronger hands may tend to play more aggressively, for instance.

The chapter will begin with simple information structures (simultaneous
games), moving to more complicated ones (sequential games), leaving a full analysis
of games of incomplete information until Chapter 16. A central lesson of game
theory is that seemingly minor changes in players’ information may have a dramatic
impact on the equilibrium of the game, so one needs to pay careful attention to
specifying this element.

We can still say that players share common knowledge about the “rules of the game” in that they all know the
distribution of cards in the deck and the number that each will be dealt in a hand even though they have incomplete
information about some aspects of the game, in this example the cards in others’ hands.
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Best response

A strategy that produces
the highest payoff among
all possible strategies fora
player given what the
other player is doing.

Nash equilibrium

A set of strategies, one for
each player, that are each
best responses against
one another.
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EQUILIBRIUM

Students who have taken a basic microeconomics course are familiar with the
concept of market equilibrium, defined as the point where supply equals demand.
(Market equilibrium is introduced in Chapter 1 and discussed further in Chapter 9.)
Both suppliers and demanders are content with the market equilibrium: given the
equilibrium price and quantity, no market participant has an incentive to change his
or her behavior. The question arises whether there are similar concepts in game
theory models. Are there strategic choices that, once made, provide no incentives
for the players to alter their behavior given what others are doing?

The most widely used approach to defining equilibrium in games is named after
John Nash for his development of the concept in the 1950s (see Application 5.1: A
Beautiful Mind for a discussion of the movie that increased his fame). An integral
part of this definition of equilibrium is the notion of a best response. Player A’s
strategy a is a best response against player B’s strategy b if A cannot earn more from
any other possible strategy given that B is playing b. A Nash equilibrium is a set of
strategies, one for each player, that are mutual best responses. In a two-player
game, a set of strategies (a*, b*) is a Nash equilibrium if a* is player A’s best
response against b* and b* is player B’s best response against a*. A Nash equili-
brium is stable in the sense that no player has an incentive to deviate unilaterally to
some other strategy. Put another way, outcomes that are not Nash equilibria are
unstable because at least one player can switch to a strategy that would increase his
or her payoffs given what the other players are doing.

Nash equilibrium is so widely used by economists as an equilibrium definition
because, in addition to selecting an outcome that is stable, a Nash equilibrium exists
for all games. (As we will see, some games that at first appear not to have a Nash
equilibrium will end up having one in mixed strategies.) The Nash equilibrium
concept does have some problems. Some games have several Nash equilibria, some
of which may be more plausible than others. In some applications, other equilibrium
concepts may be more plausible than the Nash equilibrium. The definition of the
Nash equilibrium leaves out the process by which players arrive at strategies they are
prescribed to play. Economists have devoted a great deal of recent research to these
issues, and the picture is far from settled. Still, Nash’s concept provides an initial
working definition of equilibrium that we can use to start our study of game theory.

ILLUSTRATING BASIC CONCEPTS

We can illustrate the basic components of a game and the concept of the Nash
equilibrium in perhaps the most famous of all noncooperative games, the Prisoners’
Dilemma.

The Prisoners’ Dilemma

First introduced by A. Tucker in the 1940s, its name stems from the following
situation. Two suspects, A and B, are arrested for a crime. The district attorney has
little evidence in the case and is anxious to extract a confession. She separates the
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C AT

O N 5.1

A Beautiful Mind

In 1994, John Nash won the Nobel Prize in economics for
developing the equilibrium concept now known as the Nash
equilibrium. The publication of the best-selling biography A
Beautiful Mind and the Oscar award-winning movie of the
same title have made him world famous."

A Beautiful Blond

The movie dramatizes the development of the Nash equili-
brium in a single scene in which Nash is in a bar talking with
his male classmates. They notice several women at the bar,
one blond and the rest brunette, and it is posited that the
blond is more desirable than the brunettes. Nash conceives
of the situation as a game among the male classmates. If
they all go for the blond, they will block each other and fail
to get her, and indeed fail to get the brunettes because
the brunettes will be annoyed at being second choice. He
proposes that they all go for the brunettes. (The assumption
is that there are enough brunettes that they do not have to
compete for them, so the males will be successful in getting
dates with them.) While they will not get the more desirable
blond, each will at least end up with a date.

Confusion about the Nash Equilibrium?

If itis thought that the Nash character was trying to solve for
the Nash equilibrium of the game, he is guilty of making an
elementary mistake! The outcome in which all male gradu-
ate students go for brunettes is not a Nash equilibrium. In a
Nash equilibrium, no player can have a strictly profitable
deviation given what the others are doing. But if all the
other male graduate students went for brunettes, it would
be strictly profitable for one of them to deviate and go for
the blond because the deviator would have no competition
for the blond, and she is assumed to provide a higher pay-
off. There are many Nash equilibria of this game, involving
various subsets of males competing for the blond, but the
outcome in which all males avoid the blond is not one of
them.?

"The book is S. Nasar, A Beautiful Mind (New York: Simon & Schuster,
1997), and the movie is A Beautiful Mind (Universal Pictures, 2001).
25, P. Anderson and M. Engers, “Participation Games: Market Entry,
Coordination, and the Beautiful Blond,” Journal of Economic Beha-
vior and Organization (May 2007): 120-137.

Nash versus the Invisible Hand

Some sense can be made of the scene if we view the Nash
character’s suggested outcome not as what he thought was
the Nash equilibrium of the game but as a suggestion for
how they might cooperate to move to a different outcome
and increase their payoffs. One of the central lessons of
game theory is that equilibrium does not necessarily lead
to an outcome that is best for all. In this chapter, we study the
Prisoners’ Dilemma, in which the Nash equilibrium is for both
players to Confess when they could both benefit if they
could agree to be Silent. We also study the Battle of the
Sexes, in which there is a Nash equilibrium where the players
sometimes show up at different events, and this failure to
coordinate ends up harming them both. The payoffs in the
Beautiful Blond game can be specified in such a way that
players do better if they all agree to ignore the blond than in
the equilibrium in which all compete for the blond with some
probability.> Adam Smith’s famous “invisible hand,” which
directs the economy toward an efficient outcome under
perfect competition, does not necessarily operate when
players interact strategically in a game. Game theory opens
up the possibility of conflict, miscoordination, and waste, just
as observed in the real world.

To THINK ABOUT

1. How would you write down the game corresponding to
the bar scene from A Beautiful Mind? What are the Nash
equilibria of your game? Should the females be included
as players in the setup along with the males?

2. One of Nash’s classmates suggested that Nash was try-
ing to convince the others to go after the brunettes so
that Nash could have the blond for himself. Is this a Nash
equilibrium? Are there others like it? How can one
decide how a game will be played if there are multiple
Nash equilibria?

3For example, the payoff to getting the blond can be set to 3, getting
no date to 0, getting a brunette when no one else has gotten the
blond to 2, and getting a brunette when someone else has gotten
the blond to 1. Thus there is a loss due to envy if one gets the
brunette when another has gotten the blond.
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suspects and privately tells each, “If you Confess and your partner doesn’t, I can
promise you a reduced (one-year) sentence, and on the basis of your confession, your
partner will get 10 years. If you both Confess, you will each get a three-year sentence.”
Each suspect also knows that if neither of them confesses, the lack of evidence will
cause them to be tried for a lesser crime for which they will receive two-year sentences.

The Game in Normal Form

The players in the game are the two suspects, A and B. (Though a third person, the
district attorney, plays a role in the story, once she sets up the payoffs from
confessing she does not make strategic decisions, so she does not need to be
included in the game.) The players can choose one of two possible actions, Confess
or Silent. The payoffs, as well as the players and actions, can be conveniently
summarized, as shown in the matrix in Table 5.1. The representation of a game
in a matrix like this is called the normal form. In the table, player A’s strategies,
Confess or Silent, head the rows and B’s strategies head the columns. Payoffs
corresponding to the various combinations of strategies are shown in the body of
the table. Since more prison time causes disutility, the prison terms for various
outcomes enter with negative signs. We will adopt the convention that the first
payoff in each box corresponds to the row player (player A) and the second
corresponds to the column player (player B). To make this convention even clearer,
we will make player A’s strategies and payoffs a different color than B’s. For an
example of how to read the table, if A Confesses and B is Silent, A earns —1 (for one
year of prison) and B earns —10 (for 10 years of prison). The fact that the district
attorney approaches each separately indicates that the game is simultaneous: a
player cannot observe the other’s action before choosing his or her own action.

The Game in Extensive Form

The Prisoners’ Dilemma game can also be represented as a game tree as in Figure
5.1, called the extensive form. Action proceeds from top to bottom. Each dark circle
is a decision point for the player indicated there. The first
move belongs to A, who can choose to Confess or be Silent.

TABLE 5.1 - - - The next move belongs to B, who can also choose to
Prisoners’ Dilemma in . ’ .
onfess or be Silent. Payoffs are given at the bottom o
Normal Form Conf be Silent. Payoff g the bott f
the tree.
B To reflect the fact that the Prisoners’ Dilemma is a
Confess  Silent simultaneous game, we would like the two players” moves

to appear in the same level in the tree, but the structure of a
tree prevents us from doing that. To avoid this problem, we

Confess —3,-3 | -1.-10 can arbitrarily choose one player (here A) to be at the top of

A the tree as the first mover and the other to be lower as the
] second mover, but then we draw an oval around B’s deci-

Silent 210,-1 | -2,-2 sion points to reflect the fact that B does not observe which

action A has chosen and so does not observe which decision

point has been reached when he or she makes his or her
decision.
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FIGURE 5.1 . . R R
-Prlsoners' Dilemma in Extensive Form

A
Confess Silent
(Ao DD
Confess Silent Confess Silent
-3,-3 =10, -1 -1,-10 -2,-2

A chooses to Confess or be Silent, and B makes a similar choice. The oval surrounding
B's decision points indicates that B cannot observe A’s choice when B moves, since the
game is simultaneous. Payoffs are listed at the bottom.

The choice to put A above B in the extensive form was arbitrary: we would
have obtained the same representation if we put B above A and then had drawn an
oval around A’s decision points. As we will see when we discuss sequential games,
having an order to the moves only matters if the second mover can observe the first
mover’s action. It usually is easier to use the extensive form to analyze sequential
games and the normal form to analyze simultaneous games. Therefore, we will
return to the normal-form representation of the Prisoners’ Dilemma to solve for its
Nash equilibrium.

Solving for the Nash Equilibrium

Return to the normal form of the Prisoners’ Dilemma in Table 5.1. Consider each box
in turn to see if any of the corresponding pairs of strategies constitute a Nash
equilibrium. First consider the lower right box, corresponding to both players
choosing Silent. There is reason to think this is the equilibrium of the game since
the sum of the payoffs, —4, is greater than the sum of the payoffs in any of the other
three outcomes (since all sums are negative, by “the greatest sum” we mean the one
closest to 0). However, both playing Silent is in fact not a Nash equilibrium. To be a
Nash equilibrium, both players’ strategies must be best responses to each other. But
given that B plays Silent, A can increase his or her payoff from —2 to —1 by deviating
from Silent to Confess. Therefore, Silent is not A’s best response to B’s playing Silent.
(It is also true that B’s playing Silent is not a best response to A’s playing Silent,
although demonstrating that at least one of the two players was not playing his or her
best response was enough to rule out an outcome as being a Nash equilibrium.) Next
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consider the top right box, where A plays Confess and B plays Silent. This is not a
Nash equilibrium either. Given that A plays Confess, B can increase his or her payoff
from —10 in the proposed equilibrium to —3 by deviating from Silent to Confess.
Similarly, the bottom left box, in which A plays Silent and B plays Confess, can be
shown not to be a Nash equilibrium since A is not playing a best response.

Specify Equilibrium Strategies

The temptation is to say that the Nash equilibrium is (—3,—3). This is not technically correct. Recall that
the definition of the Nash equilibrium involves a set of strategies, so it is proper to refer to the Nash
equilibrium in the Prisoners’ Dilemma as “both players choose Confess.” True, each outcome corre-
sponds to unique payoffs in this game, so there is little confusion in referring to an equilibrium by the
associated payoffs rather than strategies. However, we will come across games later in the chapter in
which different outcomes have the same payoffs, so referring to equilibria by payoffs leads to ambiguity.

Dominant strategy
Best response to all of the
other player’s strategies.

The remaining upper left box corresponds to both playing Confess. This is a
Nash equilibrium. Given B plays Confess, A’s best response is Confess since this
leads A to earn —3 rather than —10. By the same logic, Confess is B’s best response
to A’s playing Confess.

Rather than going through each outcome one by one, there is a shortcut to
finding the Nash equilibrium directly by underlining payoffs corresponding to
best responses. This method is useful in games having only two actions having
small payoff matrices but becomes extremely useful when the number of actions
increases and the payoff matrix grows. The method is outlined in Table 5.2. The
first step is to compute A’s best response to B’s playing Confess. A compares his or
her payoff in the first column from playing Confess, —3, to playing Silent, —10.
The payoff —3 is higher than —10, so Confess is A’s best response, and we
underline —3. In step 2, we underline —1, corresponding to A’s best response,
Confess, to B’s playing Silent. In step 3, we