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PREFACE

What is the knowing organization? At one level, the knowing organization pos-
sesses information and knowledge so that it is well informed, perceptive, and
enlightened—descriptions that may be found in the Oxford English Dictionary’s
entry for “knowing.” At a deeper level, the knowing organization uses its infor-
mation and knowledge to create a special advantage, allowing it to maneuver
with intelligence, creativity, and occasionally cunning. This book suggests that
such an organization is well-prepared to sustain its growth and development in a
dynamic environment. By sensing and understanding its environment, the know-
ing organization is able to anticipate and adapt early. By marshaling the skills
and expertise of its members, the knowing organization is able to learn and
innovate. By defining decision rules and values, the knowing organization is
primed to take timely, purposive action. At the heart of the knowing organization
is its management of the information processes that underpin sense making,
knowledge building, and decision making.

Purpose and Approach

This book brings together the research in organization theory and information
science in a general framework for understanding the richness and complexity of
information use in organizations. Research in organization theory suggests that
organizations create and use information in three arenas. First, organizations in-
terpret information about the environment in order to construct meaning about
what is happening to the organization and what the organization is doing. Sec-
ond, they create new knowledge by converting and combining the expertise and
know-how of their members in order to learn and innovate. Finally, they process
and analyze information in order to select and commit to appropriate courses of
action. We combine these perspectives into a model of how organizations use in-
formation to adapt to external change and to foster internal growth. The knowing
organization model looks at how people and groups work with information to ac-
complish three outcomes: (1) create an identity and a shared context for action
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and reflection, (2) develop new knowledge and new capabilities, and (3) make
decisions that commit resources and capabilities to purposeful action.

Research in information science on information-seeking behavior suggests
that when people seek and use information, they are influenced by a number of
cognitive, affective, and situational contingencies. Thus, different types of
cognitive gaps lead to the activation of different information behaviors to
bridge those gaps. Affective and emotional states influence the preferences and
modes of information seeking. Characteristics of the work or problem situation
determine the ways that information is used and assessed to be helpful (or
otherwise). We use this multi-tier approach to analyze information seeking and
use in the organization’s sense-making, knowledge-building, and decision-
making processes. The general structure of our discussion is shown graphically
in Fig. P.1.

Audience

As a text, this book may be useful in courses that focus on information manage-
ment, knowledge management, organizational communications, information
studies, and information systems management. The first edition has served as
a text in graduate and executive courses at the University of Amsterdam’s
PrimaVera Program, TIAS Business School at Tilburg University, Copenhagen
Business School, and of course the Faculty of Information Studies at the
University of Toronto. The book has also sparked interest in consultants and

x Preface
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practitioners who want to know what current research has to offer to help them
help organizations.

By presenting in a single volume a survey and synthesis of the state of our
knowledge about organizations as social information systems, the book should
be relevant to researchers and students in the fields of information management
and organization theory and to people managing and working in organizations
who share a common desire to acquire a clearer understanding of how organiza-
tions turn information into insight, innovation, and an impetus to act.

Overview of the Content

The book is divided into seven chapters. Chapter 1 sets the scene with brief in-
troductions to theories of organizations as sense-making communities, knowledge-
creating enterprises, and decision-making systems. It makes the case that these
three apparently divergent points of view are in fact complementary pieces of a
larger canvas, and that the information behaviors described in each model coa-
lesce into a richer explanation of the nature of information use in organizations.

The recent years has seen a blossoming of research in information-seeking
behavior. Chapter 2 surveys the large body of work in this fast-growing field.
We define information-seeking behavior as the patterns of behavior that people
display when they experience information needs, make choices about where and
how to look for information, and reflect or act on the information they see. Con-
ceptually, then, information-seeking behavior consists of (1) information needs,
(2) information seeking, and (3) information use, each of which is influenced by
a number of cognitive, affective, and situational dimensions. We draw these ele-
ments together in an integrative model of human information-seeking behavior,
which we apply in subsequent chapters to explore the structure and dynamics of
information use by actors and groups in organizations.

Chapter 3 takes a closer look at the first of our three modes of strategic
information use—sense making. We view sense making as a process where indi-
viduals look at elapsed events, bracket packets of experience, and select particu-
lar points of reference to weave patterns of meaning. The result of sense making
is an enacted environment that is a reasonable and socially credible rendering of
what is going on. The central problem in sense making is how to reduce ambi-
guity and develop shared meanings so that the organization may act collectively.
In sense making, information use tends to be shaped by the existing mental struc-
tures or cognitive schemas of organizational members. Sense making in organi-
zations can also be a political arena for “sense giving” and “sense contesting,”
especially when the organization is facing consequential but unfamiliar changes
in a complex environment.

Chapter 4 examines how an organization creates and makes use of new
knowledge. An organization possesses three kinds of knowledge: tacit knowl-
edge embedded in the expertise and experience of individuals and groups;
explicit or rule-based knowledge codified in organizational rules, routines, and
procedures; and cultural knowledge expressed in the assumptions, beliefs, and
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norms used by members to assign value and significance to new information or
knowledge. We examine three ways that an organization can create new knowl-
edge by (1) converting between its tacit and explicit knowledge; (2) building up
and refreshing its core capabilities; and (3) transferring and sharing the knowl-
edge that exists in different parts of the organization. In knowledge creation and
use, the ability to share and find information—between groups in the organiza-
tion or between organizations—is an important part of information seeking.
There are two distinctive requirements: information has to negotiate boundaries
inside and outside the organization; and information sharing often takes place in
social networks that are built on trust and cooperation.

Chapter 5 discusses how decisions are made in organizations. All decisions
are about finding and choosing courses of action in order to attain some goals.
The difficulty of making a decision then depends on how clear the goals are and
how well we know about methods that can achieve the desired goals. All deci-
sion situations in organizations may therefore be characterized by these two
basic dimensions: goal uncertainty and procedural uncertainty. Depending on the
level of goal and procedural uncertainty, organizational decision making may be
analyzed using the rational model, process model, political model, or anarchic
model. Organizations attempt to control the creation and use of information by
establishing decision premises, rules, and routines for different types of decision
situations. These premises and rules define what information is needed, where
to collect it, and how it is to be evaluated in order to arrive at a decision.
Depending on the decision-making mode, information seeking can be “satisficing”
(finding a good-enough alternative); politically motivated (gathering informa-
tion to support a position); or process driven (extensive search for a solution to a
consequential problem).

The three preceding chapters looked at sense making, knowledge creation,
and decision making, one process at a time. Chapter 6 has a different purpose: it
analyzes the pathways that connect the domains of meaning, knowing, and act-
ing, and considers how these interactions can promote but also prevent learning
in organizations. The chapter examines the Challenger and Columbia space shut-
tle accidents in 1986 and 2003 in order to reveal the dynamics between sense
making, knowledge creation, and decision making that can impede learning in
any organization. The analysis of the two accidents show that sense making
driven by beliefs and past actions can be a way of seeing and a way of not seeing
problems and risks. Moreover, knowledge creation can be compromised when
vital tacit knowledge is not transferred, and when knowledge selection and use is
controlled by organizational agendas. Finally, repeated patterns of decision mak-
ing can entrench rules and premises, induce overconfidence, and lower decision
vigilance.

The two accidents examined in Chapter 6 suggest that there are inherent
features in the way organizations use information that can, against the best of
intentions, impede learning and change. These challenges will loom even larger
as organizations operate in increasingly complex and uncertain environments. In
Chapter 7, we turn to an organization that has accomplished what might at first
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seem to be an impossible task—the elimination of a deadly disease in the WHO
Smallpox Eradication Program. We observe how organizational vision, human
ingenuity, and an openness to learning and new ideas combined to make this
accomplishment possible. The smallpox program was also a triumph of informa-
tion management. Information needs were clearly defined, information gathering
was thorough and efficient, and information use was managed so that field
results were analyzed in time to influence the course of action.

We end the book with a few observations. Decision making attracts much
attention because it is closest to the taking of action. At the same time, decision
making depends on sense making—we need to know “what is going on and
why” before we are able to decide “what is to be done.” In a highly dynamic and
diverse environment, where different stakeholders move quickly to offer their
own interpretations of ambiguous events and issues, organizations realize that
constructing meaning has become a new strategic element of organizational life.
While sense making constructs the shared context for collective action, knowl-
edge creation expands the horizon of organizational capabilities that cradles
innovation. Efforts to enhance knowledge creation would need to focus simulta-
neously on creating the enabling conditions and providing the enabling tools to
support knowledge sharing and use. Ultimately, the knowing organization is a
way of thinking about how organizations learn that focuses on the information
behaviors that undergird learning. We are still in the early stages of this intellec-
tual journey—our first goal is better understanding, as a necessary step toward
better practice.

Changes in the Second Edition

Three of the seven chapters in the second edition are essentially new. Chapter 6
(“A Tale of Two Accidents”) and Chapter 7 (“Knowing and Learning in Organi-
zations”) are written specially for this edition. Chapter 4 (“The Management
of Learning: Organizations as Knowledge-Creating Enterprises”) has been ex-
panded to twice its length in the first edition. Chapter 2 (“How We Come to
Know: Understanding Information-Seeking Behavior”) has been augmented sig-
nificantly with recent research. Each chapter now ends with a concise summary
of the most important messages of the chapter. Many more case studies and
organizational examples have been included.
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1

1C H A P T E R

THE KNOWING ORGANIZATION

For love of anything is the offspring of knowledge, love being more fervent as
knowledge is more certain, and certainty springs from a thorough knowledge of
all those parts which united compose the whole.

—Leonardo da Vinci, c. 1510

The knowing organization presents an information-based view of organizations,
a model of how organizations use information to adapt to external change and to
foster internal growth. Specifically, the model looks at how people and groups in
organizations work with information to accomplish three outcomes: (1) create
an identity and a shared context for action and reflection, (2) develop new knowl-
edge and new capabilities, and (3) make decisions that commit resources and
capabilities to purposeful action. The use of the adjective knowing is deliberate.
Most dictionaries define knowing as possessing private exclusive knowledge (as
in “a knowing smile”); being aware and alert; cognitive, intelligent, reflective;
and intentional, deliberate, purposeful (as in “a knowing intervention”). Our use
of knowing to describe organizations embraces all these meanings. The use of
knowing instead of knowledge also underscores our view that knowledge is the
result of collective action and reflection, and not simply the acquisition of things
and objects that somehow “contain” knowledge.

How do organizations use information? This question is much harder than it
sounds. Information is an intrinsic part of nearly everything that an organization
does, so much so that it fades into the background and its particular role becomes
invisible. Yet the question is not facetious. Without a clear understanding of the
organizational and human processes through which information becomes selected
and expressed as insight, knowledge, and action, an organization is unable to
thrive and grow in an increasingly complex environment. In this chapter, we pre-
view the principal ways in which an organization uses information and suggest
how these processes are interconnected to enable learning and adaptation.

Studies of organizations emphasize three distinct arenas in which the
creation and use of information play a strategic role. First, organizations use
information to make sense of changes in their environment. Organizations thrive



in a dynamic, uncertain world. A dependable supply of materials, resources, and
energy must be secured. Market forces and dynamics modulate the organiza-
tion’s performance. Fiscal and legal structures define its identity and sphere of
influence. Societal norms and public opinion constrain the organization’s roles
and reach. Changes in the environment continuously generate signals and cues.
Unfortunately, these messages are ambiguous and are compatible with multiple
interpretations. As a result, a crucial task of management is to discern the most
significant changes, interpret their meaning, and develop appropriate responses.
The short-term goal of sense making is to construct shared understandings
that allow the organization to continue to act and function; the longer-term goal
is to ensure that the organization adapts and continues to thrive in a dynamic
environment.

The second arena of strategic information use is when organizations gener-
ate new knowledge. Knowledge is dispersed throughout the organization and
exists in different forms and venues. Individuals develop an informal kind of
knowledge that is derived from practice and experience, but which cannot be
expressed easily as formulas or propositions. Although it is personal and hidden,
organizations are very interested in this knowledge because it is the source of
creativity and innovation, without which organizations cannot create new knowl-
edge. At the same time, organizational knowledge is not the same as a simple ag-
gregation of individual knowledge. Over and above personal expertise, there is
knowledge based on what the organization believes about itself (identity, pur-
pose), its capabilities, and its environment (communities, markets). There is
knowledge embedded in the physical goods it produces and in the rules and rou-
tines that it has learned over time. An organization exists because of its ability to
integrate and channel these sets of knowledge into activities and outcomes that
are meaningful and valuable. An organization grows when it is able to continu-
ously refresh its knowledge and extend its capabilities.

The third arena of strategic information use is when organizations search
for and evaluate information in order to make decisions. In theory, this choice
is to be made rationally, based upon complete information about the organiza-
tion’s goals, feasible alternatives, probable outcomes of these alternatives, and
the utility of these outcomes to the organization. In practice, decision making is
muddled by the jostling of interests among stakeholders, the biases and idio-
syncrasies of individual decision makers, information being hard to find, and
the lack of time or resources. Despite these complications, an organization must
keep up at least an appearance of reasoned behavior if it is to sustain internal
trust and maintain external legitimacy. Although decision making wants to be
complex and messy, organizations control the decision process by giving it
some degree of order and structure. Ultimately, decisions are vital because they
lie closest to action: all organizational actions are initiated by decisions, and all
decisions are commitments to action. Herbert Simon and his associates have
maintained that management is decision making, so that the best way to ana-
lyze organization behavior is to analyze the structure and processes of decision
making.

2 The Knowing Organization



I. A PREVIEW OF THE KNOWING
ORGANIZATION

Although they are often approached as distinct and separate organizational
information processes, the central thesis of this book is that the three arenas of
information use—sense making, knowledge building, and decision making—
are in fact highly interconnected processes, and that by analyzing how the three
activities invigorate each other, a more complete view of organizational infor-
mation use emerges.

As a preview, we can visualize sense making, knowledge building, and
decision making as representing three layers of organizational information prac-
tices, with each inner layer building upon the information created in the outer
layer (Fig. 1.1). Information flows from the external environment (outside the
circles) and is progressively assimilated and focused to enable organizational
action. First, information about the organization’s environment is sensed and its
meaning is constructed. This provides the context for all organizational activity
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and guides both the knowledge-creation and decision-making processes. Knowl-
edge resides in the minds of individuals, and this personal knowledge needs to be
converted into knowledge that can be shared and applied. Understanding and
knowledge forms the basis for action, and the organization chooses a course
according to its aspirations and capabilities. Organizational action changes the
environment and produces new streams of experience for the organization to
adapt to, so the cycle of learning is continuous.

During sense making, the principal information process is the interpretation
of cues and messages about the environment. Members must choose what in-
formation is significant and should be attended to; they form possible explana-
tions from past experience; and they exchange and negotiate their views in an
effort to collectively construct an interpretation. During knowledge creation, the
main information process is the conversion of knowledge. Members share their
personal knowledge through dialogue and discourse, and articulate what they
intuitively know with the help of analogies, metaphors, and stories. During
decision making, the key information activity is the processing of information
about available alternatives in order to select one that can achieve desired
objectives. Members are guided by premises, rules, and routines that structure
their search for information and evaluation of alternatives. All three modes of
information use—interpretation, conversion, and processing—are dynamic, social
processes that continuously constitute and reconstitute meaning, knowledge, and
action.

The organization that is able to effectively integrate sense making, knowl-
edge creation, and decision making may be described as a knowing organization.
The knowing organization possesses information and knowledge so that it is well
informed, mentally alert, and aware of threats and opportunities. Its actions are
based upon a shared understanding of the organization’s context and aspirations,
and are leveraged by the available knowledge and skills of its members. Thus,
the knowing organization possesses information and knowledge that confers a
special advantage, allowing it to maneuver with intelligence, creativity, and
occasionally cunning. By managing information resources and information prac-
tices, it is able to

sense and respond to a changing environment, but also shape and influ-
ence changes in the environment that are advantageous;

extend its base of knowledge and capabilities, but also unlearn old as-
sumptions and beliefs;

make decisions that are sometimes rational and sometimes creative in
order to meet increasingly complex challenges.

In the subsequent sections, we will examine each of the three information-
use processes that animate the knowing organization. We will see how the dif-
ferent perspectives illuminate different aspects of organizational information
behavior, and we will also see how some of the interactions between the processes
bind them into a larger whole.

4 The Knowing Organization



II. SENSE MAKING

Sense making is induced by changes in the environment. These changes generate
streams of messages and cues. Unfortunately, the messages are equivocal in that
they are open to multiple interpretations. The issue is not that we need more infor-
mation, but what does the information we are getting mean? Thus, the principal
information activity is to resolve the equivocality of information about the organi-
zation’s environment: What is happening out there? Why is this taking place? What
does it mean? This sense making is done retrospectively, since we cannot make
sense of events and actions until they have occurred and we can glance backward in
time to construct their meaning. Current events are compared with past experience
in order to construct meaning: “the goal of organizations, viewed as sensemaking
systems, is to create and identify events that recur to stabilize their environments
and make them more predictable.Asensible event is one that resembles something
that has happened before” (Weick 1995, p. 170). Weick suggests that an organiza-
tion makes sense of its environment through four sets of interlocking processes:
ecological change, enactment, selection, and retention (Fig. 1.2).

As shown in Figure 1.2, sense making begins when there is some change or
difference in the organizational environment, resulting in disturbances or varia-
tions in the flows of experience affecting the organization’s participants. This
ecological change requires the organization’s members to attempt to understand
these differences and to determine the significance of these changes. In trying to
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understand the meaning of these changes, an organization may take some action
to isolate or bracket some portion of the changes to attend to.

The first step in the sense-making process is enactment. In enactment, peo-
ple actively construct the information they attend to in two ways. First, they
selectively bracket, isolate, and highlight information, paying attention to some
messages and ignoring others. They label, categorize, and connect together
information about actors, events, and outcomes. Second, they intrude into the
environment and create new features in order to help them make sense of the
environment. For example, an organization might introduce new messages or
actions in the environment and then focus their sense making on these activities
(e.g., distribute a discussion document, hold a special meeting, create a website).
When managers enact the environment, they “construct, rearrange, single out,
and demolish many ‘objective’ features of their surroundings. . . . they unran-
domize variables, insert vestiges of orderliness, and literally create their own
constraints” (Weick 1979b, p. 164). The result of this enactment is a smaller set
of data that is still equivocal. The enactment process segregates possible envi-
ronments that the organization could clarify and take seriously, but whether it
actually does so depends on what happens in the selection process.

In the selection process, people look at the information they have enacted
and try to answer the question, “What is going on here?” They overlay the new
data with interpretations that have worked before in explaining similar or related
situations in the past. Interpretations that have proven sensible in explaining
previous situations are now superimposed on the current raw data to see if they
could provide a reasonable interpretation of what has occurred. Interpretations
are selected that provide the best fit with past understandings. The information
outcome of selection is a set of cause-and-effect explanations that render the en-
vironment understandable and meaningful. These explanations have to plausible,
but they need not be the most accurate nor the most complete. The selection
process therefore reaches into the past to extract history and select a reasonable
scheme of interpretation.

In the retention process, the products of successful sense making are re-
tained for future use. The product of organizational sense making is an enacted
environment: “a sensible rendering of previous events stored in the form of
causal assertions, and made binding on some current enactment and/or selection”
(Weick 1979b, p. 166). As we have seen, the enacted environment is based on the
retrospective interpretations of actions or events already completed. It is like a
historical document, stored perhaps as stories, explanations, and beliefs or as a
map of relationships between events and actions. In these forms, interpretations
are remembered and made available for future cycles of enactment and selection.

In the sense-making view, the reason for the existence of an organization is
to produce stable interpretations of equivocal data about environmental change.
Although the entire process operates to reduce equivocality, some equivocal fea-
tures do and must remain so that the interpretations may be usefully compared
with new data in future sense making. Indeed, organizations can continue to
learn only if they maintain a balance between flexibility and stability in their ren-
dering of a meaningful context for organizational action.

6 The Knowing Organization



Fig. 1.3 contrasts how two organizations make sense of the same phenome-
non in their environment. The phenomenon is indicated by the message that
“83 percent of people file their tax forms; 17 percent do not.” In the enactment
phase, organization X (top row, Fig. 1.3) brackets the information that “17 per-
cent do not file their taxes” and makes the observation that “a lot of people do not
pay their taxes.” In the selection phase, X overlays this data with the cause-and-
effect explanation that “people won’t pay unless we come down hard on them.”
In the retention phase, X retains this interpretation with the belief or idea that
“people cannot be trusted” to file their taxes, and that some form of intervention
is needed for “law and order.” Organization Y (bottom row, Fig. 1.3) arrives at
different conclusions. During enactment, Y brackets the cue that “83 percent do
file” and that therefore “most people file their taxes.” During selection, Y chooses
the explanation that “people will pay if we make it easy for them.” The interpre-
tation it retains is that “people can be trusted” to file their taxes, and that when
creating the collection process, the idea is to “make it simple.”

This example illustrates how different organizations operating in the same
environment can make different sense of their common environment. Even when
they are looking at the same issues or trends with the same information, they ar-
rive at different answers to the question of “what’s going on.” They arrive at dif-
ferent interpretations because they bracket and highlight different features of the
environment; they use different labels and language to describe and discuss what
they are noticing; they construct meaning by relying on their beliefs and their
past actions. The way organizations make sense of events and trends thus de-
pends on their beliefs and the history of actions they have taken.

An important corollary of the sense-making model is that organizations
behave as interpretation systems:

Organizations must make interpretations. Managers literally must wade into the
swarm of events that constitute and surround the organization and actively try
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FIGURE 1.3. Sense-Making Example (Adapted from Leonard and Swap 1999, p. 130)
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to impose some order on them. . . . Interpretation is the process of translating these
events, of developing models for understanding, of bringing out meaning, and
of assembling conceptual schemes. (Weick and Daft 1983, p. 74)

What is being interpreted is the organization’s external environment, and
how the organization goes about its interpretation depends on how analyzable it
perceives the environment to be and how actively it intrudes into the environ-
ment to understand it. Equivocality is reduced by managers and other participants
who discuss ambiguous information cues and construct a common interpretation
of the environment.

III. KNOWLEDGE CREATION

According to Nonaka and Takeuchi (1995), organizations need to develop the
capacity to continuously create new knowledge. Knowledge creation is achieved
through managing the relationship between tacit and explicit knowledge, and
through designing social processes that generate new knowledge by convert-
ing tacit knowledge into explicit knowledge. Tacit knowledge is personal knowl-
edge that is hard to formalize or communicate to others. It consists of subjective
know-how, insights, and intuitions that comes to a person after having worked on
an activity for a long period of time. Explicit knowledge is formal knowledge
that is easier to transmit between individuals and groups. It may be coded in the
form of formulas, instructions, procedures, rules, and so on. The two categories
of knowledge are complementary. Tacit knowledge, while it remains closely held
as personal know-how, is limited in its usefulness to the organization. On the
other hand, explicit knowledge does not appear spontaneously, but must be nur-
tured and cultivated from the seeds of tacit knowledge.

Nonaka and Takeuchi (1995) suggest that the production of new knowledge
involves “a process that ‘organizationally’ amplifies the knowledge created by in-
dividuals and crystallizes it as a part of the knowledge network of the organization”
(p. 59). The basis of organizational knowledge creation is therefore the conversion
of tacit knowledge into explicit knowledge and back again. Nonaka and Takeuchi
(1995) identify four modes in which new knowledge is created through conversion
between tacit and explicit knowledge: socialization, externalization, combination,
and internalization. We outline these processes, using examples from Nonaka
and Takeuchi’s analysis of how Matsushita, one of Japan’s largest consumer elec-
tronics conglomerate, developed an automatic home bakery product in 1985.

Socialization is a process of acquiring tacit knowledge through sharing ex-
periences. Tacit knowledge is transferred from an experienced person to another
person by the two working side by side, sharing the same work and social setting.
As apprentices learn the craft of their masters through watching, imitating, and
practicing, so do new employees of a firm learn their jobs through on-the-job
training and mentoring activities. In 1985, Matsushita decided to develop its au-
tomatic home bread-making machine. Its goal was to design a home bakery that
produced bread which tasted at least as good as that found in the supermarkets.

8 The Knowing Organization



One of the secrets of making good bread was in kneading the dough. Although
the software team could program the motor to emulate kneading motions, the
bread that was produced did not taste good enough. An early problem was how
to emulate the dough-kneading process, a process that takes a master baker years
of practice to perfect. To learn this tacit knowledge, the head of the software de-
velopment team, Ikuko Tanaka, decided to volunteer herself as an apprentice to
the head baker of the Osaka International Hotel, who was reputed to produce the
area’s best bread. After a period of imitation and practice, she observed that the
baker was not only stretching but also twisting the dough in a particular fashion
(“twisting stretch”), which turned out to be the secret for making tasty bread.

Externalization is a process of converting tacit knowledge into explicit con-
cepts through the use of abstractions, metaphors, analogies, or models. The ex-
ternalization of tacit knowledge is the quintessential knowledge-creation activity
and is most often seen during the concept creation phase of new product devel-
opment. Externalization can also be triggered by dialogue or collective reflec-
tion. Returning to the Matsushita case, Tanaka could not specify in engineering
terms the “twisting stretch” motion she had learned from the master baker.
Nevertheless, she was able to communicate this tacit knowledge to the engineers
by creating the mental concept of “twisting stretch,” and by indicating the power
and speed of the kneading propeller in order to imitate this motion. For example,
Tanaka would say, “make the propeller move stronger” or “move it faster,” and
the engineers would make the necessary adjustments through trial and error.

Combination is a process of creating explicit knowledge by finding and bring-
ing together explicit knowledge from a number of sources. Thus, individuals
exchange and combine their explicit knowledge through telephone conversa-
tions, meetings, memos, and so on. Existing information in computerized data-
bases may be categorized, collated, and sorted in a number of ways to produce
new explicit knowledge. The Matsushita home bakery team drew together eleven
members from different specializations and cultures: product planning, mechani-
cal engineering, control systems, and software development.The “twisting stretch”
motion was finally materialized in a prototype after a year of iterative experimen-
tation by the engineers and team members working closely together, combining
their explicit knowledge. For example, the engineers added ribs to the inside of the
dough case in order to hold the dough better as it is being churned. Another team
member suggested a method (later patented) to add yeast at a later stage in the
process, thereby saving the cost of a cooler otherwise needed to prevent the yeast
from overfermenting in high temperatures.

Finally, internalization is a process of embodying explicit knowledge into
tacit knowledge, internalizing the experiences gained through the other modes of
knowledge creation into individuals’ tacit knowledge bases in the form of shared
mental models or work practices. Internalization is facilitated if the knowledge is
captured in documents or conveyed in the form of stories, so that individuals
may re-experience indirectly the experience of others. Matsushita’s home bakery
product turned out to be a great success. It sold a record 536,000 units in its first
year, topped the list of Mother’s Day gifts, and was featured in a 1987 issue of
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Fortune magazine. The success story was disseminated throughout Matsushita
by word of mouth and in-house publications, changing employees’ perceptions
about the potential of home appliances and inspiring them to develop other inno-
vative products. The new tacit knowledge being internalized was that Matsushita
could develop a product by interfacing directly with customers and by pursuing
quality without compromise. This inspired Matsushita to launch a new grand
concept labeled “human electronics” to develop more innovative consumer
products that would enhance the quality of human life using electronics.

As shown in Fig. 1.4, the four modes of knowledge conversion follow each
other in a continuous spiral of knowledge creation. Knowledge creation can
begin with individuals working on a tough problem who develop some insight or
intuition on how to solve it. This tacit know-how may have been gained from a
knowledgeable person through socialization. However, as long as the knowledge
stays tacit, the organization is unable to exploit it further. In the Matsushita ex-
ample, the master baker’s kneading technique had to be converted into explicit
knowledge that was available to everyone in the team so that it could be used to
design the kneading motor. Drawing out tacit knowledge requires taking a men-
tal leap and often involves the creative use of a metaphor, an analogy, or a story.
To turn a tentative idea into a viable product, the organization needs to wrap the
idea with operational and production features that make it useful and cost effec-
tive. Adding these features require the organization to find and combine comple-
mentary expertise to make the new product operational. This is one reason why
cross-functional teams can be effective in new product development, as was in
the Matsushita case. Finally, the experience of creating and applying the new
knowledge is assimilated and internalized as new practices and mental models
that provide the ground for more cycles of knowledge creation.
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FIGURE 1.4. Organizational Knowledge Conversion Processes (Nonaka and Takeuchi 1995)
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Nonaka describes the dynamics driving his model of knowledge creation as
follows:

Organizational knowledge creation, as distinct from individual knowledge
creation, takes place when all four modes of knowledge creation are
“organizationally” managed to form a continual cycle. . . . First, the socialization
mode usually starts with the building of a “team” or “field” of interaction. This
field facilitates the sharing of members’ experiences and perspectives. Second, the
externalization mode is triggered by successive rounds of meaningful “dialogue.”
In this dialogue, the sophisticated use of “metaphors” can be used to enable team
members to articulate their own perspectives and thereby reveal hidden tacit
knowledge that is otherwise hard to communicate. Concepts formed by teams can
be combined with existing data and external knowledge in a search of more
concrete and sharable specifications. This combination mode is facilitated by such
triggers as “coordination” between team members and other sections of the
organization and the “documentation” of existing knowledge. Through an iterative
process of trial and error, concepts are articulated and developed until they emerge
in a concrete form. This “experimentation” can trigger internalization through a
process of learning by doing. Participants in a “field” of action share explicit
knowledge that is gradually translated, through interaction and a process of
trial-and-error, into different aspects of tacit knowledge. (Nonaka 1994, p. 20,
italics mine)

IV. DECISION MAKING

In an ideal world, rational decision making would require a complete search of
available alternatives, reliable information about their consequences, and consis-
tent preferences to evaluate these outcomes. In the real world, such demands on
information gathering and processing are unrealistic. Instead of a comprehen-
sive, objective rationality, Herbert Simon suggested that decision making in
organizations is constrained by the principle of bounded rationality:

The capacity of the human mind for formulating and solving complex problems
is very small compared with the size of the problems whose solution is required 
for objectively rational behavior in the real world—or even for a reasonable
approximation to such objective rationality. (Simon 1957, p. 198)

What constitute the bounds that limit the capacity of the human mind for
rational decision making? Simon identifies three categories of bounds: the individ-
ual is limited by his cognitive and mental capacities; by the extent of knowledge
and information possessed; and by values or conceptions of purpose which may
diverge from organizational goals (Simon 1976, pp. 40–41, 241). It is because
individual human beings are limited in their cognitive ability that organizations
become necessary and useful instruments for the achievement of larger purposes.
Conversely, the organization can alter the limits to rationality of its members by
creating or changing the organizational environment in which the individual’s
decision making takes place. Simon proposes that the organization influences its

The Knowing Organization 11



members’ behaviors by controlling the decision premises upon which decisions
are made, rather than controlling the actual decisions themselves (Simon 1976,
p. 223). A fundamental problem of organizing is then in defining the decision
premises that form the organizational environment: “The task of administration
is so to design this environment that the individual will approach as close as
practicable to rationality (judged in terms of the organization’s goals) in his
decisions” (Simon 1976, pp. 240–41).

Organizations specify two types of decision premises. First, there are value
premises that determine what the decision maker perceives as “good, desirable,
or valuable” in an alternative. Examples of value premises might include high
profit margins, cost efficiencies, or environmental friendliness. Value premises
allow the decision maker to select one future outcome or alternative as being
preferable to others. Second, factual premises determine what the decision maker
perceives as “factual, relevant” information to a decision situation. Thus, certain
items of information are typically required in order for a decision to be made
(e.g., information about a client, sales data, facts about a location). Factual
premises allow the decision maker to derive statements about an observable
world that are verifiable or true and that are relevant to the decision at hand.

Another consequence of bounded rationality is that the organizational actor
satisfices when making decisions—selecting a course of action that is satisfac-
tory or good enough rather than seeking the optimal solution. To satisfice is to be
satisfied with a sufficiently good alternative (“sufficiently satisfactory”). The dif-
ference has been likened to searching a haystack to find the sharpest needle in it
and searching the haystack to find a needle that is sharp enough to sew with. A
course of action is satisfactory if it exceeds some acceptable criteria. March and
Simon believe that “most human decision making, whether individual or organi-
zational, is concerned with the discovery and selection of satisfactory alterna-
tives” (1993, p. 162). Satisficing standards can change with experience. If the
search for alternatives has been accomplished with little effort, these standards
may rise over time. Conversely, when even satisfactory solutions are hard to find,
standards for judging and accepting solutions may be lowered!

The search for alternatives is simplified in three ways. First, search is prob-
lemistic, in that search is driven by the appearance of a problem, so that there is
little proactive search, and search stops when the problem goes away. Second,
search is localized and takes place near the appearance of the problem symp-
toms, and near to past experience or recent solutions. Third, search is sequential
with respect to goals: search pursues one goal at a time, different goals at differ-
ent times, and not all the goals at the same time. Briefly, then, search is motivated
by the occurrence of a problem, is concentrated near the symptoms or an old so-
lution, and reflects the training, experience, and goals of the decision maker.

Decision premises, satisficing, and simplified search together form the basis
of how organization design performance programs that structure the decision-
making process. Performance programs define rules and procedures that specify
who has authority to decide; what information is to be obtained; where to look
for the information; who gets to participate or be consulted; what criteria is to be
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applied; and so on. Performance programs thus reduce the need for extensive
search or for weighing many alternatives at the same time, and simplify the
choice process by developing standard responses to defined situations.

Performance programs or decision routines lie at the heart of organizational
decision making and serve a number of valuable and visible functions. Decision
routines reflect what the organization has learned from experience about how to
deal with recurrent situations—organizations remember by doing, and action and
decision routines become part of the organization’s procedural memory. Plan-
ning, budgeting, and project evaluation procedures allow internal groups to com-
pete for resources based on criteria and procedures that are open and nominally
fair. Routines also allow the organization to project legitimacy externally to its
community and stakeholders, since an organization following rational decision
routines may be construed to have attempted to behave responsibly and account-
ably. At the same time, critics of standardized procedures blame them as the
cause of organizational stasis and inertia. Over-rigid routines can block organi-
zational learning, stifle creativity, and forfeit organizational flexibility.

Organizational decision making is rational in spirit (and appearance) if not
in execution: the organization is intendedly rational even if its members are only
boundedly so. The key features of organizations as decision-making systems are
shown in Fig. 1.5. Organizations seek rational behavior in terms of actions that
contribute to their goals and objectives. Unfortunately, the decision behavior of
individual members are constrained by their cognitive capacity, information, and
values. In the light of bounded rationality, organizations reduce uncertainty and
complexity by specifying decision premises and designing decision routines. In
the bounded rationality model, decision behavior is still rational (with respect to
organizational goals), but it is a more prescribed, regulated rationality that is
guided by decision premises and routines.

For an illustration of how decision premises can mold organizational behav-
ior, consider how Intel allocated its expensive manufacturing resources in the
1970s and 1980s. In those years, when Intel was actively manufacturing dynamic
DRAM (dynamic random access memories), EPROM (erasable programmable
read-only memory), and microprocessors, all three product divisions shared
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wafer fabrication plants. Sharing was possible because wafer fabrication plants
could initially be converted to manufacture one of the three classes of products.
The decision premises and routines that were employed in this resource alloca-
tion process have been summarized as follows:

product division managers would get together monthly to decide on how to load the
factories based on the rule to maximize margin-per-wafer-start. Deciding which
type of product to put on a wafer at the start of the sequence of production steps was
a key decision. The adoption of this rule reflected the fact that Intel’s businesses
were characterized by high asset intensity (and hence low asset turnover), and
return on sales was important for profitability. (Burgelman 2002, pp. 65–66)

The sales department would bring to this meeting its forecast shipments by
product, and accounting would bring a rank ordering of those products by gross
margins per start. The highest-margin product would then be allocated the
production capacity needed to meet its forecast shipments. The next-highest-
margin product would then get the capacity it needed in order to meet its forecast
shipments, and so on, until the product line with the lowest gross margins were
allocated whatever residual capacity remained. Gross margins per wafer start, in
other words, constituted the values of the organization that were used in this
critical resource allocation decision. (Christensen and Raynor 2003, p. 219)

In this example, we can see how the value premises (“margin-per-wafer-
start”), factual premises (“sales and margins forecasted”), and decision rules
(“highest-margin product allocated first”) are combined to structure the decision
process by which Intel assigned its manufacturing resources.

V. TOWARD THE KNOWING ORGANIZATION

There seems to be much that separates the three models of organizational infor-
mation use (Table 1-1). The sense-making model sees the organization as trying
to interpret an equivocal environment. Members look back on their actions and
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TABLE 1-1. Three modes of organizational information use.

Mode Central Idea

Sense Making

Knowledge Creating

Decision Making

Environmental change → Interpret equivocal messages by
enacting interpretations → Meaningful context for action.

Information is interpreted.

Knowledge gap → Convert and combine tacit and explicit
knowledge → New capabilities, innovations. 

Information is converted.

Decision situation → Search and select alternatives guided by
premises, rules → Goal-directed action.

Information is evaluated.



experiences and enact or construct their own perceptions of the environment.
Sense making is retrospective in that people can only try to understand what
they have already done or what has happened. The outcomes of sense making
are enacted environments or shared interpretations that construct the context for
organizational action. The knowledge-creating model sees the organization as
continuously tapping its knowledge to solve tough problems. Different forms of
organizational knowledge are converted and combined in continuous cycles of
innovation. The outcomes of the process include the development of new prod-
ucts as well as new capabilities. The decision-making model sees the organiza-
tion as a rational, goal-directed system. Decision makers search for alternatives,
evaluate consequences, and commit to a course of action. Because individuals
are limited in their ability to search and process information in a completely
rational manner, decision premises and rules reduce the uncertainty and com-
plexity of the choice-making process. The outcome of decision making is the
selection of courses of action that are intended to enable the organization to
achieve its goals.

Of the three models, the rational decision-making framework is probably the
most influential and widely applied. Yet there are some perplexing behavior pat-
terns common in organizations that do not seem to fit this view. People gather in-
formation ostensibly for decisions but do not use it (Feldman and March 1981).
They ask for reports but do not read them. Individuals fight for the right to take
part in decision processes, but then do not exercise that right. Policies are vigor-
ously debated but their implementation is met with indifference (March and
Olsen 1976). Managers observed in situ seemed to spend little time in making
decisions but are instead most often engaged in meetings and conversations
(Mintzberg 1973; Kotter 1982). Such findings seem to suggest that decision
making, apart from being an occasion for making choices, is also “an arena for
developing and enjoying an interpretation of life and one’s position in it. A busi-
ness firm is a temple and a collection of sacred rituals as well as an instrument for
producing goods and services. The rituals of choice tie routine events to beliefs
about the nature of things. They give meaning” (Cyert and March 1992, p. 236).
In other words, organizational life is not just about choice but also about inter-
pretation, and the process of decision making must embrace the process of sense
making even as it examines the behaviors of choice making. In their introduction
to the 1993 edition of their 1958 classic, Organizations, March and Simon wrote:

Some contemporary students of meaning in organizations would go further to
assert that it is interpretation, rather than choice, that is central to life. Within
such a view, organizations are organized around the requirement to sustain,
communicate, and elaborate interpretations of history and life—not around
decisions. Decisions are instruments to interpretation, rather than the other way
around. Although we think an interpretive perspective yields important insights
into organizations, we would not go that far, even in retrospect. But we suspect
that a 1992 book on organizations, even while reaffirming that there is a real world
out there to which organizations are adapting and which they are affecting, would
need to pay somewhat more attention than a 1958 book did to the social context of
meaning within which organizations operate. (March and Simon 1993, p. 18)

The Knowing Organization 15



In the sense-making model, the enacted environment is an outcome of the
meaning-construction process and serves as a reasonable, plausible context for
action. However, once the environment has been enacted and stored, people in
the organization now face the critical question of what to do with what they
know—these are what Weick (1979b) has called “the consequential moments.”
Furthermore, the shared interpretations are a compromise between stability and
flexibility—some equivocal features do and must remain in the stored interpreta-
tions, so that the organization has the flexibility to adapt to a new and different
future. People in organizations are therefore “people who oppose, argue, con-
tradict, disbelieve, doubt, act hypocritically, improvise, counter, distrust, differ,
challenge, vacillate, question, puncture, disprove, and expose.All of these actions
embody ambivalence as the optimal compromise to deal with the incompatible
demands of flexibility and stability” (Weick 1979b, p. 229).

Where decision premises in the decision-making model control organiza-
tional choice making, shared beliefs and experiences in the sense-making model
constrain the ways that people in an organization perceive their world. Both
phenomena are aspects of premise control, and premise control becomes a useful
concept that links sense making to decision making (Weick 1995, p. 114). The
central concern of sense making is understanding how people in organizations
construct meaning and reality, and then exploring how that enacted reality
provides a context for organizational action, including decision making and
knowledge building.

Commenting on the rational decision-making model, Nonaka and Takeuchi
(1995) argued that this information-processing view has a fundamental limitation.
For them, the decision-making model does not really explain innovation. The
decision-making view is essentially conservative, where decision premises and
performance programs are designed for control, and search simplifications inhibit
radically innovative solutions. On the other hand, “when organizations innovate,
they do not simply process information, from the outside in, in order to solve
existing problems and adapt to a changing environment. They actually create new
information and knowledge, from the inside out, in order to redefine both problems
and solutions and, in the process, to re-create their environment” (p. 56).

The key to innovation is in unlocking the personal, tacit knowledge of the
organization’s members. For Nonaka and Takeuchi, tacit knowledge has two
dimensions: the technical dimension and the cognitive dimension. The technical
dimension is about the practical know-how of doing a task. The cognitive di-
mension consists of “schemata, mental models, beliefs, and perceptions” that
“reflect our image of reality (what is) and our vision for the future (what ought
to be)” (Nonaka and Takeuchi 1995, p. 8). These implicit models shape the way
people in an organization perceive the world around them—they create a shared
understanding of what the organization stands for, where it is headed, what kind
of world it wants to live in, and how to help make that world a reality. An orga-
nization’s leadership should create a knowledge vision that “defines the ‘field’ or
‘domain’ that gives corporate members a mental map of the world they live in
and provides a general direction regarding what kind of knowledge they ought to
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seek and create” (p. 227). Just as decision premises and shared beliefs link sense
making with decision making, this knowledge vision and shared views about the
organization and its world link sense making with knowledge creation.

Although they adopt contrasting perspectives and grapple with different as-
pects of organizational behavior, the three modes of organizational information
use act on and react to each other. Sense making constructs enacted environ-
ments or shared interpretations that serve as meaningful contexts for organiza-
tional action. Shared interpretations help configure the organizational intent or
knowledge vision necessary to give direction to the knowledge conversion
processes in knowledge creation. Knowledge creation leads to innovation in the
form of new products and new capabilities. When it is time to select a course of
action in response to an enactment of the environment or as a result of knowledge-
derived innovation, decision makers apply rules and premises to make choices
and to commit resources.

VI. THE KNOWING CYCLE

Having examined each of the three processes of sense making, knowledge cre-
ation, and decision making, we now look at the interactions between these pro-
cesses and consider some implications for information management and practice.
These interactions are introduced in Fig. 1.6 and discussed in this section.

In sense making, organizations look at their changing environments and ask
the questions “What is going on in the environment?” “What does it mean?” The
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answers depend on how people in organizations selectively notice, highlight, and
connect events, actions, and outcomes. What they notice and how they make
sense of that which they notice is driven by their beliefs and actions. Beliefs are
about categories that are used to label events and actions, as well as the cause-
and-effect assumptions that are used to link events and outcomes. Actions refer
to the path of action the organization is on and includes what the organization has
done in the past, what it is currently doing, and what it wants to do in the future.
Action here also refers to features that the organization has enacted or created in
the environment to help it understand developments. Beliefs and actions com-
bine so that organizations actively construct and interpret the environment they
attend to by selectively highlighting and connecting events, and by enacting new
features to help them understand the environment.

The outcome of sense making is an ongoing series of enacted interpretations
about the organization and its environment that constructs a shared context for
action, a frame of reference for creating knowledge and making decisions. This
shared context includes beliefs and interpretations about the identity and purpose
of the organization, and forms the frame of reference for perceiving problems
and opportunities. It is against this shared background that certain problems and
issues are brought into focus—problems or concerns that the organization needs
to work on.

Sense making is a way of seeing but also a way of not seeing. Thus, we may
not notice things that we have no categories for or that are not part of our cause-
effect expectations; or we may choose not to notice things that contradict our
past actions or undermine the validity of our current projects. A case of obsolete
shared interpretations seemed to have afflicted General Motors in the early
1980s. According to Mitroff and Linstone (1993), GM for many years had used
the following retained assumptions to enact its competitive environment: “GM is
in the business of making money, not cars”; “Cars are primarily status symbols—
style is therefore more important than quality”; “The American car market is iso-
lated from the rest of the world”; “Energy will always be abundant and cheap”;
and so on. These assumptions were badly out of step with the reality of the new
American automobile industry at that time. By 1985, GM was last in the indus-
try in terms of product quality, manufacturing efficiency, and new product design
(Ingrassia and White 1994).

Effective decision making depends on sense making—we need to know
what’s going on and why before we can decide what is to be done. Making
“good” sense becomes as crucial as making the right moves. In today’s fast-
changing, complex environment, making sense of the environment, understand-
ing what is happening, becomes a harder and more important challenge. Most of
the time, organizations are not conscious of how they are making sense of their
environments until they encounter situations when they have been surprised or
when they see events that fail to make sense. The suggestion here is that organi-
zations can preempt these surprises by introducing a degree of alertness and dis-
cipline in the ways that they try to construct explanations. Thus, organizations
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need to be conscious of their beliefs and to be able to question them. They need
to design interventions that probe the environment to test their assumptions and
to collect information to clarify ambiguous situations. They need to be mindful
about over-relying on past experiences to construct meaning. They need to re-
gard interpretations as tentative, temporary accounts that may have to be revised.
They seek information actively for the purpose of revising and updating their in-
terpretations, rather than focusing on information that confirms their beliefs and
actions.

Given the importance of sense making, it is something of a puzzle that most
discussions of information management do not examine sense making explicitly.
A notable exception is Maes (2004). In developing a comprehensive framework
for information management, Maes suggests that while the use of technology
introduces a new syntax and the business of the organization constitutes the
pragmatics of a given problem, it is the use of information in sense making that
defines the semantics of interpreting, communicating, and working on a problem.
In information management, there are two views of the role of information: the
economic perspective sees information as a business resource, while the socio-
constructivist perspective sees information as a social construction that is the
result of sense making. Maes (2004) believes that it is important for information
management as a discipline to recognize that both perspectives are necessary and
complementary. Thus, information management can no longer confine itself to
the delivery of information but is increasingly concerned with the ways that
information is utilized, so that “information management is transforming into a
management of meaning” (Maes 2004, p. 14).

Sense making constructs a shared context for action as well as brings into
focus problems and issues that the organization needs to work on. When the
problem situation is novel or unfamiliar, the organization may find that it lacks
the knowledge or capability to solve a problem or exploit an opportunity—it
faces a knowledge gap. The organization may then embark on knowledge cre-
ation. When the problem situation is sufficiently familiar, the organization may
apply its existing rules and protocols to search for alternatives and select an
appropriate course of action—it then faces a decision gap.

Knowledge creation is thus driven by the questions “What knowledge do we
need?” “How do we gain this knowledge?” The creation and use of organiza-
tional knowledge simultaneously engages both tacit and explicit knowledge. The
model developed by Nonaka and Takeuchi (1995) emphasizes the conversion be-
tween the tacit and explicit (the socialization and externalization modes in their
model), but it also highlights the combination that is necessary in bringing that
new knowledge into meaningful application (the combination and internalization
modes in their model).

This simultaneous, ongoing engagement of the tacit and explicit in organiza-
tional knowledge creation and use poses some interesting challenges. Organiza-
tions that focus only on managing explicit knowledge—capturing and codifying
knowledge in databases or as written cases and practices—may find that their
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efforts to build up a stock of knowledge have inadvertently left out the personal
and contextual elements that are needed to make knowledge from one person
useful and useable to another. Other organizations contend that all knowledge is
tacit, inside a person’s head, and there is not much that an organization can do
about that. Yet as long as knowledge remains inside a person’s head, the organi-
zation is limited in its ability to identify that knowledge and to make it available
to problems that other groups are working on. Knowledge and expertise becomes
isolated, dispersed. Knowledge flows in person-to-person interactions, but only a
small number of people are privileged to participate in these exchanges.

A more inclusive approach would encompass the tacit and explicit dimen-
sions of organizational knowledge. Knowledge creation and use is an extended
process that typically requires both finding or determining the existence of
knowledge on some subject matter and connecting with the sources or authors of
that knowledge to bring it to bear on tough problems. We need to codify certain
aspects or features of an organization’s knowledge in order to find it again, and
in order to assess its initial match with a new problem. We also need to recognize
that once a promising set of ideas is found, the utilization of this knowledge to
solve difficult problems often requires face-to-face interactions to understand the
context, adapt to local conditions, and establish trust. Perhaps an important in-
sight of the Nonaka and Takeuchi model is to respect the dynamic interplay that
is inherent between the tacit and explicit knowledge of an organization, and to
manage this interplay in a way that honors the special nature of tacit knowledge,
even as the organization is implementing systems to make knowledge more ac-
cessible and available.

The result of knowledge creation can be new capabilities or innovations
(products or prototypes). These expand the range of options that is available for
decision making. However, they also introduce new uncertainties: capabilities
are unpracticed, innovations are untested, so decision making can become
riskier. Knowledge creation can result in sustaining or disruptive innovations
(Christensen 1997; Christensen and Raynor 2003). A sustaining innovation tar-
gets demanding, high-end customers with better performance than what was pre-
viously available. Whether an innovation is sustaining is not just a function of
technological sophistication: some sustaining innovations are incremental im-
provements, others are breakthroughs. A disruptive innovation, on the other
hand, does not attempt to bring better products to established customers in exist-
ing markets. Instead, it introduces products that are not as good as those currently
available but that nevertheless offer benefits that appeal to new or less-demanding
customers—benefits such as being simpler to use, more convenient, less costly,
and so on.

When it comes to deciding about allocating resources to support innova-
tions, sustaining and disruptive innovations interact differently with organiza-
tional values or decision premises used to make these choices. Sustaining inno-
vations tend to be consonant with existing decision premises about profit
margins and returns, so current rules and premises may be applied. Disruptive in-
novations, however, are dissonant with current decision premises since they do
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not offer improved margins relative to current cost structures. If they are to move
ahead, disruptive innovations need a different set of decision value premises:

An organization’s values are the standards by which employees make prioritization
decisions—those by which they judge whether an order is attractive or
unattractive, whether a particular customer is more important or less important
than another, whether an idea for a new product is attractive or marginal, and so
on. . . . Sustaining-technology investments fit the values of the leading companies,
because they promise improved profit margins from better or cost-reduced
products. On the other hand, . . . because disruptive products typically promise
lower gross dollars per unit sold and cannot be used by the best customers,
disruptions are inconsistent with the leading companies’ values. Established
companies have the resources—the engineers, money, and technology—required
to succeed at both sustaining and disruptive technologies. But their processes and
values constitute disabilities in their efforts to succeed at disruptive innovations.
(Christensen and Raynor 2003, pp. 188, 190)

Knowledge creation may result in fundamentally new products for which no
historical precedent is available to assess the potential. Further sense making
may then be necessary: the firm probes and enacts the environment in order to
construct a plausible picture of who the users might be and what they would use
the innovation for. Minnesota Mining and Manufacturing Company (3M) is a
company whose history is decorated with stories of talented individuals who
were able to invent new products or modify existing products that address latent
consumer demand. A laboratory technician named Dick Drew invented masking
tape and Scotch tape. John Borden, a sales manager, created a dispenser for
Scotch tape with a built-in blade. More recently, Art Fry invented the Post-It
sticky notepads. Fry sang in the church choir and wanted markers to stick to the
pages of selected hymns that could be peeled off after use without damaging the
hymn books. He used a weak adhesive that had been developed four years earlier
to produce self-sticking sheets of papers. Following a gut feeling that there
would be many other uses for the sticky notes, Fry single-handedly built a ma-
chine that would successfully apply the adhesive onto paper. Fry said, “Even
though I felt that there would be demand for the product, I didn’t know how to
explain it in words. Even if I found the words to explain, no one would understand”
(Nonaka and Takeuchi 1995, p. 138). Fry distributed samples to 3M employees,
and in a short time a large number of unanticipated uses for the sticky notes were
discovered. The development of new product ideas has become a strong tradition
at 3M, and researchers can spend up to 15 percent of their work time, or roughly
one day a week, “pursuing their own dreams.” 3M seems to be a company that
recognizes that the seeds of innovations grow in the personal, tacit knowledge of
creative individuals.

As noted earlier, when the problem situation is sufficiently familiar, the or-
ganization activates its existing rules and procedures to search for alternatives
and select an appropriate course of action. Instead of a knowledge gap, it per-
ceives a decision gap that can be met by applying past learning captured in
organizational rules and protocols.
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Decision making is thus driven by the questions “What courses of action are
available?” “How do we choose?” Organizations reduce the complexity and un-
certainty of decision making by specifying decision premises, rules, and routines
that collectively define what decision makers attend to, where they search, and
how they select alternatives. Value-based decision premises determine what qual-
ities will be valued in an alternative and its consequence. Value premises thus
constitute selection rules. Factual premises determine what facts are important
and need to be established in a decision situation. Factual premises thus constitute
attention rules. Value and factual premises supply the parameters that guide the
search process. Search takes place in decision routines—performance programs
that specify where to obtain needed information, where to search for solutions,
who to ask, what questions to ask, and so on. Decision routines thus embody
search rules. To summarize, organizational decision making may be construed as
information behavior that follows rules for search, attention, and selection.

Firms can use relatively simple rules to make strategic decisions (Eisenhardt
and Sull 2001; Burgelman 2002). Eisenhardt and Sull (2001) found that firms
cope with uncertainty in chaotic environments by applying simple rules to make
strategic decisions. For example, when Cisco first adopted an acquisitions-based
strategy, its decision rule was that it could acquire companies with at most
75 employees, 75 percent of whom were engineers. At the Danish hearing-aid
company Oticon, executives would pull the plug on a product in development if
a key team member left for another project. Yahoo!’s managers lived by four
product innovation rules: know the priority rank of each product in development,
ensure that every engineer can work on every project, maintain the Yahoo! look
in the user interface, and launch products quietly. Burgelman (2002) observed
that “simple” decision rules often contain a great deal of information and learned
wisdom. In Section IV (“Decision Making”), we discussed his analysis of how
Intel allocated chip fabrication resources to its product divisions. Intel’s use of
the rule “assign fabs to maximize margin-per-wafer-start” effectively brought
together information about profitability, return on sales, technological compe-
tence, and manufacturing efficiency in order to make decisions about which
fabrication facilities to allocate to which product divisions.

Decision making as rule-following behavior creates a stable, orderly environ-
ment inside the organization: the organization signals its rationality and maintains
its structures of authority and legitimacy. At the same time, decision making as
rule following can create undue caution and inertia in the face of risky innovations
and alternatives. March (1988) noted that “when faced with risky alternatives,
managers do not simply assess risk as part of a package of exogenously deter-
mined attributes, but actively seek to redefine alternatives, looking for options that
retain the opportunities but eliminate the dangers” (p. 4). Even when risk is not a
dominant element, there are certain types of innovations (disruptive innovations)
that are dissonant with existing decision rules and premises and are therefore dis-
advantaged in current choice and evaluation procedures. Thus, while decision
rules and premises apply past learning, they can also block new learning. Just as
beliefs and enactments in sense making constitute a way of seeing and not seeing,
decision rules and premises constitute a way of learning and not learning.
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The allocation of attention and the execution of search lie at the center of or-
ganizational decision making (March 1988). The organizational knowing model
suggests that this allocation of attention already begins in the sense-making ac-
tivity, in the way beliefs and meanings are constructed and problems or issues are
brought into the foreground. Weick (1995) noted that just as decision making is
based on premises, sense making is based on beliefs and shared experiences:
“where decision premises in the decision making model control organizational
choice-making, shared beliefs and experiences in the sense-making model con-
strain the ways that people in an organization perceive their world. Both phe-
nomena are aspects of premise control, and premise control becomes a useful
concept that joins sensemaking with decision making” (p. 114). Value and fac-
tual premises in decision making are derived from or influenced by beliefs and
interpretations enacted through sense making.

Decision making is the focus of managerial activity because it is closest to
the taking of action. At the same time, the context in which decisions happen can
be extended or constrained by the outcomes of knowledge creation. The range of
decision alternatives, as well as the quality and innovativeness of these alterna-
tives, all depends on the knowledge-creating capability of the firm. While new
knowledge represents a potential for action, it is decision making that transforms
this potential into a commitment to act, by formally endorsing a plan of action
and by allocating resources to pursue it. Knowledge creation produces new
capabilities that are still untested and innovations whose market acceptance may
be hard to predict (“How many people will want to buy the home bread-making
machine that Matsushita was building?”). Through its decision rules and
premises, an organization attempts to manage risk and uncertainty by specifying
search, attention, and selection criteria.

The model presented in this section provides a structure and language that
can be used to think about information use in organizations. Real life itself is al-
ways richer and more complex than our models of it: a terrain is never the same
as a map which relates to it. A map is a simplified representation of reality, but it
does highlight key features of the terrain, show the big picture, help us see where
we are, and warn us about gaps and obstacles. The model also does not imply a
particular sequence or order. Instead, the three processes are interconnected, and
there are many possible “pathways” along which the model might play out. The
initial impetus for change and adaptation might be in decision making (e.g.,
when institutionalized decision rules do not appear to work anymore); knowl-
edge creation (e.g., when new innovations or capabilities become available); and
of course sense making (e.g., when threats or opportunities are perceived).

VII. THE KNOWING CYCLE IN ACTION

To illustrate how the interplay between the three processes of sense making,
knowledge creating, and decision making can enable an organization to act intelli-
gently, we examine the Royal Dutch /Shell Group of companies and its use of sce-
nario planning during a particularly uncertain period of the organization’s history.
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The Royal Dutch /Shell Group is a century-old group of companies that has
shown adaptiveness in anticipating and reacting to dramatic changes in its global
environments. In the early 1970s, Shell was able to discern differences between
Iran and Saudi Arabia (while everyone else perceived the Arab oil nations as a
homogenous cartel) and thus anticipate the shortages that led to the 1973 oil
shortage, which caused the price of oil to escalate from $2 per barrel to $13 per
barrel in a year and a half. Oil prices continued to rise from 1973 onward, and
most oil companies believed that the trend would persist. Shell, however, per-
ceived that oil demand had been overestimated because consumers and indus-
tries had learned to be much more energy efficient since the 1973 crisis. In 1981,
Shell was able to sell off its excess reserves (while other companies were stock-
piling following the Iran-Iraq war) before the glut caused the price collapse. In
1983, by recognizing the demographic and economic pressures on the Soviet
Union (while Western politicians saw only an evil communist empire), Shell was
able to anticipate perestroika and the appearance of a man like Gorbachev who
would bring about massive economic and political restructuring. Arie de Geus,
head of planning of Shell for more than three decades, observes that “Outcomes
like these don’t happen automatically. On the contrary, they depend on the abil-
ity of a company’s senior managers to absorb what is going on in the business
environment and to act on that information with appropriate business moves”
(de Geus 1988, p. 70).

Being a large multinational corporation with interests all over the world,
Shell faces a daunting task as it attempts to make sense of its highly complex and
equivocal environment. Shell uses scenario planning as a means of reviewing ex-
perience and building mental maps (Galer and van der Heijden 1992). A scenario
is an internally consistent account of how the business environment is develop-
ing. By using multiple scenarios, it is possible to make sense of a large number
of diverse but intersecting factors in the environment. In this way, scenarios
become tools for organizational perception, broadening the collective vision of the
organization. Managers in most Shell companies “are trained to pay attention to
world events, visualize what might happen next, and (in Shell parlance) ‘adjust
their mental maps’ according to what they perceive. Then they base decisions on
those mental maps, instead of on top-down policy” (Kleiner 1989, p. 7). Mental
maps are stored interpretations retained from experience that people turn to first
when trying to interpret new signals from the environment. Shell’s scenario-
planning approach developed alternative stories about the future to stimulate its
managers to re-examine their assumptions and to “think the unthinkable.”

In trying to construct plausible interpretations of the external environment,
Shell’s planners differentiate between two types of driving forces—predetermined
variables and key uncertainties—a process that is analogous to enacting the
environment. Predetermined variables are what managers in the organization
perceive to be reasonably predictable factors (based on an analysis of, for example,
demographic data). They are used to set the boundaries of future scenarios. On
the other hand, key uncertainties refer to those forces in the environment that are
hard to predict, have high levels of ambiguity, but can create the most serious
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consequences for the decisions that may be taken by the organization. In scenario
planning, participants bracket these variables for closer attention, connecting them
and other factors into cause-and-effect narratives about possible futures. In select-
ing a reasonable interpretation, Shell’s managers and planners plot out two or three
scenarios and use them in extended conversations with managers to converge on a
shared representation of the environment and a consensus on what Shell is to be in
that new environment (van der Heijden 1996; Kleiner 1994).

Shell has evolved scenario planning into a system for creating knowledge
that involves both the internalization and the externalization of knowledge. The
objective of scenario planning is not to predict the future but to reveal the nature
and dynamics of the driving forces that are shaping the environment. Insight
about driving forces is derived from both hard, analytical data and soft, intuitive
hunches. Such knowledge is made explicit by weaving them into storylike
scenarios of how these forces could interact to produce outcomes. Some of the
scenarios would appear to contradict long-standing trends and may be difficult to
accept initially. Provoked by the ideas in the scenarios, Shell managers spend
many hours in face-to-face dialogue trying to understand the driving forces and
how they may need to adjust their own mental models to take account of them.
This conversion from explicit knowledge in the form of stories to tacit knowl-
edge in the form of updated mental models is related to the process of internal-
ization that Nonaka and Takeuchi described. Pierre Wack, one of the architects of
Shell’s scenario approach, describes the process:

Scenarios deal with two worlds: the world of facts and the world of perceptions.
They explore for facts but the aim at perceptions inside the heads of decision
makers. Their purpose is to transform information into fresh perceptions. This
transformation process is not trivial—more often than not it does not happen.
When it works, it is a creative experience that generates a heartfelt “Aha!” from
your managers and leads to strategic insights beyond the mind’s previous reach. . . .
It happens when your message reaches the microcosms of decision makers, obliges
them to question their assumptions about how their business world works, and lead
them to change and reorganize their inner models of reality. (Wack, cited in
Kleiner 1989, p. 13)

To construct scenarios, Shell needed to be able to tap into the personal in-
sights and experiences of its managers who work in different countries all over
the globe. It was important for knowledge sharing that managers operating in
vastly different environments be encouraged to put forth candidly their concerns
and perspectives. Extended conversations and special questions are employed to
draw out the personal, tacit knowledge of managers and planners and externalize
the knowledge into formal scenarios which facilitate the creation of a shared in-
terpretation of external developments (Wack 1985). Planners use an interviewing
method with trigger questions and feedback which uncover the mental models,
assumptions, and critical concerns of managers (van der Heijden 1994). Exam-
ples of the trigger questions include “What two questions would you most want
to ask an all-knowing oracle?” and “Ten years from today, you are reading a
newspaper story about the organization’s demise, what would you expect to see?”
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Managers’ assumptions and concerns, together with the planners’ projections,
are then melded into a few scenarios that managers can use to deepen their un-
derstanding and uncover possibilities for action.

This internalization of new knowledge derived from scenario analysis in-
duced managers to consider new strategic options to prepare for the eventualities
that their analysis indicated might develop. For example, in the 1970s, Shell man-
agers were able to use their knowledge about the possibility of an oil shortage
to initiate innovations that would help them weather the crisis. Crude oil varies
by geographical region, so that a refinery engineered to process crude from one
source would not necessarily be able to handle crude from another source. Shell’s
innovation was “to convert its refineries so they could switch from Kuwait oil
to Saudi or Iranian oil, or back again, depending on what was available and what
product mix was needed at any moment” (Kleiner 1989, p. 11).

Over time, Shell evolved a “planning as learning” system in which the in-
sight and knowledge gained through scenario planning are able to propagate
through various levels of organizational decision making. The highest level of
global planning is the responsibility of the Committee of Managing Directors
(CMD), which is generally composed of eight managing directors who have both
functional and regional responsibilities (called spheres of influence). The CMD
is described as being “like a small debating society, where the directors discussed
global issues around the world” (van der Wyck and Hesseling 1994, p. 43).
Shell’s Group Planning Cycle begins with the first stage of developing scenarios
for the review of the CMD. The second stage is the Business Planning Cycle
(formerly known as the Programming and Investment Review). In this stage, the
CMD issues short-term guidelines derived in part from the global scenarios,
called premises in Shell, that would help sectors, regions, and countries produce
their business plans and subsequently their financial budgets. Shell saw the ob-
jective here “as implementing strategies in terms of specific medium-run actions,
the assessment of financial and human resources required and, most importantly,
how much to commit to which action and when” (van der Wyck and Hesseling
1994, p. 48). The third and final stage is Appraisal, in which the CMD monitors
and reviews implementation and short-term targets. Graham Galer and Kees van
der Heijden, long-time members of Shell’s Group Planning, summarized the
cycle thus:

In Shell, scenario planning, understood as “corporate perception,” is a means of
internalizing and reviewing experience. Strategic planning workshops are a device
for inferring conclusions, while business planning, project planning and budgeting
are the means for planning new steps and taking action. Business appraisal provides
feedback from the results of action. (Galer and van der Heijden 1992, p. 12)

At the operating company levels, more-focused scenarios are developed to
address a particular business issue concerning, for example, a market or an
investment. In contrast with the global scenarios, these focused scenarios are
generated quickly in one-day workshops and are created by the managers them-
selves (van der Wyck and Hesseling 1994). Workshops are well structured,
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following predefined rules and a six-step routine: agree on objectives and
purpose; identify most important and uncertain business variables (the critical
uncertainties); write story lines; create the scenarios; assess implications for
business; and agree on follow-up action.

Galer and van der Heijden (1992) illustrate the benefit of the scenario-based
learning approach with the experience of one Shell operating company (“opco”):

For example, in one Shell opco scenarios were used to make managers face the
realities of an unstable political and economic regime, to prepare them for
inevitable changes, to handle great uncertainty during the change process and to
develop a joint vision of emerging as a strong player in a new world. This was
done over a five-year period and helped among other things in changing the market
profile away from profitable traditional businesses towards potential new markets
and making the company financially robust for an uncertain future. (p. 9)

Shell’s ability to make strategic sense of environmental signals and to inte-
grate its learning with its planning and decision-making processes helped the
group become one of the world’s top-performing oil companies. In the 1970s,
Shell’s position did not seem strong—it did not have the huge Saudi Arabian
reserves of Exxon, Chevron, Mobil, or Texaco, nor the exclusive relationship
that Gulf or BP had with Kuwait. From a position of the least profitable of the
seven large oil companies, Shell moved ahead to become the world’s most prof-
itable oil company in the late 1980s.

VIII. SUMMARY

The “knowing organization” is a model of how organizations use infor-
mation to adapt to external change and to foster internal growth. It looks
at how people and groups work with information to accomplish three out-
comes: (1) create an identity and a shared context for action and reflection,
(2) develop new knowledge and new capabilities, and (3) make decisions
that commit resources and capabilities to purposeful action.

In sense making, people in an organization actively construct the environ-
ment they attend to, based on their actions and beliefs: they selectively
highlight and connect information; they enact or create new features to
help them understand the environment.

Sense making constructs a shared context for action (and for thinking and
talking about what is to be done).

Sense making brings into focus problems, opportunities, and issues that
the organization needs to work on.

Sense making is a way of seeing but also a way of not seeing: we may not
notice things that we have no categories for, that are not part of our ex-
pectations, or that contradict our beliefs and actions.
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Organizational knowledge is different from individual knowledge: in addi-
tion to personal, tacit knowledge, an organization also makes use of explicit
knowledge and cultural knowledge.

In knowledge creation, an organization converts between and combines its
different types of knowledge to develop new capabilities and innovations.

Knowledge creation can extend the range of options available for decision
making. It can also introduce options that require new sense making to
understand.

The knowledge-based advantage of an organization is temporary and
fragile. The organization needs to continuously expand and refresh its
knowledge-creation capabilities.

Decision making in organizations is structured by rules, premises, and
routines.

Decision premises are value based or factual. Value premises specify
what qualities or criteria are important in evaluating alternatives. Factual
premises specify what facts are important and need to be established in a
decision situation.

Decision making commits the organization to a course of action.

Decision making is a way of learning but also a way of not learning: deci-
sion premises and rules encode and apply past learning, but they can also
block new learning.

Sense making constructs the context, the frame of reference for knowledge
creation and decision making. Knowledge creation expands organizational
capabilities and introduces innovations. Decision making converts beliefs
and capabilities into commitments to act.
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2C H A P T E R

HOW WE COME TO KNOW:

UNDERSTANDING

INFORMATION-SEEKING BEHAVIOR

When action grows unprofitable, gather information; when information grows
unprofitable, sleep.

—Ursula K. Le Guin, The Left Hand of Darkness, 1969

Information is a name for the content of what is exchanged with the outer world
as we adjust to it, and make our adjustments felt upon it.

—Norbert Wiener, The Human Use of Human Beings: Cybernetics and 
Society, 1967

Increasingly, America is the attention-deficit nation, moving to ever sharper
sound bites and smaller quanta of meaning. Citizens live in a blizzard of
information without wisdom, content without context, and are being pulled a
million ways by tech toys and a zillion cable channels and the multitudinous
blogs. A white noise of data is the ambient soundtrack to our lives.

—John Swartz, New York Times, December 26, 2004

Information needs arise when the individual recognizes gaps in his or her state of
knowledge and ability to make sense of an experience. Information seeking is the
process in which the individual then purposefully searches for information that
can change his or her state of knowledge or understanding. Information use oc-
curs when the individual selects and processes information or messages which
lead to a change in the individual’s capacity to make sense of the experience and
to act or respond in the light of that new understanding. Information seeking and
use is part of a larger human and social activity through which information be-
comes useful to an individual or group. Information seeking and use is situated
action, so that the way the process develops depends on changing conditions in
the individual’s context of information use, and this in turn depends on the
changes in the context induced by the individual’s actions. Although information



seeking and use is a dynamic process that often appears disorderly, we suggest
that there is underlying structure in the ways people look for and use informa-
tion. Our goal in this chapter is to develop a model to analyze information-
seeking behavior in a systematic manner. We begin with a survey of the long
history of information needs and uses studies, highlighting the research focus
and scope of these studies. The ensuing sections develop general, multiperspec-
tive models of information-seeking behavior.

I. INFORMATION NEEDS AND USES RESEARCH

The study of how people behave as they seek and use information has a long his-
tory in information science, going back as far as the year 1948. At the Royal
Society Scientific Information Conference of that year, two studies were pre-
sented: one on the information-seeking behavior of over 200 British scientists in
government, university, and private research institutions, and the other on the use
of the London Science Museum Library. The earliest studies were mostly spon-
sored by professional associations that were designing their information pro-
grams to respond to the explosion of scientific information and new technology
or initiated by librarians or administrators of information centers or laboratories
who needed data to plan their services. Information needs and uses studies grew
significantly when government organizations began to support a number of stud-
ies on diverse groups, particularly scientific and technical groups who were
receiving funds from government agencies such as the U.S. Department of
Defense and NASA. Over a fifty-year history, it is possible to count thousands of
studies that in some significant way investigated the information needs and uses
of particular groups of people. Case (2002) observes that the very wide range of
studies may be organized by occupational category (scientists, engineers, social
scientists, humanities scholars, health care providers, managers, journalists,
lawyers), social role (e.g., citizens, consumers, patients, gatekeepers), and de-
mographic group (according to age, race, socioeconomic status, and other attrib-
utes). The seeking and processing of information is central to many social sys-
tems and human activities, and today, the analysis of information needs and uses
has become an increasingly important component of the research in disciplines
such as cognitive psychology, communication studies, diffusion of innovations,
information retrieval, information systems, decision making, and organizational
learning.

What may be gleaned from decades of research on human information seek-
ing? What are the goals and assumptions that have framed past research? What
are some of the main findings? And what unifying perspectives have emerged?
To answer these questions, it may be helpful to attempt to map the research ter-
rain by locating past studies according to their scope and content, using the map
to detect movement toward promising destinations. Fig. 2.1 plots a selection of
important studies on information needs and uses along two axes that indicate
research orientation and research scope.
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The horizontal axis of the map in Fig. 2.1 indicates the research orientation
of the studies, which can range from being system oriented to being user oriented
(Dervin and Nilan 1986). A system orientation views information as an external,
objective entity that has a content-based reality of its own which is independent
of users or social systems. Information exists a priori, and it is the task of the user
to locate and extract the desired information. Each document or record contains
information “about something,” and that something may be objectively deter-
mined. Indeed, it is this specification of content that makes it possible to repre-
sent, organize, and store information. The term systems here includes social
structures, practices, and communities that exist for sharing and disseminating
information; tools, services, and agencies that facilitate access to information;
as well as computer-based information systems that allow information to be
searched and retrieved. System-oriented research has therefore examined how
information flows through these social systems, and how tools and services may
be developed to simplify information access and enhance information sharing.
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FIGURE 2.1. Information Needs and Uses Studies

System UserRESEARCH ORIENTATION

In
te

gr
at

iv
e

T
as

k/
A

ct
iv

ity
R

E
SE

A
R

C
H

 S
C

O
PE
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(Herner 1954; Martyn 1964;
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Menzel 1966; Rosenberg 1967;
Gertsberger and Allen 1968;

Rosenbloom and Wolek 1970;
Kremer 1980; Pinelli 1991)

• Social Scientists (INFROSS)
(Line, Brittain, and Cranmer 1971;

Skelton 1973)

• Scientific Communication
(APA, Johns Hopkins, ACS, etc.)

(Paisley 1968; Pelz and Andrews 1966;
Garvey 1979)

• Social Services (INISS)
(Wilson and Streatfield 1977;

Wilson, Streatfield, and Mullings 1979;
Streatfield and Wilson 1982)

• STI Information-Seeking Model
(Mick, Lindsey, and Callahan 1980)

• Anomalous State of Knowledge
(Belkin 1980; Belkin, Oddy, and Brooks 1982)

• Information Retrieval Behavioral Model
(Ellis 1989a, b)

• Information Seeking and Retrieving
(Saracevic et al. 1988a, b, c)

• Sense-Making Model
(Dervin 1983b, 1992)

• Information Use Environment
(Taylor 1986, 1991)

• Information Search Process
(Kuhlthau 1988, 1991, 1993b)

• R&D Engineers (MIT Studies)
(Allen 1977)

• Citizens’ Information Needs
(Chen and Hernon 1980; Chen 1982;

Chen and Burger 1984)

• Physicians and Health Care Practitioners
(National Library of Medicine 1987; Wilson,

Cooper, and Starr-Schneidkraut 1989;
Haynes et al. 1990)

• Government Officials
(Caplan, Morrison, and Stambaugh 1975)

• Models of the Information User
(Wilson 1981, 1994)



A user orientation, on the other hand, views information as a subjective con-
struction that is created internally in the minds of the users. While a document or
record may be defined or represented as being about something or some topic, the
user wraps this objective content in an interpretive envelope so that the information
therein becomes meaningful, and it is this combined package of content plus inter-
pretation that users find valuable and useable. Information value thus resides in the
relationship that the user constructs between herself or himself and a given piece of
information. Thus, information is only useful when the user has infused meaning in
it, and the same piece of objective information can be given quite different subjec-
tive meanings by different individuals. Whereas system-oriented research gener-
ally looks at what takes place in the information environment external to the indi-
vidual in terms of tools, services, and practices, research with a user orientation
would also examine the individual’s internal cognitive and psychological needs and
preferences and how they affect information-seeking and communication patterns.

The vertical axis of the map indicates the research scope of the studies,
which can range from being task directed to being integrative. Task-directed
research focuses on particular activities that form part of the information-seeking
process.Asignificant number of major studies had focused on information-seeking
activities, such as fact finding, literature searching, use of computer-based
information systems, and use of online database services, and on particular com-
munication activities such as conferences or information-sharing channels in a
workgroup. Common research goals are to analyze the internal and external
information sources that are used by defined groups of people, the interaction
with information systems, and the formal and informal modes of information
sharing and communication within professions or organizations. Perceptions and
attitudes toward information, information seeking, and information sources are
often also examined in order to account for preferences and patterns in information
behaviors.

Integrative research, in contrast with task-directed research that focuses on
particular information activities, embraces the entire process of information
seeking and use. Its scope includes understanding the situation or context lead-
ing to the recognition of information need, examining the information-seeking or
retrieval activities, and analyzing the use of information for problem resolution,
decision making, or sense making. The assumption is that the study of informa-
tion seeking should extend into an analysis of why information needs arise and
how the needs are perceived, represented, defined, and experienced. It also be-
comes important to study how information obtained is put to use, to understand
how the information helps the user, and to assess the outcomes of its use, includ-
ing its impact, benefits, and contribution to some notion of effectiveness or per-
formance. Integrative research views information seeking as a dynamic, ongoing
process that is constituted both by the actions and needs of the individual, and
by the social and physical features of the environment in which the individual
gathers and uses information.

In the map of Fig. 2.1, four categories of information needs and uses studies
are differentiated according to their research orientation and scope. We present
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below a small number of representative studies in order to give a sense of the
work in each category. Overall, there is a general movement toward research that
focuses on individual users and on building general models of information seek-
ing. Examining the development of the cognitive approach to information re-
trieval, Ingwersen (1999) distinguishes two periods: the 1977–91 period that can
be characterized as user- and intermediary-oriented; and the 1992–2000 period,
“when the approach turns into a holistic view of all the interactive communica-
tion processes that occur during information transfer” (p. 3). (Comprehensive
surveys of information needs and uses studies may be found in the Annual Re-
view of Information Science and Technology: Menzel 1966; Herner and Herner
1967; Allen 1969; Lipetz 1970; Crane 1971; Lin and Garvey 1972; Martyn 1974;
Crawford 1978; Dervin and Nilan 1986; Hewins 1990. See also Case 2002.)

System-Centered, Task-Directed Studies

These studies are placed in the lower-left-hand quadrant of the map of Fig. 2.1.
Many of the earlier studies were largely concerned with the objective attributes
of the information sources, channels, and systems utilized by particular groups of
users in obtaining the information they require for scientific research or problem
solving. For example, the U.S. Department of Defense in 1964 initiated a large-
scale study of 1,375 scientists and engineers selected from among 120,000 work-
ing for the department. Respondents were asked to recall their most recently
completed tasks and to enumerate the “chunks” of information used to accom-
plish these tasks. The study found that in 52 percent of the searches, the first
source used was a local source (typically a colleague); 42 percent of the infor-
mation chunks consisted of performance characteristics and specifications; and
there was little discrepancy between the depth of information desired and that
obtained (Auerbach Corporation 1965; Menzel 1966; Bates 1971). Another
large-scale study examined the information-seeking patterns of 1,900 scientists
and engineers in four very large U.S. corporations and 1,200 Institute of Electri-
cal and Electronics Engineers (IEEE) members by asking participants to report
on a recent instance of receiving information and on the sources of information
utilized (Rosenbloom and Wolek 1970). A main conclusion was that the work of
scientists involved to a greater extent the use of external information sources,
while the work of engineers, with its operational focus, emphasized the use of in-
ternal sources. In more than half the cases examined, useful information was ob-
tained from activity that was labeled “competence building” or was pointed out
by others, and not from the outcome of specific searches.

One of the most comprehensive and unified studies of scientific communica-
tion and information use was the American Psychological Association’s Project on
Scientific Information Exchange in Psychology (Menzel 1966). In its first five-year
period (1963–68), 22 reports were produced covering nearly every aspect of infor-
mation use among psychologists, including information exchange activities asso-
ciated with the attendance of conventions, the use of various types of information
channels, and the effects of innovations in information exchange. One interesting
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innovation was the prepublication of papers that were to be presented at the annual
APAconvention. The studies found that, among other effects, the prepublication of
papers stimulated greater audience participation, and that authors of prepublished
papers were likely to delay or eliminate subsequent publication (Herner and Herner
1967). Today, it has become the norm to publish a set of conference proceedings be-
fore the conference takes place. While the numerous studies are too rich to be sum-
marized briefly, one of their major contributions has been to elucidate the differ-
ences in information and communication needs that exist among different
disciplines, and to enable the professional societies to introduce or modify infor-
mation channels and services that would best suit their members (Allen 1969).

In the United Kingdom, a study of the Information Requirements of the Social
Sciences (INFROSS) was launched in 1969. The study surveyed over 2,500
British social science researchers and focused mainly on information needs and
uses as related to references, indexes, abstracts, library catalogs, and bibliogra-
phies and on the use of books and libraries. The study concluded that the state of
information services for social scientists was underdeveloped and identified major
deficiencies, such as the lack of review articles, translation services, and services
oriented to practitioners (Line 1971). Formal bibliographical tools such as ab-
stracting and indexing services were not well used, and British social scientists did
not seem eager to use them regularly. INFROSS did have a successful outcome:
the study induced many U.K. universities to introduce social sciences information
services along the lines of those already established for the physical sciences.

System-Centered, Integrative Studies

These studies are in the upper-left-hand quadrant of the map of Fig. 2.1. While
still focused primarily on information sources, systems, and services, many of
these studies also extend their scope to include the broader context of the users’
work or organizational settings, personal preferences, and information-use situa-
tions. An important study of the information needs of social service workers in
the United Kingdom began in 1975 at the University of Sheffield as Project
INISS (Information Needs and Information Services in Local Authority Social
Services departments). Its basic goal was to understand the information needs of
staff in social services departments and to design information services that would
best respond to these needs. By observing the communication activities of staff
in five departments, the study was able to relate the information behavior of the
social services workers to their personal, work, and organizational characteris-
tics. Staff strongly preferred personal, oral communications such as face-to-face
meetings or telephone conversations; their workday was highly fragmented so
that most communication episodes were of short duration; and the functional
specialization of the departments suggested specialized information services
(Wilson and Streatfield 1977). The study led to the introduction of a number of
successful innovations, including training courses, book collections chosen by
office staff, abstracts bulletins, and indexes of expertise.
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Mick et al. (1980) attempted to develop a generalized model of the environ-
mental and situational variables (as distinct from individual attributes) influenc-
ing the seeking of scientific and technical information by scientists and engi-
neers. By analyzing the information behavior of scientists and engineers working
in a variety of organizational settings and environments, they identified key vari-
ables in five areas: perception of management attitudes toward information, gen-
eral information orientation, specific task orientation, demographics, and per-
ceived attributes of information sources. A number of hypotheses were tested on
how these variables would influence information needs, access to information,
and information satisfaction. The study revealed a few key organizational vari-
ables that management can control or modify in order to enhance the utilization
of scientific and technical information.

A major research effort to define a comprehensive model of information seek-
ing was that undertaken by Saracevic et al. (1988a, b, c). The goal of the large-scale,
multiyear project was to formally enumerate all the important elements that would
characterize information-seeking and -retrieving activities. Forty users and 39
searchers took part in the study; 40 questions were searched, each by 9 searchers.
The proposed general model of information seeking and retrieving consisted of
seven major events (with their accompanying classes of variables in parentheses):
(1) user has a problem which needs to be resolved (user characteristics, problem
statement); (2) user seeks to resolve the problem by formulating a question and
starting an interaction with an information system (question statement, question
characteristics); (3) pre-search interaction with a searcher, human or computer in-
termediary (searcher characteristics, question analysis); (4) formulation of a search
(search strategy, search characteristics); (5) searching activity and interactions
(searching); (6) delivery of responses to user (items retrieved, formats delivered);
(7) evaluation of responses by user (relevance, utility) (Saracevic et al. 1988a,
p. 164). Analysis of the empirical data showed that “the suggested models tested
well, that is, the elements suggested by the models had by and large a significant re-
lation with retrieval outcome” (Saracevic et al. 1988c, p. 213). For example, the
context of a question was confirmed to be important, including the background
leading to the question being asked and the intended use of the information to be re-
trieved. Different types of questions—classified according to their clarity, speci-
ficity, complexity, and so on—may be expected to have different retrieval perfor-
mance levels. Cycles in searching tended to improve outcome, since intermediate
results may be reviewed and search strategies refined accordingly.

User-Centered, Task-Directed Studies

These studies are in the lower-right-hand quadrant of the map of Fig. 2.1. As part
of MIT’s Research Program on the Management of Science and Technology, a
number of studies on the information transfer behaviors of scientists and engi-
neers were conducted by Thomas Allen and his associates over a ten-year
period (1963–73). The studies included the comparative evaluation of 33 project
teams working on matched pairs of projects, and the analysis of communication
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networks in 13 research laboratories (Allen 1977). In the matched case method,
Allen took advantage of the U.S. government’s practice of awarding contracts to
two or more laboratories simultaneously to perform the same design studies. Pairs
of such projects were monitored, and the government agencies provided evalua-
tions of each laboratory’s performance. These evaluations were then related to the
use of information channels by the individual laboratories. At the same time,
respondents were asked to track their use of information week by week through
“solution development records.” Each week, respondents would estimate the
probabilities of acceptance of a number of alternative solutions that would address
a problem. Changes in the relative probabilities were then related to information
channels and inputs. An interesting finding was that the choice of information
channel or source was based on the cost associated with using the channel, bal-
anced against the value or payoff expected of that source. Cost in this case is mul-
tifaceted and includes such important elements as physical accessibility and psy-
chological cost (since asking for information is admitting ignorance, implying a
loss of face or stature). Payoff is indicated by the technical quality or reliability of
the source. In the communication network studies, Allen and associates identified
the role of “technology gatekeepers” in introducing new information into the or-
ganization through a two-step process (that is, indirectly through the gatekeeper).
Gatekeepers read more widely (including more refereed journals), continuously
maintain a broad range of personal contacts, and can translate external informa-
tion into terms that the average technologist in the organization can understand.
The studies also found that increased communication between R&D projects and
laboratory staff, as well as increased interaction outside the project, were strongly
related to problem-solving performance (Allen 1977, p. 122).

William Garvey, one of the heads of the American Psychological Associa-
tion’s Project on Scientific Information Exchange in Psychology, carried over the
project’s approach to examine information use in other scientific disciplines
when he moved to the Johns Hopkins Center for Research in Scientific Commu-
nication. These studies adopted a psychological perspective of scientific com-
munication which emphasized

the interaction between the scientist and his environment (a major element of this
environment being other scientists). Each scientist brings to each situation a
particular cluster of psychological attributes (personality, skills, style, experience,
habits, etc.), which, combined with specific circumstances in the research process,
gives the individual scientist a predisposition to perceive and detect, to assimilate,
to associate, etc. what is happening with his research at any given moment. . . . his
style, subjectivity, bias, etc. all play a part in his detection, selection, retention, and
use of information encountered in the search. (Garvey 1979, p. 4)

It was precisely this variation in observation, selection, and interpretation
among different individual scientists that allowed science to progress. The Johns
Hopkins studies concluded that the scientific enterprise functioned as a social
system, and that a key feature of the social system was the highly interactive
process by which scientific communication took place.

36 The Knowing Organization



Caplan, Morrison, and Stambaugh (1975) investigated the use of social sci-
ence research information in the formulation of government policy. Two hundred
and four upper-level employees in the executive branch of the U.S. federal gov-
ernment self-reported 575 instances of the use of social science information. The
study found that the political implications of research findings appeared to over-
ride all other considerations in determining whether the information is used or
not. The nature and extent of information use were also influenced by the cogni-
tive styles of the respondents. Three styles were identified: those with a “clinical”
style could analyze both the scientific or objective internal logic of an issue as
well as its value-laden or ideological implications; those with an “academic” style
concentrated on the internal logic of issues; and those with an “advocacy” style
tended to ignore internal logic but dealt mainly with political considerations.

Information Needs and Uses Studies:
Research Contributions

Information needs and uses studies have added significantly to our understand-
ing of how people seek information. An abundance of field data has been col-
lected and analyzed about the channels, methods, and sources used by various
groups of scientists, technologists, professionals, government officials, citizens,
and others as they seek information. Innovations were introduced to promote in-
formation exchange and simplify information access, including the prepublica-
tion of conference papers, customization of tools to help users locate and retrieve
information, development of current awareness services, and so on. Data collec-
tion and analysis often leveraged upon methodologies from multiple disciplines,
such as the critical incident technique to analyze information-receiving episodes,
structured observations to log information activities, action research to introduce
new tools or services, and special interviewing techniques to uncover users’
information needs in greater detail.

In terms of theory construction, a number of general observations may be
made:

1. Information needs and uses need to be examined within the work, orga-
nizational, and social settings of the users. Information needs vary ac-
cording to users’ membership in professional or social groups, their de-
mographic backgrounds, and the specific requirements of the task they
are performing.

2. Users obtain information from a wide range of formal and informal
sources. Informal information sources, including colleagues and personal
contacts, are frequently as important as and sometimes more important
than formal information sources such as the library or online databases.

3. A large number of criteria can affect the selection and use of information
sources. Research has found that many groups of users prefer sources that
are local or close at hand, which are not necessarily the best regarded. For
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these users, the perceived accessibility of an information source is more
important than its perceived quality.

(Choo and Auster 1993, pp. 284–85)

While the number of user studies continued to proliferate, there was a growing
unease about the lack of progress toward building up a core of theoretical knowl-
edge about information needs and uses. Generalization was thought to be difficult
because many studies were limited to groups of users with special information
requirements and on their interactions with specific information channels, sys-
tems, and tools. There were no agreed-upon definitions for the concepts of infor-
mation needs, information use, and other important variables. This lack of a
common framework made it difficult to compare and combine research findings,
so much so that many user studies existed as isolated case studies and collections
of empirical data which were peculiar to specialized and often small groups of
users. Several studies also had a strong system focus, concentrating on the
utilization and performance of selected information sources, information systems,
and communication channels—users’needs and use of information retrieved were
not examined in-depth.

User-Centered, Integrative Studies

Over the years, information needs and uses studies have progressively broadened
their research orientation and research focus. On the horizontal axis of research
orientation (Fig. 2.1), studies have moved from an orientation that is primarily
system-centered (in which information is objective, resides in a document or sys-
tem, and where the main issue is to how to get at this information) to an orienta-
tion that is also user-centered (in which information is subjective, resides in the
users’ minds, and is only useful when meaning has been created by the user). On
the vertical axis of research scope, research has shifted from concentrating on
particular information tasks or activities, such as literature searching, fact-finding,
or communications in a workgroup, to studies that go beyond the information-
seeking activity itself by trying also to understand something of the personal,
organizational, and social situation in which the information need arose and in
which the acquired information will be put to use.

These user-centered, integrative studies represent a relatively recent develop-
ment and are placed in the upper-right-hand quadrant of the map of Fig. 2.1. An
early call to examine information seeking from the point of view of the user (rather
than that of the document or the information system) was made by Belkin (1980).
People in problematic situations who are looking for information experience inad-
equacies in their state of knowledge—“inadequacies in a state of knowledge can
be of many sorts, such as gaps or lacks, uncertainty, or incoherence, whose only
common trait is a perceived ‘wrongness’” (Belkin 1980, p. 137). Belkin named
this condition an Anomalous State of Knowledge (ASK). The ASK hypothesis
implies that information seekers are often unable to specify their information
needs since they cannot readily express what they do not know or what is missing.
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Information retrieval systems that depend on users precisely specifying their in-
formation needs a priori are therefore unlikely to work well. Instead, the ASK hy-
pothesis suggests that the information system should be designed to assist users in
discovering and representing their knowledge of a problem situation, especially
the anomalies which prevent specification of need. Belkin and his colleagues used
a free-form interviewing technique that allowed users to describe problem situa-
tions with unstructured statements. The situation description was analyzed by
computer according to statistical word occurences and word associations in the
text. A graph network was then drawn that represented the user’s ASK. The same
statistical profiling is used to represent each document in the database. Finally,
the system applied different mechanisms to match the user’s ASK structure with
the word-association structures representing the documents in order to retrieve
documents that would be relevant to the problem situation (Belkin et al. 1982).

Tom Wilson of the Department of Information Studies at the University of
Sheffield (United Kingdom) is a strong advocate of a user-centered approach to
analyzing information needs and information-seeking behavior. Adopting a phe-
nomenological perspective, Wilson sees individuals as constantly constructing
their own social worlds from the world of appearances around them. Information
needs arise from these attempts to make sense of the world. Information seeking
is “almost always frustrated in some degree because of the division between the
meanings embedded in information systems and the highly personal meaning of
the information-seeker’s problem” (Wilson 1994, p. 32). He proposes a model in
which information needs arise out of a work setting and the roles the individual
plays in social life, including work roles. Personal needs may be physiological,
affective, or cognitive. Work roles and personal needs are influenced by the work
setting, which have sociocultural, politico-economic, and physical dimensions.
As a result, in order to properly study information needs,

our concern is with uncovering the facts of everyday life of the people being
investigated; by uncovering those facts we aim to understand the needs that exist
which press the individual towards information-seeking behavior; by better
understanding of those needs we are able better to understand what meaning
information has in the everyday life of people; and by all of the foregoing we
should have a better understanding of the use and be able to design more effective
information systems. (Wilson 1981, p. 11)

Wilson continues to develop his information-seeking model. Wilson (1997,
1999) is a recent synthesis, drawing significantly from research in health commu-
nication studies and consumer behavior. In this model (Fig. 2.2), information need
is the root cause of information-seeking behavior, and the person-in-context
remains the focus of analyzing information needs. As information needs can be
difficult to define, an alternative is to focus on psychological stress and coping as
an activating mechanism for information seeking. In the health information field,
stress and coping can lead to a cognitive state of attention or avoidance (orientation
or turning away from the threat), and to information behaviors of monitoring
(preferring high information inputs to reduce arousal and stress) or blunting
(preferring less information) (Krohne 1993; Miller and Mangan 1983). Whether
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the perception of an information need leads to information seeking depends on a
number of intervening variables that could act as inducements or impediments to
information-seeking behavior. These variables may be psychological (e.g., cogni-
tive and emotional need), demographic (age, sex), role-related or interpersonal,
environmental or situational (time available, national culture), and source charac-
teristics related (source accessibility and credibility). Another set of activating
mechanism can affect information seeking: risk/reward theory that weighs the fi-
nancial, psychological, and physical costs of undertaking a search for information;
and social learning theory, which embodies the concept of self-efficacy—the con-
viction that one can successfully execute the behavior required to produce the
desired outcome (Bandura 1977). Finally, four modes of information-seeking
behavior are identified: passive attention (such as listening to the radio); passive
search; active search; and ongoing search (Wilson 1997, 1999).

II. FRAMEWORK FOR ANALYZING
INFORMATION-SEEKING BEHAVIOR

The study of information-seeking behavior crosses many disciplines, including
cognitive psychology, communication studies, diffusion of innovation theory,
information economics, information retrieval, information systems, organization
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theory, and social anthropology. At the same time, this diversity presses for a
unifying perspective that would bring coherence to the bounty of research on
how humans seek and use information. While information often has a physical
manifestation such as a document or record, the context and meaning of the
information therein are created afresh each time it is taken up by a user. Infor-
mation is fabricated by individuals, who cut new cloth from the fabric of their
past experience and tailor the cloth according to the exigencies of the particu-
lar situation in which the information is to be used. A general model of infor-
mation use must consider the range of human experience that is information
seeking: the thoughts, feelings, actions, and social and physical setting in
which these interactions are played out. Our starting position is that the infor-
mation user is a sentient, cognitive actor; that information seeking and use is a
dynamic process extending over time and space; and that the context of infor-
mation use determines in what ways and to what extent the received informa-
tion is useful.

Following Wilson (1999), we adopt the term information-seeking behavior
to refer to the patterns of behavior that people display as they recognize infor-
mation needs, make choices about where and how to look for information, and
reflect or act on the information they see. Conceptually, information-seeking be-
havior consists of (1) information needs, (2) information seeking, and (3) infor-
mation use. In this chapter we are primarily interested in purposeful information-
seeking behavior, that is, the individual requires information in order to move
from the current state to a desired end state. Movement may be problematic
because the individual lacks the knowledge or means to do so. The individual
first becomes aware of or recognizes a problematic situation and perceives infor-
mation needs in terms of goals and values; important entities and their attributes,
relationships; facts that need to be established; and so on. Information seeking,
then, is the process where the individual looks for information in order to change
her state of knowledge. During information seeking, typical behaviors include
identifying and selecting sources; formulating a query, question, or topic;
extracting information; evaluating the information found; and extending, modi-
fying, or repeating the search. Information use is the selection of relevant mes-
sages from the information encountered during the search and the processing of
the information so that it leads to a change in the state of the individual’s knowl-
edge or capacity to act.

From an economic analysis of organizations, Huizing and Bouman (2002)
identify three generic information problems that can inhibit any process of infor-
mation seeking and exchange: “(1) the relevant questions have to be posed
unambiguously, (2) reliable information sources have to be found, and (3) the
information acquired has to be interpreted and translated to a unique social
practice” (p. 186). We may relate these generic problems to the recognition and
expression of information needs, information seeking, and information use.
Huizing and Bouman (2002) go on to analyze four structures that can reduce the
informational costs associated with these problems. In a market structure, an
organization allows information seeking and exchange to be determined by
information demand and supply forces. In an organized market, the focus is on

How We Come to Know: Understanding Information-Seeking Behavior 41



providing help to find reliable information sources (by, for example, creating
communities of practice). In an extended market, the organization guides infor-
mation asking by clarifying and specifying information needs (by, for example,
designing a search engine that verifies what the user means). Finally, in a firm
structure, the organization addresses all three information problems, including
the facilitation of information interpretation in order to promote information use
(by, for example, providing standardized best practices).

Saracevic (1997) proposes a stratified model of information retrieval that
identifies three levels on the user side of the interaction: the cognitive, affective,
and situational levels. The cognitive level refers to how people use cognitive
structures to interact with texts and their representations in information re-
sources. At this level, we are interested in relevance inferences, effects of or
changes in the state of knowledge, and other cognitive processes or results. The
affective level refers to users’ intentions as well as the beliefs, motivations, feel-
ings, desires, urgency, and so on that accompany intentionality. The situational
level concentrates on effects on tasks or problems at hand, changes in the prob-
lem, the use of information to resolve a problem, and the like. While Saracevic
(1997) was modeling the information retrieval interaction between user and
computer system, we suggest that the stratified approach may be extended to an-
alyze information-seeking behavior in general.

In the next section, we amplify the needs-seeking-use model by examining
the cognitive, affective, and situational dimensions of information behavior. Our
approach is shown in Figs. 2.3a and 2.3b. In the ensuing chapters of the book, we
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FIGURE 2.3a. Information-Seeking Cube (1): A Theoretical Framework of 
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will use this framework to analyze how people in organizations seek and use in-
formation.

III. COGNITIVE, AFFECTIVE, AND 
SITUATIONAL DIMENSIONS OF 

INFORMATION-SEEKING BEHAVIOR

Cognitive Dimensions of Information-Seeking
Behavior

In information science, an influential attempt to model information needs was the
concept of Anomalous States of Knowledge (ASK), introduced in Belkin (1980)
and Belkin et al. (1982). We discussed ASK earlier in this chapter, and here we
note its assumption that information behavior is mediated by cognitive states of
knowledge about users themselves and about the entities that the users are inter-
acting with, such as an information system or another person. Although problem
statements can be elicited from users to model their information needs, these in-
formation needs are not identified easily or precisely, and they change over time
as they are updated and compared to earlier states of knowledge.

Sense-Making Metaphor

Dervin (1983a, b, 1992, 2003) has been active in developing and applying a
sense-making metaphor to analyze how people perceive information needs as
cognitive gaps. In the sense-making metaphor, the person is moving through
space and time, taking steps through experiences (Dervin 1992). A new step is
taken in each new moment. Even though the step may be a repetition of past
action, it is a new step because it takes place at a new moment in space and
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time. Movement is accompanied by the person continually making sense of her
actions and the environment. For as long as the person is able to construct
meaning, movement ahead is possible. However, from time to time, movement
is blocked by a perceived discontinuity. The person is stopped in a situation
where movement forward is prevented by the perception of some kind of cog-
nitive gap. The person has run out of internal sense and needs to create new
sense. The person defines the nature of the gap and, based on this interpreta-
tion, selects tactics to bridge the cognitive gap. Finally, the person crosses the
cognitive bridge she has constructed in order to continue on the journey. The
essence of the sense-making approach is understanding how the individual
defines a gap situation and attempts to bridge the cognitive gap. Information
seeking and use is analyzed in terms of the triad situation → gap → use, ex-
emplified by these questions (Fig. 2.4): (1) What in your situation is stopping
you? What is missing in your situation? (2) What questions or confusions do
you have? (3) What kind of help do you hope to get? (Dervin and Clark 1987).
The results of field studies applying the sense-making approach show that gap-
defining and gap-bridging strategies account for individual information behav-
ior better than factors such as system characteristics, message content, or user
demographics.

More than 40 different sense-making studies have been conducted over
two decades in a number of institutions, such as the California State Library, Na-
tional Cancer Institute, and Ohio Department of Health, and within a range of
populations, including blood donors, cancer patients, college students, computer
software users, immigrants, and library users (Dervin and Nilan 1986; Dervin
1992, 2003). The principal research methodology is the micro-moment timeline
interview. Each respondent is asked to reconstruct a situation in terms of the
events and steps that make up the timeline development of the situation. The re-
spondent then describes each step in detail in terms of how the respondent saw
the situation, the gap, and the help wanted. A general finding of these studies is
this: The ways in which people perceive their cognitive gaps and the ways that
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FIGURE 2.4. The Sense-Making Metaphor (Adapted from Dervin and Frenette 2001)
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they want information to help are good predictors of their information-seeking
and -use behaviors. Better yet, the ways in which people perceive their cogni-
tive gaps and the ways in which they want information to help can be coded into
universal categories that are applicable across different groups of information
users:

Much of the quantitative work of sense-making studies, to date, has also focused
on developing generic categories to describe needs, barriers, and helps wanted—
categories which are universal in the sense that they pertain to gap-bridging and
gap-defining across situations while at the same time they capture important
aspects of particular situations. Across studies, these category schemes have
stabilized. (Dervin 1992, p. 75)

For example, a set of categories, labeled situation stops, has been developed
to describe the ways in which humans see their way ahead being blocked. These
situation-stop or gap-defining categories include the following (adapted from
Dervin 1992):

Decision stop:
where the human sees two or more roads ahead;

Barrier stop:
where the human sees one road ahead but something or someone stands on the
road blocking the way;

Spin-out stop:
where the human sees self as having no road;

Wash-out stop:
where the human sees self as on a road that suddenly disappears;

Problematic stop:
where the human sees self as being dragged down a road not of his or her own
choosing

Other situation categories:
that depend on how the human judges perceptual embeddedness (how foggy is the
road), situational embeddedness (how many intersections are on the road), and
social embeddedness (how many people are also traveling).

People who perceive themselves as being in these situation gaps will ask
questions in their attempts to bridge the gap. A second set of categories has been
developed to relate these gap-bridging questions to the timing and location of
events; understanding causes; projecting outcomes; and identifying characteris-
tics of self, others, events, and objects. Finally, to capture how people put the
information obtained to use, a third set of help categories has been developed:
creating ideas, finding directions or ways to move, acquiring skills, getting support
or confirmation, getting motivated, getting connected to others, calming down or
relaxing, getting pleasure or happiness, and reaching goals.

In summary, the sense-making metaphor analyzes information needs as gap
perceptions, information seeking as gap-bridging strategies, and information use
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as the help obtained in crossing the gap. Research applying the approach has
discovered general categories by which people perceive and bridge their cogni-
tive and information gaps and has found that the way the individual perceives a
gap is a good predictor of how the individual will go about bridging the gap and
wanting the information to help.

Cognitive Styles

An individual’s cognitive style and preferences influence the manner in which
information is sought, processed, and utilized. A number of methods and in-
struments have been developed to differentiate personality types as well as the
cognitive and information preferences that characterize each type. One of the
most widely used personality assessment instruments is the Myers-Briggs
Type Indicator (MBTI) classification, which is derived from the work of Carl
Jung (Bayne 1995). MBTI analyzes personality types based on four pairs of
traits, traits that also highlight differences in the ways that people seek and use
information:

Introversion versus Extraversion: Introverts draw mental energy from
themselves whereas extroverts draw energy from others.

Sensing versus “Intuiting”: Sensing types rely on information perceived
through their five senses. Intuitive types rely more on patterns, 
relationships, and hunches.

Thinking versus Feeling: Thinking types use information to make
logical decisions based on objective criteria. Feeling types depend
on personal values to decide between right and wrong.

Judging versus Perceiving: Judging types move quickly to closure by
making use of the available information. Perceiving types keep their
options open by taking their time to gather sufficient information.
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TABLE 2-1. Sense-making model (Dervin 1992).

Situation and information help categories

Situation Information help

• Decision stop • Creating ideas
• Barrier stop • Finding directions
• Spin-out stop • Acquiring skills
• Wash-out stop • Getting support
• Problematic stop • Getting motivated
• Perceptual embeddedness • Getting connected
• Situational embeddedness • Calming down
• Social embeddedness • Getting pleasure

• Reaching goals



These four pairs of attributes are combined to create a matrix of 16 person-
ality types. Each personality type is expected to display distinctive styles and
preferences when processing and using information, as summarized above.

Other cognitive style variables that have been examined include field
dependence and adaptation-innovation styles. Field-dependent individuals tend
to respond uncritically to environmental cues, whereas field-independent indi-
viduals orient themselves correctly in spite of environmental cues (Witkin and
Goodenough 1981). In Kirton’s adaptation-innovation theory (Kirton 1989),
adaptors support existing frames of reference and attempt to improve an existing
system, while innovators are more prepared to challenge existing paradigms and
try to reconstruct the system. When innovators select and use information, they
are more likely than adaptors to explore new elements and generate new mental
models.

Affective Dimensions of Information-Seeking Behavior

Cognitive needs are draped in affective responses so that they are as much felt as
they are thought about. Recent research in neurobiology shows that emotions
play a crucial role during information seeking and processing by directing atten-
tion to potentially important new or confirmatory information, and by marking
out options that, based on past experience, could be dangerous or favorable
(Damasio 1999; LeDoux 1996). Information-use studies recognize that informa-
tion needs are both affective and cognitive in origin, so that emotional responses
often regulate information seeking by channeling attention, pointing out doubt
and uncertainty, indicating likes and dislikes, and motivating effort.

Uncertainty in Information Seeking. In information science, Kuhlthau has
done important work on the role of affect in information-seeking behavior. Her
studies of the information-seeking behaviors of library users and college students
found common patterns in the users’ experience as they search and use informa-
tion (Kuhlthau 1991, 1993a, 1993b, 2004). She postulates that the information
search process is composed of six stages: initiation, selection, exploration, for-
mulation, collection, and presentation (Fig. 2.5). Each stage in the search process
is characterized by the user’s behavior in three realms of experience: the affec-
tive (feelings experienced), the cognitive (personal knowledge, thoughts relating
to tasks, and content of encountered information), and the physical (actions
taken). During initiation, the user first recognizes a need for more information.
Feelings of uncertainty and apprehension are common. Thoughts center on con-
templating the problem and relating it to past experience. Actions involve dis-
cussing possible topics and approaches with others. During selection, the user
identifies the general area or topic to be investigated. Feelings of uncertainty are
replaced by optimism and a readiness to search. Thoughts are on choosing a topic
most likely to “succeed” and best able to satisfy the criteria of personal interest,
information available, and time allocated. Actions involve seeking background
information on the general topic area. During exploration, the user expands
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personal understanding of the general area. Feelings of confusion and doubt may
increase. Thoughts are on becoming sufficiently informed and oriented in order to
formulate a focus or a personal point of view. The fourth stage of formulation is the
turning point of the process in which the user establishes a focus or perspective on
the problem that can guide searching. Feelings of uncertainty fall as confidence
rises. Thoughts become clearer and more directed. During collection, the user in-
teracts with information systems and services to gather information. Confidence
increases and interest in the project deepens. With a clear sense of direction, the
user is able to specify and look for particular, relevant information. In the final stage
of presentation, the user completes the search and resolves the problem. There is a
sense of relief, accompanied by satisfaction if the search is thought to have gone
well or disappointment otherwise. Thoughts are on closing the search with a per-
sonal understanding of the issues investigated. Kuhlthau’s extended field work on
college students and library users found that the participants’feelings and thoughts
matched those predicted by the model. However, at the task or action level, most
participants began to gather information before they had explored background or
developed a focus or perspective. In most stages of the search process, the domi-
nant activities were information gathering and attempting to complete the search.

Central to Kuhlthau’s model of the information search process is the notion
that uncertainty—experienced both as a cognitive state and an affective response—
rises and fall as the search process progresses. Kuhlthau states this formally as a
“principle of uncertainty for information seeking”:

Uncertainty is a cognitive state that commonly causes affective symptoms of
anxiety and lack of confidence. Uncertainty and anxiety can be expected in the
early stages of the information search process. The affective symptoms of
uncertainty, confusion, and frustration are associated with vague, unclear thoughts
about a topic or question. As knowledge states shift to more clearly focused
thoughts, a parallel shift occurs in feelings of increased confidence. Uncertainty
due to a lack of understanding, a gap in meaning, or a limited construction initiates
the process of information seeking. (Kuhlthau 2004, p. 92)
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FIGURE 2.5. Information Search Process (Adapted from Kuhlthau 2004, Fig. 5.1, p. 82)
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The implications of the uncertainty principle are elaborated in a set of six corol-
laries (Kuhlthau 1993a, b). (1) Information search is a process of constructing
understanding and meaning. The user constructs meaning from the information
encountered, and in doing so, moves from uncertainty and vagueness to confi-
dence and clarity as the search progresses. (2) The formulation of a focus, guid-
ing idea, or point of view is the pivotal point in the search process. Formulation
is an act of thoughtful reflection, the result of relating and interpreting the infor-
mation encountered in order to select a defined area to concentrate searching on.
Unfortunately, many users bypass the formulation activity altogether, beginning
to gather information without first forming a sufficiently clear focus. (3) Infor-
mation encountered may be redundant or unique. Redundant information fits
into what the user already knows or believes in and is readily recognized to be
relevant or not. Unique information is new and extends knowledge, but it may
not match the user’s constructs, requiring reconstruction. Too much redundant
information leads to boredom, while too much unique information causes anxi-
ety. (4) The range of possibilities pursued in a search is influenced by the user’s
mood or attitude toward the search task. A user in an invitational mood would
tend to take more expansive, exploratory actions, while a user in an indicative
mood prefers conclusive actions that lead to closure (Kelly 1963). Computer-
based information systems assume an indicative mood, and therefore try to pro-
vide information with speed and specificity. In reality, a user’s mood changes
during the search process, from perhaps an invitational, exploratory mood in
early stages to a more indicative mood as the search progresses. (5) The search
process is a series of unique, personal choices based on the user’s predictions or
expectations about what sources, information, and strategies will be effective or
expedient. Thus, users make predictions or develop expectations about the
sources used or not used, the sequence of source use, and the information
selected from the sources as relevant or irrelevant. Relevance is not absolute nor
constant but varies considerably from individual to individual. (6) The user’s in-
terest and motivation levels grow as the search progresses. Interest is higher in
later stages when the user has defined a search focus and has enough under-
standing of the topic to become intellectually engaged. Interest may also be en-
hanced by introducing the notion of fun and play, but most information systems
ignore this need.

In summary, the cognitive gap or uncertainty that drives the information
search process is accompanied by distinct emotional states. In the early stages of
information search, uncertainty or lack of understanding causes affective symp-
toms of anxiety, confusion, frustration, and doubt. As the information search pro-
gresses, feelings shift toward increased confidence and satisfaction if the search
has been successful. These affective states motivate and direct the individual’s
information-processing and information-use experience. Affective responses in-
fluence, and are influenced by, the user’s ability to construct meaning, focus the
search, balance redundant and unique information, manage moods and expecta-
tions, and deepen personal interest in the search.
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Stress in Information Seeking. Wilson (1997) suggests that uncertainty and
its affective symptoms constitute a state of stress that the individual must cope
with. For example, research in health information seeking has contrasted
“monitors,” who prefer high levels of information input to cope with a stressful
event and suffer less psychological arousal when they have the information, with
“blunters,” who prefer less information and suffer greater arousal when they re-
ceive a high information input (Miller and Mangan 1983). Wilson also examines
the relationship between information needs and coping by applying Krohne’s
(1989) model of coping. When an individual’s intolerance of uncertainty is high
but the intolerance of arousal is low, the individual copes through “constant mon-
itoring.” On the other hand, when both uncertainty intolerance and arousal intol-
erance are high, the individual engages in “fluctuating coping.”

Drawing from social learning theory, Wilson (1997) suggests that the con-
struct of self-efficacy or sense of personal mastery (Bandura 1977) may influ-
ence information seeking. Thus, Bandura postulates that an individual’s belief or
feeling about his or her own effectiveness would affect whether the individual
even tries to cope with situation. Wilson reasons that since a strong feeling of
self-efficacy or personal mastery about using a source would lead to a more ex-
tended and intensive use of that source, doubt about one’s capacity to use a
source properly would lead to that source not being used, even if the source
might be perceived to contain relevant information.

Self-Maintenance. Here, self-maintenance refers to the tendency for people
and groups to maintain self-image and self-identity. People are more likely to use
information that confirms or supports their existing cognitive structures. They
use information selectively to avoid conflict or regret; to maintain self-image;
and to enhance status or reputation. At the affective level, we may expect that
when people process information, they avoid using information that will arouse
strong, negative emotions in others or in themselves. When they confront infor-
mation that contradicts their existing beliefs and assumptions, they experience a
sense of conflict or tension. People reduce or relieve this cognitive dissonance
(Festinger 1957) by one of several defensive maneuvers, such as avoiding the
new information, rejecting its validity, explaining away the differences, recon-
structing new cognitive structures, and so on.

Argyris (1994) explains how in the name of maintaining “morale” and “con-
siderateness,” people in organizations often censor and control their use of infor-
mation. When facing problems presenting potential threat or embarrassment,
they often reason and behave defensively. Argyris argues that this form of defen-
sive reasoning serves no purpose except self-protection, although the people who
use it rarely acknowledge that they are protecting themselves. Instead they be-
lieve they are protecting the group, the department, the organization, all for the
sake of being positive.

Argyris (1994) describes a company that applied Total Quality Management
(TQM) techniques to help its 40 supervisors identify nine areas for improvement.
Much to the satisfaction of management, the resulting initiative met its goals one
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month early and saved more money than was anticipated. In conversations with
the supervisors, Argyris was told several times how easy it had been to identify
the nine areas since the supervisors had known where the worst inefficiencies
were for the past three to five years. Although they had the information for many
years, the supervisors never acted on it. When asked why, they cited the blind-
ness of management, rivalry between departments, and a corporate culture that
avoided getting others into trouble for the sake of correcting problems. The re-
sponsibility for fixing the problem areas and the blame for not doing so always
lay elsewhere. Argyris observes that although the supervisors believed they were
using the rigorous methods of TQM, their actual information practices were
driven more by affective, defensive routines. Thus, they gathered data selectively,
postulated only nonthreatening causes, and tested explanations in self-serving
ways. Argyris suggests that people learn this procedure over time, supported by
affective norms such as being “caring” and “thoughtful.”

The underlying reason for such behavior is psychological and has to do with
the mental and affective strategies that people learn early in life for dealing with
emotional or threatening issues. In stressful situations, people depart from their
espoused theory of action based on rational principles and commitments and in-
stead behave according to a theory-in-use that is quite different. While espoused
theories vary widely, most theories-in-use have the same four governing values,

All of us design our behavior in order to remain in unilateral control, to maximize
winning and minimize losing, to suppress negative feelings, and to be as rational
as possible, by which we mean laying out clear-cut goals and then evaluating our
own behavior on the basis of whether or not we’ve achieved them. The purpose of
this strategy is to avoid vulnerability, risk, embarrassment, and the appearance of
incompetence. (Argyris 1994, p. 87)

Situational Dimensions of Information-Seeking
Behavior

In this section, we highlight three major situational dimensions that can affect
information-seeking behaviors significantly: task complexity, situational com-
plexity, and information-use environment.

Task Complexity. We may expect the complexity of the task or the uncertainty
of the task environment to influence information seeking. A complex task consist-
ing of numerous interdependent task elements that can behave and interact unpre-
dictably may require more information gathering and processing. Similarly, a task
environment marked by volatility and turbulence may induce greater information
scanning. Task complexity depends on the knowledge, tools, and techniques that
are used to transform inputs into organizational outputs. Perrow (1967) describes
how this task technology is defined by two underlying task characteristics: task
variety and task analyzability. Task variety is the frequency of unexpected and
novel events that occur in the conversion process. Task analyzability is the extent
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to which the conversion process is analyzable and can be controlled by set proce-
dures or standard practices. Thus, in organizations that apply technology with
high task variety and where the task is not analyzable, large amounts of informa-
tion are used to handle exceptions and rich information media are used to resolve
unanalyzable issues.

In a comprehensive review of task complexity, Campbell (1988) identifies
four fundamental attributes of complex tasks. These include the presence of (1)
multiple potential paths to arrive at a desired end state, (2) multiple desired end
states to be attained, (3) conflicting interdependence among paths to multiple
desired outcomes, and (4) uncertain or probabilistic links among paths and
outcomes. Using these attributes, Campbell classifies tasks into five types:

1. simple tasks: single desired outcome, a single solution scheme, no con-
flicting interdependence or uncertainty;

2. decision tasks: crafting a solution that best satisfies multiple and poten-
tially conflicting outcomes; each desired outcome involves a separate
information processing stream;

3. judgment tasks: emphasis on resolving conflict and uncertainty in infor-
mation associated with the task;

4. problem tasks: finding the best solution scheme from among multiple
possible schemes, which satisfies a single, well-defined desired outcome;
group members have to be able to configure the problem in various ways
in order to achieve the best outcome;

5. fuzzy tasks: have very little focus, and members expend most of their
effort on understanding and structuring the problem; information load,
diversity, conflict, and uncertainty are all part of fuzzy tasks.

Vakkari (1998) analyzes a set of studies on the effects of task complexity on
information source use. He finds a similarity in the conceptualization of task
complexity along the dimensions of the degree of predeterminability of informa-
tion requirements, procedures, and outcomes of a task. The studies indicate that as
the task becomes more complex, a greater number of sources are used, and a
greater quantity of information is processed subsequently. The use of both personal
and documentary external sources increases with task complexity. Moreover, a
study by Bystrom and Jarvelin (1995) found that increasing task complexity led to
the use of more general-purpose sources, with a reduced share of problem- and
fact-oriented sources.

Situational Complexity. We may expect information needs to be shaped by the
complexity of the situation in which the information is to be utilized. Situational
complexity increases when many actors and entities are involved, and when
these agents interconnect and interact in complicated and unpredictable ways.
A specific instance of situational complexity is perceived environmental uncer-
tainty, a variable that represents the external environment’s perceived complexity
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andchangeability.Theexternalenvironmentmaybedividedintosectors, suchas the
customer, competition, technological, regulatory, economic, and sociocultural sec-
tors (Choo and Auster 1993). Perceived environmental uncertainty is conceptual-
ized as lack of information about environmental factors; lack of knowledge about
the outcome of an action; and inability to assess how environmental factors affect
success or failure (Duncan 1972). Empirical studies found that information scan-
ning increases with perceived environmental uncertainty, and that the scanning
tends to be focused on market-related sectors, with information on customers, sup-
pliers, and competitors appearing to be the most important (see, for example,
Ghoshal1988;LesterandWaters1989;Choo1993;Olsen,Murthy,andTeare1994).

Information-Use Environment. Information behavior may be defined as the
sum of activities through which information becomes useful (Taylor 1991). The
usefulness or value of information is based not only on subject matter or how
well the information content matches a query or topic, but also on the require-
ments, norms, and expectations that are contingent upon the user’s work and or-
ganizational contexts. These contexts are what Taylor calls information-use
environments (IUEs), which consist of “those elements that (a) affect the flow
and use of information messages into, within, and out of any definable entity; and
(b) determine the criteria by which the value of information messages will be
judged” (Taylor 1986, p. 24). The elements of the information-use environment
may be grouped into four categories: sets of people, problem dimensions, work
settings, and problem resolution assumptions (Taylor 1991).

Sets of people share assumptions and attitudes about the nature of their
work that act on their information behaviors. These assumptions may be learned
formally through education or professional training or assimilated informally
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TABLE 2-2. Information-use environments (Taylor 1991).

Sets of people Typical problems Work settings Problem resolution

1. The professions
2. The entrepreneurs
3. Special interest

groups
4. Special

socioeconomic
groups

• Problems are
dynamic

• Discrete classes
of problems are
created by
requirements of
profession,
occupation, social
condition, etc.

• Problem
dimensions
determine the
criteria for judging
the value of
information

• Organization
structure and style

• Domain of interest
• Access to

information
• History,

experience

• Assumptions
about what
constitutes the
resolution of a
problem

• Classes of
information use

• Traits of
information
anticipated to
resolve problem



through, for example, membership and participation in a group. Taylor identifies
four sets of people based on patterns of information behavior (Taylor 1991,
p. 222): the professions (engineers, lawyers, social workers, scientists, teachers,
managers, physicians, etc.); entrepreneurs (farmers, small businesspeople, etc.);
special-interest groups (consumers, citizen groups, hobbyists, political action groups,
ethnic cultural groups, etc.); and special socioeconomic groups (information-
poor, the disabled, minorities, the elderly, etc.). Demographic and nondemo-
graphic characteristics help describe these sets of people. (Taylor was initially
most interested in testing his framework by examining the professionals and
entrepreneurs.) From the wide range of demographic variables that might be ap-
plicable, education appears to be the most significant. Among the nondemo-
graphic characteristics, the more important appear to be preferences for channels
and media; use of social networks; and attitudes toward new technology, educa-
tion, risk taking, and innovation. Scientists and engineers, for example, make
heavy use of print media such as journals and books, whereas managers prefer
face-to-face meetings or telephone conversations. Doctors tend to rely on their
social networks of colleagues for information on the efficacy of new drugs. As
for attitudes toward information and innovation, scholars and policy makers may
value background and context, while teachers and engineers may favor specific
information addressing practical concerns.

Problem dimensions are the characteristics of the typical problems that a set of
people are concerned with. Taylor asserts that “each of the definable IUEs has a
discrete class of problems, spawned by its particular setting and by the exigencies
of its profession, occupation, or life style” (Taylor 1991, p. 225). Problems change
over time as new information is received and people alter their perceptions. Prob-
lems act as surrogates of the information-use environment, and because they en-
capsulate enough of the more salient demands of the use environment, defining
problem dimensions enable information needs to be inferred in a more systematic
way (MacMullin and Taylor 1984). MacMullin and Taylor identify eleven prob-
lem dimensions that define information need and serve as criteria by which the
relevance of information to a problem will be judged. These dimensions position
problems as lying on a continuum between each of the following pairs:

Design Discovery
Well-structured Ill-structured
Simple Complex
“Goals are specific” “Goals are amorphous”
“Initial state understood” “Initial state not understood”
“Assumptions agreed upon” “Assumptions not agreed upon”
“Assumptions explicit” “Assumptions not explicit”
“Familiar pattern” “New pattern”
“Magnitude of risk not great” “Magnitude of risk great”
“Susceptible to empirical “Not susceptible to empirical 

analysis” analysis”
“Internal imposition” “External imposition”
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Collectively, these dimensions provide a detailed representation of the
information-use environment surrounding problem situations and suggest ways
of elaborating information needs that include both subject-related needs and
situation-related demands.

Work settings are the social and physical attributes of the organization or unit
that a set of people work in—attributes that influence attitudes toward informa-
tion, the types and structures of information required, and the flow and availabil-
ity of information. The style and culture of the organization, including its goals
and reward and recognition systems, help mold members’ perceptions about the
role and value of information. The content of the work to be performed, whether
it be designing a skyscraper or decoding a software program, will set its own in-
formation demands peculiar to the domain. Work setting features such as organi-
zational hierarchy and the location of information sources can affect the flow and
availability of information. Perceived accessibility of a source is an important
variable governing the decision whether to use the source. Accessibility is a
function of source proximity, physical effort required, as well as the psychologi-
cal cost of using the source. An organization that has specialized in a particular
area for many years may become set in its ways and may tend to attenuate the
effect of new information. Confident in its history and experience, such an orga-
nization may absorb large amounts of information without conceiving the need
to rethink its behavior.

Problem resolution assumptions are the perceptions shared by a set of people
about what constitutes the resolution of their typical problems. These assumptions
guide information seeking and use in several ways. They provide a frame of refer-
ence to view and structure problems; and they create expectations about the traits
of information required to resolve the problem. For Taylor, the ways in which peo-
ple view their problems and what they anticipate as resolution constitute a built-in
although unconscious means of controlling the amount of information used. Thus,
people’s perceptions and anticipations indirectly control the breadth and depth of
their information search—including the time and effort to spend on searching,
where to search, how information encountered is to be filtered, and how much and
what kinds of information are required. Managers, for example, do not attempt
comprehensive searches or look for optimal solutions. Instead, they search for in-
formation locally using familiar sources, often seeking solutions in the vicinity of
the problems. Problems are considered resolved when a good-enough solution has
been found, that is, a manager “satisfices” as she “looks for a course of action that
is satisfactory or ‘good enough’” (Simon 1976, p. xxix).

In summary, the information-use environment consists of sets of people who
share assumptions about the nature of their work and the role of information in
it; whose work is concerned with problems characterized by dimensions that are
applied to judge the usefulness of information; whose work settings influence
their attitudes toward information as well as the availability and value of infor-
mation; and whose perceptions about problem resolution regulate the intensity of
their information search and their expectations about the kinds of information
they need. Taylor suggests that the information-use environment “can become a
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generalizable model, a fruitful means for organizing, describing, and predicting
the information behavior of any given population in a variety of contexts” (Taylor
1991, p. 251).

Normative Information Behavior

A broader and important view of the social context of information seeking is
developed by Chatman (1991, 1992, 1996, 1999). Drawing upon her significant
body of work studying the information behaviors of the working poor, elderly
women, prison inmates, and others, Chatman (2000) creates a theory of norma-
tive behavior to describe and analyze information behaviors:

Normative behaviour is that behaviour which is viewed by inhabitants of a social
world as most appropriate for that particular context. Essentially driven by mores
and norms, normative behaviour provides a predictable, routine, and manageable
approach to everyday reality. Aspects of interest are those things which serve to
legitimize and justify values, which embody social existence. (Chatman 2000, p. 13)

Although her analysis is framed in terms of the specific social worlds of her
study participants, we feel that many of her arguments are generalizable to the
social worlds that are constituted by individual organizational units. Chatman’s
theory is built on four concepts: social norms, worldview, social types, and in-
formation behavior. Social norms create standards to judge “rightness” or
“wrongness” in social appearances. Norms give people a way to gauge what is
“normal” in a specific context and at a specific time—they point the way to ac-
ceptable standards and codes of behavior. Worldview is a collective perception
by members of a social world regarding those things which are deemed impor-
tant and unimportant. Worldview provides a collective approach to assess the
importance of information. Social types are “the absolute definitions given to
members of a social world.” They classify persons, and in doing so, “members of
a small world have sensible clues to the ways in which to behave, converse, and
share information” (p. 12). The theory consists of five propositional statements:

1. Social norms are standards with which members of a social world com-
ply in order to exhibit desirable expressions of public behavior.

2. Members choose compliance because it allows for a way by which to
affirm what is normative for this context at this time.

3. Worldview is shaped by the normative values that influence how members
think about the ways of the world. It is a collective, taken-for-granted
attitude that sensitizes members to be responsive to certain events and to
ignore others.

4. Everyday reality contains a belief that members of a social world do
retain attention or interest sufficient enough to influence behavior. The
process of placing persons in ideal categories of lesser or greater quality
can thought of as social typification.
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5. Human information behavior is a construct in which to approach every-
day reality and its effect on actions to gain or avoid the possession of
information. The choice to decide the appropriate course of action is driven
by what members’beliefs are necessary to support a normative way of life.

(Chatman 2000, p. 14)

In commenting on Chatman’s model, Pettigrew, Fidel, and Bruce (2001)
note that

Within this framework, individuals strive to represent a positive social type that
shares the collective worldview and respects the social norms upheld by other
members of the social world. One’s efforts at creating and maintaining this social
type will affect whether and how one engages in information seeking. If a situation
requires information behavior that is inconsistent with the established worldview
or contradicts the social type one has established, then the individual is likely
either to avoid or to disengage in information seeking or to move to another social
world where he or she can engage in the behavior more freely. (pp. 56–57)

IV. INFORMATION-SEEKING BEHAVIOR:
INFORMATION NEEDS, SEEKING, AND USE

Having looked at the cognitive, affective, and situational dimensions of
information-seeking behavior, we now examine the activities that comprise
information seeking itself. Conceptually, information seeking consists of three
activities: the recognition of information needs, looking for information, and the
use of information. In practice, these stages tend to overlap, so that each activity
itself is a microcosm of one or more of the other activities. For example, the
clarification of information needs itself requires information seeking and use,
the gathering of information switches between sources and strategies as new
information is processed, and so on. Nevertheless, a conceptual partitioning into
these activities facilitates analysis of the structure and dynamics of information-
seeking behavior.

Information Needs

Information needs are often analyzed in terms of a person’s cognitive needs—
gaps or deficiencies in the state of mental knowledge or understanding that may
be represented by questions or topics that could be posed to an information sys-
tem or source. Satisfying the cognitive need then involves retrieving information
whose subject matter matches that of the inquiry. However, because information
is sought and used in social situations, information often has to satisfy not just
cognitive needs, but also affective or emotional needs (Wilson 1994). While the
performance of organizational tasks, including planning and decision making,
are the main generators of cognitive needs, “the nature of the organization, cou-
pled with the individual’s personality structure, will create affective needs such as
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the need for achievement, for self-expression and self-actualization. . . . In such
a wider view the individual would be perceived not merely as driven to seek in-
formation for cognitive ends, but as living and working in social settings which
create their own motivations to seek information to help satisfy largely affective
needs” (Wilson 1981, pp. 9, 10). Furthermore, information needs do not emerge
fully formed but grow and evolve over time. Initially, the individual may experi-
ence a vague sense of unease about some general concern or inadequacy in her
knowledge. She may or may not embark on information gathering at this point,
but she is likely to be sensitive to information encountered about that issue.
Gradually she forms an assessment about the importance of that concern and is
able to articulate the information gaps that have to be filled in order to develop
understanding or enable action. Awareness of an information need does not al-
ways lead to search—the individual may decide to accept or suppress the prob-
lem. Acceptance or suppression is influenced by the individual’s perception of
the importance or appropriateness of the problem, her knowledge of the domain,
and her assessment of the cost and effort of doing the search (Marchionini 1995).
With acceptance, the individual then attempts to understand and define the prob-
lem by limiting its boundaries, labeling key concepts and entities, and anticipat-
ing what form and format of information is required. By developing a focus and
an anticipation of how the information is to be helpful, the person is well prepared
to commence information seeking.

In a classic paper, Taylor (1968) suggests that human beings experience four
levels of information needs: visceral need, conscious need, formalized need, and
compromised need. At the visceral level, the person experiences a vague sense of
dissatisfaction, a gap in knowledge or understanding that is often inexpressible
in linguistic terms. The visceral need may become more concrete and pressing
as more information is encountered and its importance grows. When this occurs,
the visceral need enters the conscious level, where the person develops a mental
description of the area of indecision. Such a mental description is likely to be
in the form of rambling statements or a narrative that reflect the ambiguity that
the person still experiences at this level. To develop a focus, the person may con-
sult with colleagues and friends, and when ambiguity is sufficiently reduced, the
conscious need moves to the formalized level. At the formalized level, the in-
quirer is able to construct a qualified, rational statement of the information need,
expressed for example in the form of a question or topic. Here the formal state-
ment is made without the user necessarily having to consider what sources or
information are available. When the user interacts with an information source or
system, either directly or through an intermediary, she may recast the question in
anticipation of what the source or system knows or is able to deliver. The for-
malized question is thus modified or rephrased in a form that could be under-
stood or processed by the information system. In this sense the question finally
presented represents the information need at the compromised level. Taylor’s
conceptualization of levels of information need is supported and reinforced in
the literature of library and information science, especially in the area of the
reference interview (Markey 1981).
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If information needs exist at multiple levels, then satisfying information
needs goes beyond just finding information that matches the apparent subject
matter expressed in the individual’s questions or topic descriptions. A statement
of need at the compromised or formalized levels does not retain the nuance and
innuendo that give color and complexion to a bald statement of a question. The
better that the information found is able to connect with these conscious and
visceral needs, the more the individual will feel that the information is pertinent,
meaningful, or resonant in a personal way.

Fig. 2.6 highlights some of the major cognitive, affective, and situational
factors that shape the perception and experiencing of information needs.

We have seen how information needs have been modeled as cognitive gaps:
specifically as anomalous states of knowledge (Belkin 1980) and as sense-making
gaps (Dervin 1992). Belkin’s (1980) treatment of information need as an “anom-
alous state of knowledge” is analogous to Taylor’s representation of information
need as visceral and conscious. In both cases, the individual is unable to readily
express her information needs since she cannot specify what she does not yet
know or what is presently missing. To analyze information needs cognitively,
Dervin (1992) uses the metaphor of a person making a journey through life being
stopped in gap situations when the ability to make sense has run out. The way
that a person perceives the gap is a good predictor of information-seeking and
-use behaviors. From a large number of field studies, Dervin is able to identify
a number of generic information gaps that people experience. These gaps include
decision stops (e.g., when a person faces two or more roads ahead), barrier stops
(e.g., when there is one road ahead but the way is blocked), and spin-out stops
(e.g., when there is no road ahead). People who perceive themselves as being in
these situation gaps will seek information to bridge the gap.

In terms of emotional states, the lack of information and the inability to
make sense of or move forward in a situation creates a state of uncertainty.
Kuhlthau (1993a, b) found that uncertainty causes a number of affective symp-
toms, including anxiety, apprehension, confusion, frustration, and lack of confi-
dence. Affective responses influence, and are influenced by, the individual’s
ability to construct meaning, focus information needs, manage moods and
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expectations, and deepen personal interest in the search. Her “uncertainty princi-
ple of information seeking” predicts that feelings of uncertainty and confusion
would dominate in early stages of search due to ambiguities in the information
need, and that confidence increases as the search progresses. For Kuhlthau, feel-
ings of uncertainty begin to ebb when the individual is able to formulate a focus
or theme around which information seeking can then take place. Wilson (1997)
suggests that uncertainty and its affective symptoms can constitute a state of
stress. Individuals cope with the stress in a variety of ways. For example, some
prefer large amounts of information and suffer less stress when they have the in-
formation, while others prefer less information and suffer greater arousal when
they receive too much information.

As for situational demands, people experience information needs as they are
engrossed in specific problem contexts. Such contexts are composed of a large
number of elements that relate not just to subject matter but also to situational
characteristics. For example, the degree to which the situation is new or famil-
iar, simple or complex, and the extent to which participants agree or disagree on
assumptions, goals, and options are all likely to influence the nature and inten-
sity of the information need (MacMullin and Taylor 1984). Well-structured
problems would require formal, quantitative data, while ill-structured problems
need information on how to interpret or proceed. Problems with specific goals
would require information that operationalizes or measures the goals, while
problems with amorphous goals would first need information to clarify prefer-
ences and directions. Problem dimensions therefore elaborate information
needs and form the criteria by which individuals assess the relevance and value
of information.

Information Seeking

Ellis (1989a, b) and Ellis, Cox, and Hall (1993) derive a general behavioral model
of information seeking from an analysis of the information-seeking patterns of
social scientists, research physicists, and chemists. Their model identified eight
generic characteristics that were sufficient to categorize the information-seeking
behaviors they observed:

1. Starting: activities characteristic of the initial search for information.

2. Chaining: following chains of citations or other forms of referential con-
nection between material.

3. Browsing: semidirected searching in an area of potential interest.

4. Differentiating: using differences between sources as a filter on the nature
and quality of the material examined.

5. Monitoring: maintaining awareness of developments in a field through
the monitoring of particular sources.

6. Extracting: systematically working through a particular source to identify
material of interest.
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7. Verifying: activities associated with checking the accuracy of information.

8. Ending: activities characteristic of information seeking at the end of a topic
or a project, for example, during the preparation of papers for publication.

(Ellis 1989b, p. 238; Ellis et al. 1993, p. 359)

We examine each characteristic in greater detail below, amplifying the dis-
cussion with related research. Starting comprises those activities that form the
initial search for information—identifying sources of interest that could serve as
starting points of the search. Identified sources often include familiar sources that
have been used before as well as less familiar sources that are expected to pro-
vide relevant information. The likelihood of a source being selected depends on
the perceived accessibility of the source, as well as the perceived quality of the
information from that source. Perceived accessibility, which is the amount of
effort and time needed to make contact with and use a source, has been found to
be a strong predictor of source use for many groups of information users (such as
engineers and scientists [Allen 1977]). However, in situations when ambiguity is
high and when information reliability is especially important, less accessible
sources of perceived high quality may be consulted as well (see for example the
environment scanning behavior of chief executives in Choo [1994]). While
searching the initial sources, these sources are likely to point to, suggest, or
recommend additional sources or references. Following up on these new leads
from an initial source is the activity of chaining. Chaining can be backward or
forward. Backward chaining takes place when pointers or references from an ini-
tial source are followed and is a well-established routine of information seeking
among scientists and researchers. In the reverse direction, forward chaining iden-
tifies and follows up on other sources that refer to an initial source or document.
Although it can be an effective way of broadening a search, forward chaining is
much less commonly used, probably because people are unaware of it or because
the required bibliographical tools are unavailable.

Browsing is the activity of semidirected search in areas of potential interest.
The individual often simplifies browsing by looking through tables of contents,
lists of titles, subject headings, names of organizations or persons, abstracts and
summaries, and so on. Browsing takes place in many situations in which related
information has been grouped together according to subject affinity, as when the
user views displays at a conference or exhibition or scans periodicals or books
along the shelves of a bookshop or library. Chang and Rice (1993) define brows-
ing as “the process of exposing oneself to a resource space by scanning its con-
tent (objects or representations) and/or structure, possibly resulting in awareness
of unexpected or new content or paths in that resource space” (p. 258). They
regard browsing as a “rich and fundamental human information behavior” that
could lead to outcomes such as serendipitous findings, modification of informa-
tion needs, learning, enjoyment, and so on. During differentiating, the individual
filters and selects from among the sources scanned by noticing differences
between the nature and quality of the information offered. For example, social
scientists were found to prioritize sources and types of sources according to three
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main criteria: by substantive topic; by approach or perspective; and by level,
quality, or type of treatment (Ellis 1989a, b). The differentiation process is likely
to depend on the individual’s prior or initial experiences with the sources, word-
of-mouth recommendations from personal contacts, or reviews in published
sources. Taylor (1986) points out that for information to be relevant and conse-
quential, it should address not only the subject matter of the problem but also the
particular circumstances that affect the resolution of that problem. He identifies
six categories of criteria by which individuals select and differentiate between
sources: ease of use, noise reduction, quality, adaptability, time savings, and cost
savings.

Monitoring is the activity of keeping abreast of developments in an area by
regularly following particular sources. The individual monitors by concentrat-
ing on a small number of what are perceived to be core sources. Core sources
vary between professional groups but usually include both key personal con-
tacts and publications. For example, social scientists and physicists were found
to track developments through core journals, online search updates, newspa-
pers, conferences, magazines, books, catalogs, and so on (Ellis et al. 1993). Ex-
tracting is the activity of systematically working through a particular source or
sources in order to identify material of interest. As a form of retrospective
searching, extracting may be achieved by directly consulting the source or by
indirectly looking through bibliographies, indexes, or online databases. Retro-
spective searching tends to be labor intensive and is more likely when there is a
need for comprehensive or historical information on a topic. For some groups or
in some situations, the accuracy of the information is critical and requires the
activity of verifying for correctness or absence of obvious errors. Ellis et al.
found that the majority of the chemists they studied attempted to verify all their
information, especially sources perceived to be unreliable (Ellis et al. 1993). Fi-
nally, Ellis et al. observed that a small number of the chemists performed the
bulk of their searching at the end rather than the beginning of a project. Thus,
some would return to the literature again at the writing-up stage when they
needed to relate their findings to other published work. This is the activity of
ending.

Although the Ellis model is based on studies of academicians and researchers,
susbsets of the categories of information-seeking behaviors may be applicable
to other groups of users as well. For example, Sutton’s (1994) analysis of the
information-seeking behavior of attorneys noted that the three stages of legal
research he identified (base-level modeling, context sensitive exploration, and
disambiguating the space) could be mapped into Ellis’s categories of starting,
chaining, and differentiating. The identification of categories of information-
seeking behavior also suggests that information retrieval systems could increase
their usefulness by including features that directly support these activities. Ellis
thought that hypertext-based systems would have the capabilities to implement
these functions (Ellis 1989a, b). If we visualize the World Wide Web as a hyper-
linked information system distributed over numerous networks, most of the
information-seeking behavior categories in Ellis’s model are already being
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supported by capabilities available in common web browser software. Thus,
a user could use the browser to reach a search engine to locate sources of inter-
est (starting); follow hypertextual links to related information resources in both
backward- and forward-linking directions (chaining); scan the web pages of the
sources selected (browsing); bookmark useful sources for future reference and
visits (differentiating); subscribe to e-mail-based services that alert the user of
new information or developments (monitoring); and search a particular source or
site for all information on that site on a particular topic (extracting).

Fig. 2.7 highlights some of the major cognitive, affective, and situational
factors that shape information seeking.

The selection of which sources to use is an important component of infor-
mation seeking. At the cognitive level, people choose sources that are perceived
to have the greater probability of providing information that will be relevant, re-
liable, and helpful to the problem situation at hand—attributes that we may sum-
marize under the label perceived source quality. A growing number of studies
that examine information seeking by actual users suggest the importance of this
concept. Hardy (1982) found that information seekers evaluated sources on the
basis of their costs and benefits, and that the quality of the information obtained
is a significant factor in this evaluation. Swanson (1987) found that the individ-
ual’s use of an information channel or source can be explained in part by the
individual’s attitude or disposition toward that channel, and that the attributed
information quality of a channel plays a significant role in this explanation. In a
nationwide survey of the information-seeking behavior of U.S. aerospace engi-
neers and scientists sponsored by NASA and the U.S. Department of Defense,
Pinelli et al. (1991) found that relevance seems to be the single most important
determinant of the overall extent to which U.S. aerospace engineers and scien-
tists use these sources. Auster and Choo (1993) discovered that source quality is
the most important factor in explaining source use in environmental scanning by
CEOs in two industries with high levels of perceived uncertainty (publishing
and telecommunications). In the study by Choo, Detlor, and Turnbull (2000)
focusing on information technologists and corporate managers, source quality
was significantly correlated with the use of many sources, including customers,
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competitors, external reports, colleagues in same department, internal memos,
and internal libraries. Choo and Marton (2003) found a strong, significant rela-
tionship between source quality and source usage among women in information-
technology (IT) professions and suggested that in an age of information over-
load, perceived source quality will be an important factor in choosing between
information sources.

At the affective level, the individual’s degree of personal motivation and
interest in the problem or topic would determine the amount of effort expended in
information seeking. Kuhlthau (1993a, b) describes how initial feelings of anxiety
and confusion could be replaced by feelings of increased confidence as the search
progresses. If a theme is found to focus the search, the individual becomes more
highly motivated. The individual’s mood toward the search may also influence the
breadth and depth of information seeking—a person in an invitational mood
would explore more sources while a person in an indicative mood would seek
information that leads to closure or action. If the information found enables the
individual to see the problem more clearly and to develop a sense of direction,
feelings of optimism and confidence increase as the search progresses. Wilson
(1997) postulates that since a strong feeling of self-efficacy or personal mastery
about using a source leads to greater source use, doubt about one’s capacity to use
a source properly would conversely lead to that source not being used, even if the
source might be perceived to contain relevant information.

At the situational level, the use of sources is influenced by the perceived
accessibility of the source. Several classic studies, including those of Rosenberg
(1967) and Gertsberger and Allen (1968) that we mentioned earlier in the chap-
ter, have concluded that scientists and engineers selected sources based primar-
ily on their accessibility. After reviewing the concept of perceived accessibility
as used in organizational communication, library science, and management
information systems, Culnan (1983) observed that in organizational communi-
cation, source accessibility has generally been defined as both the social and
economic costs associated with acquiring information, whereas in library and
information science, accessibility is generally defined in terms of the “physical”
costs of use, especially the physical distance of the library from the user. She
proposed that perceived source accessibility serve as the unifying concept
for the design and evaluation of a wide variety of information systems and
services, and defines perceived accessibility as the “expected level of effort
required to use a particular information source” (Culnan 1983, 302). She iden-
tifies three dimensions of accessibility: gaining physical access to the informa-
tion source (physical dimension); translating an information need or request
into a language that is understood by the source (interface dimension); and
being able to physically retrieve the potentially relevant information (informa-
tional dimension). Taylor’s (1991) conceptualization of the information-use
environment identifies perceived accessibility as an important element in decid-
ing whether to use the source. For him, accessibility is a function of work setting
features such as the organizational hierarchy and the location of information
sources.
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Information Use

Perhaps because it is so much a subconscious part of everyday experience, in-
formation use as a concept has been difficult to define satisfactorily. To develop
our model, we regard information use pragmatically as the individual making a
choice or selection of messages from a larger pool of messages to attend to or to
act on (Taylor 1986). Presumably, this choice is based on the individual perceiv-
ing some meaningful relation between the message content and the task or prob-
lem at hand. A discussion of what this “meaningful relation” is about can become
very broad, but the important point is that this relation is perceived and deter-
mined by the individual, based not only on factors such as the content and form
of the message, but also on the individual’s knowledge, frame of mind, and life
or work situation. The outcome of information use is a change in the individual’s
state of knowledge or capacity to act. Thus, information use typically involves
the selection and processing of information in order to answer a question, solve
a problem, make a decision, negotiate a position, or make sense of a situation.

Taylor (1991) proposes a taxonomy of eight classes of information uses,
generated by the information need perceived by users in particular situations
and derived in part from the classification scheme developed by Dervin
(1983b) that was reviewed earlier. The categories are not mutually exclusive,
so that information used in one class may also address the needs of other
classes.

1. Enlightenment. Information is used to develop a context or to make sense
of a situation. Information is used to answer questions such as Are there
similar situations? What are they? What is the history and experience of
Corporation X in making product Y, and how is this relevant to our intent
to manufacture Y?

2. Problem Understanding. Information is used in a more specific way than
enlightenment—it is used to develop a better comprehension of a partic-
ular problem.

3. Instrumental. Information is used so that the individual knows what to do
and how to do something. Instructions are a common form of instrumen-
tal information. Under some conditions, instrumental information use
requires information use in other classes.

4. Factual. Information is used to determine the facts of a phenomenon or
event, to describe reality. Factual information use is likely to depend on
the actual and perceived quality (accuracy, reliability) of the information
that is available.

5. Confirmational. Information is used to verify another piece of informa-
tion. Confirmational information use often involves the seeking of a sec-
ond opinion. If the new opinion does not confirm existing information,
then the user may try to reinterpret the information or choose between
sources to trust.
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6. Projective. Information is used to predict what is likely to happen in the
future. Projective information use is typically concerned with forecasts,
estimates, and probabilities.

7. Motivational. Information is used to initiate or sustain personal involve-
ment, in order to keep moving along on a particular course of action.

8. Personal or Political. Information is used to develop relationships and
enhance status, reputation, or personal fulfillment. Dervin (1983b, p. 62)
associates this information use with phrases such as “Got control,” “Got
out of a bad situation,” and “Got connected to others.”

(Adapted from Taylor 1991, p. 230)

Fig. 2.8 highlights some of the major cognitive, affective, and situational
factors that influence information seeking.

At the cognitive level, the individual’s cognitive style and preferences would
influence the manner that information is processed and utilized. A number of clas-
sifications have been developed to differentiate personality types and cognitive
preferences. The Myers-Briggs Type Indicator is a widely used instrument for clas-
sifying personality types into 16 categories. Each personality type is expected to
process and use information in a distinctive manner. Another cognitive style vari-
able is field dependence. Field-dependent individuals tend to respond uncritically
to environmental cues, whereas field-independent individuals orient themselves
correctly in spite of environmental cues. Kahneman and Tversky (1982) discov-
ered that when people use information to make judgments they rely on heuristics to
simplify information processing. In certain situations, these simplifications can
produce errors or biases. For example, to judge whether an event belongs to a cat-
egory, people rely on mental stereotypes, but they often ignore other relevant in-
formation such as the distribution of the categories in the general population. To
judge the frequency or likelihood of an event, people over-rely on recent, vivid,
easy-to-recall information. To estimate a quantity they make adjustments from an
initial anchor or suggestion. Unfortunately, the adjustments are often inadequate.

At the affective level, people avoid using information that arouses strong,
negative emotions in others or in themselves. They use information selectively
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to avoid embarrassment, conflict, or regret; maintain self-image; and enhance
personal status or reputation.As we discussed earlier,Argyris (1994) observes how
people censor their use of information in emotionally charged situations. They
do this ostensibly to show “care” and “consideration,” but they are in fact acting
defensively to “avoid vulnerability, risk, embarrassment, and the appearance of
incompetence” (p. 80). Two other examples of affective responses channeling
information use are the escalation of commitment (Staw and Ross 1987) and the
not-invented-here syndrome (Katz and Allen 1982). In commitment escalation,
people continue to evaluate positively and maintain a course of action even when
the available information indicates that the action is no longer viable and that with-
drawal is necessary to reduce further losses. People persist because they want to
save face: they do not want to admit to themselves, much less to others, that
they have made an error. In the not-invented-here syndrome, members of a long-
standing group reject new information from outside the group. This is because
group members have developed strong emotional attachment to their beliefs
and past decisions, thereby creating a stable environment that reduces the amount
of stress and uncertainty that they need to face. The longer the individuals’ mem-
bership in a group, the more resistant they become toward outside new ideas and
information.

At the situational level, information use is determined by the extent to which
norms, rules, and routines structure the task in which the information is utilized.
Cyert and March (1992) describe how task performance rules define what infor-
mation is required and how it is to be used in task execution; records and reports
policies define what information is documented and archived; information-
handling rules define how information is to be routed and filtered; and planning
rules define how information is used to decide about resource allocation. Schein
(1997) and Martin (1992) describe the role of organizational culture as establish-
ing a shared framework of assumptions, beliefs, and values for constructing
meaning. People use the framework to notice and label actions and events, assign
value and significance to developments, and collectively make sense of informa-
tion. An important part of organizational culture is information politics, and
many information-based organizations are struggling with the politics of manag-
ing information use. Thus, Davenport, Eccles, and Prusak (1992) found that the
most common political model in organizations to be based on information feu-
dalism, where managers act as feudal lords who control information production
and use, including what the information means.

Information Use and Types of Relevance

The concept of relevance has always been central in the study of information
seeking and information retrieval. In recent years, research on relevance suggests
that it is evolving into an keystone concept that now includes cognitive, affective,
and situational dimensions (see, for example, Schamber 1994; Harter 1992;
Saracevic 1996; Cosjin and Ingwersen 2000).

Saracevic (1996, p. 214) distinguishes between five basic types of relevance, or
what he refers to as manifestations of relevance.These are (1) system or algorithmic
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relevance, which describes the relation between the query (terms) and the collec-
tion of information objects expressed by the retrieved information object(s);
(2) topical-like relevance, associated with aboutness; (3) pertinence or cogni-
tive relevance, related to the information need as perceived by the user; (4) situa-
tional relevance, depending on the task interpretation; and (5) motivational or
affective relevance, which is goal oriented. System or algorithmic relevance can be
defined as “how well the topic of the information retrieved matches the topic of the
request. A document is objectively relevant to a request if it deals with the topic of
the request” (Harter 1992, p. 602). Algorithmic relevance is applied in the evalua-
tion of information retrieval systems, to determine how well a query representation
matches the contents of retrieved information objects. Topical-like relevance is un-
derstood as aboutness, an intellectual assessment of how an information object cor-
responds to the topical area required and described by the request for information.
An observer, either an assessor or a user, makes the subjective relevance assess-
ment. Pertinence represents the intellectual relation between the intrinsic human
information need and the information objects as currently interpreted or perceived
by the cognitive state of an assessor or user (Borlund 2003). It goes beyond “topic-
relatedness” to satisfying some personal, visceral need of the individual (see our
discussion of Taylor’s levels of information needs earlier). Situational relevance is
the usefulness of the viewed and assessed information objects based on their rela-
tionship with the work task at hand underlying the information need as perceived
by the user. Situational relevance is a highly context dependent as well as a poten-
tially dynamic type of relevance. Wilson (1973) introduced the concept of situa-
tional relevance as the relation between an information object and the information
recipient’s individual and personal view of the world and his or her situation in it
(Wilson 1973, p. 458). An information object is situational relevant if it brings
about a change in the information recipient’s view of his or her situation, whether
the change (of knowledge structure[s]) comes from the topic or the potential utility.
Motivational or affective relevance describes the relation between the intents,
goals, and motivations of the user and the information objects. In short, the intents,
goals, and motivations are what make users search for information, carry out infor-
mation retrieval, and assess relevance of the retrieved information objects. In
summary, we see the emergence of relevance as a multidimensional construct and
the growing acceptance that relevance should be judged in relation to the informa-
tion need rather than the information query or request (Borlund 2003). Our discus-
sions here suggest that the ramification of relevance into its cognitive, affective,
and situation related dimensions is an important step in helping us understand
information-seeking behavior.

An Integrative Model of Information-Seeking Behavior

We bring together our discussion of information needs, seeking, and use, as well
as their cognitive, affective, and situational dimensions, in an integrative model
shown in Fig. 2.9. As shown in the top triangle of the figure, people experience
information needs when they perceive gaps in their state of knowledge or their
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ability to make sense. The experiencing of information needs does not inevitably
lead to information seeking. An individual may respond to information needs in
one of three ways. First, the individual may choose to suppress this information
need by, for example, avoiding the problem situation, so that no information
seeking ensues. Second, the individual may search his or her own memory for
information that can address the need. Again, no external information seeking
occurs. Third, the individual may decide to bridge the gap of knowledge or
understanding through purposive information seeking. Purposive information
seeking is directed toward the goal of solving a problem, making a decision, or
increasing understanding. The individual identifies possible sources, differenti-
ates and chooses sources, makes contact with them, and interacts with the
sources to obtain the desired information. Purposive information seeking is
depicted by the left-hand triangle in Fig. 2.9.

Even as purposive information seeking is going on, information is also being
acquired “incidentally” through the individual’s habitual information-gathering
routines. Wilson and Streatfield (1977) suggests that everyone maintains a set of
habits or routines for keeping his or her internal mental model up to date. Such
routines could include, for example, scanning the mass media, conversations
with friends and colleagues, and personal observation. Although these activities
are not directed at addressing specific information needs, useful information is
often encountered in this incidental manner.

As shown in the right-hand triangle of Fig. 2.9, information use is the stage
of the model when the individual acts on the information found to, for example,
answer a question, resolve a problem, take a decision, negotiate a position, or
make sense of a situation. The set of information that is eventually attended to is
a very small subset of the total information that is received. How this information
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is processed and put to use depends on the cognitive style and preferences of
the individual, the emotional responses that accompany information process-
ing, and the organizational or social context surrounding information use. The
outcome of information use is a change in the individual’s state of knowledge
or awareness, allowing the individual to make sense or take action. The actions
and interactions of multiple individuals and groups generate new experiences.
New experiences create new ambiguities and uncertainties, so that the cycle of
information needing, information seeking, and information use is always in
motion.

V. MULTIFACETED MODELS OF 
INFORMATION-SEEKING BEHAVIOR

In a survey of conceptual frameworks in information behavior, Pettigrew et al.
(2001) contrasted three types of approaches to theory development: cognitive
approaches, social approaches, and multifaceted approaches. In cognitive ap-
proaches, the focus is on individual attributes, including the states and structures
of knowledge that mediate information-seeking behavior. Prominent examples
of cognitive models would be Belkin’s concept of anomalous states of knowl-
edge and Dervin’s sense-making metaphor, both of which were discussed earlier
in the chapter. Social approaches analyze the social contexts of information
seeking in order to “address information behavior phenomena that lie outside
the realm of cognitive frameworks,” emphasizing “the meanings and values asso-
ciated with social, sociocultural, and sociolinguistic aspects of information
behavior” (Pettigrew et al. 2001, p. 54). The work of Chatman on normative infor-
mation behavior, also examined earlier, would be an important example of this
approach. Whereas the cognitive approach considers the concept of information
need as being central, the social approach does not: instead it is through the
social context, interaction, and discourse that information behavior occurs
(Fidel et al. 2004). Multifaceted approaches recognize the complexity of infor-
mation seeking in the real world and attempt to study this complexity by applying
multiple perspectives that may include the cognitive, social, system, and other
points of view. The information-seeking model presented in the last section
would be one example. Recent research adopting this approach would include the
work on information mosaics (Solomon 1999), information horizons (Sonnenwald
et al. 2001), the information-seeking and mediated searching model (Spink et al.
2002), and cognitive work analysis (Fidel et al. 2004). We introduce each of these
models below.

Solomon (1999) uses the concept of information mosaics to understand how
individuals define their lives and worlds during the situations where they collect
information. Solomon constructed information “mosaics” by recording the
information- and task-related actions of individuals (work planners in a public
agency, college students, professionals planning travel) in chronological se-
quence using colored sticky notes arranged on a large table top. The resulting
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mosaic is then used to analyze the rules and resources that are relevant to indi-
viduals in connection with their organizational roles, their current tasks, and the
history of their work processes. Thus, information mosaics “represent the action
of doers—not just users—in connection with their tasks, roles, knowledge, and
other situational or contextual aspects” (Solomon 1999, p. 152). Solomon con-
siders this approach an extension of Chatman’s (1999) theory of life in the round,
where context shapes a person’s definition of what information is as well as
appropriate ways of seeking and using it. He emphasizes the difference here
between a research focus that is limited to just information seeking, which
expresses a professional ideal and applies a model developed for scientists and
engineers, and a broader view that includes the individuals’ interactions with a
variety of social and technological systems that they find situationally relevant.

Sonnenwald’s (1999) framework for human information behavior suggests
that within a context and situation is an information horizon in which we can act.
The information horizon of a particular individual encompasses a variety of
information resources that may include social networks, documents, information
retrieval tools, and experimentation and observation in the world. Information
horizons, and the resources they include, are determined socially and individu-
ally. For example, one’s perception about the value of a resource and thus its po-
sition within the information horizon is influenced by the opinions of one’s peers
about that resource. Information horizons can change as we interact with others
and learn of their opinions. For example, a department head may recommend a
report to an employee, thus adding that resource to the latter’s information hori-
zon when the head has a positive influence. Information behavior is constructed
amidst a flow of reflections and evaluations of changes in self, others, and their
environment. In order to increase our understanding of human information
behavior, we need therefore to attend to the following: decisions made and
activities undertaken during the information-seeking process; when and why
information resources, including individuals, are accessed (and not accessed);
relationships or interconnectedness among information resources; individual
preferences and evaluation of information resources; the proactive nature of infor-
mation resources; and the impact of contexts and situations on the information-
seeking process. Sonnenwald et al. (2001) applied the information horizon method
to map and analyze the information-seeking behavior of lower socio-economic
students.

In a multipart series of papers, Spink et al. (2002) reported the development
of an integrated model of information seeking and mediated searching. Their
project, jointly supported by the British Library and the U.S. National Science
Foundation, investigated the processes of mediated online searching for nearly
200 clients at the University of North Texas and the University of Sheffield. The
theory development uses Wilson’s problem-solving model (Wilson 1999) to ex-
plain why people engage in information seeking: information seeking is directed
at the goal of the resolution of the problem and possibly the presentation of the
solution. In moving through each of the stages of problem identification, prob-
lem definition, problem resolution, and solution presentation, uncertainty must
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be reduced by engaging in successive interaction episodes with information
sources. A user’s successive interactions may be analyzed in terms of relevance
judgments, uncertainty reduction, and the problem-solving stage. With Wilson’s
problem-solving process as the overarching framework, the new model includes
Kuhlthau’s search process model (1993a, b) and Ellis’s (1989a, b) behavioral
characteristics, which are seen as applying to search activities at any stage of the
problem-solving process. The Ellis and Kuhlthau models are viewed as closely
related, especially if a stage process is imposed on Ellis’s characteristics. Thus,
the activities of chaining and monitoring described by Ellis are seen as a deeper
specification of the collection stage in Kuhlthau’s model (see discussions of both
models in earlier sections). The project also attempted to relate the measure of un-
certainty at different problem-solving stages to the set of affective variables iden-
tified by Kuhlthau as accompanying the search stages she had defined. The results
showed that the feelings variables were closely intercorrelated, with the most
highly intercorrelated variable being “disappointed/pleased.” This result was in-
terpreted as expressing a general affective state that varies between positive and
negative (Wilson et al. 2002). Finally, the project tested a number of hypotheses
linking two sets of cognitive styles and problem-solving and related information-
seeking behavior. The two cognitive styles were field dependence/independence
(Witkin and Goodenough 1981) and holist/serialist learning styles (Pask 1976).
Field-independent individuals are better at structuring and analytic activity and at
differentiating experiences from their backgrounds when compared with field-
dependent individuals. Holists adopt a global approach to learning, examining
interrelationships between several topics and building up a broad conceptual
overview, while serialists use a local learning style, concentrating on one topic at
a time. The results suggested that field-independent researchers were more ana-
lytic and active than their field-dependent counterparts. Holists engaged more in
exploratory and serendipitous information behavior than serialists.

Fidel et al. (2004) propose cognitive work analysis as a framework to
study information behavior on the job. Cognitive work analysis views human-
information interaction in the context of human-work activities and examines
dimensions relating to the environment; work domain; organizational structure;
task analysis in terms of the work domain, decision making, and the strategies
that can be used; and the actor’s resources and values. When applying the
framework,

One considers the work activities, their organizational relationships, and the
constraints of the work place that impact the activities. One also takes into account
the actors’ cognitive and social activities and the values that guide them as well as
their priorities and personal preferences when they perform a task on the job. This
interaction between work and human actors is mediated through the task an actor
performs, the decisions she makes, and the strategies she uses to solve problems.
Because actors often collaborate with one another to do their work in the modern
work place, collaboration among actors is an important aspect of this human-work
interaction. (Fidel et al. 2004, p. 942)
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Thus, cognitive work analysis is a holistic approach that focuses simultane-
ously on the task that actors perform, the environment in which it is carried out,
and the perceptual and cognitive attributes of the people who typically do the
task. Fidel and her associates have applied the framework to study information
behaviors of engineers at Boeing and Microsoft.

VI. SUMMARY

Information-seeking behavior refers to the patterns of behavior that peo-
ple display as they recognize information needs, make choices about
where and how to look for information, and reflect or act on the informa-
tion they see. Conceptually, information-seeking behavior consists of
(1) information needs, (2) information seeking, and (3) information use.

Information needs arise when the individual recognizes gaps in his or her
state of knowledge and ability to make sense of an experience.

Information needs do not emerge fully formed but evolve over time. In a
classic paper, Taylor (1968) suggests that human beings experience four
levels of information needs: visceral need, conscious need, formalized
need, and compromised need.

Information seeking is the process in which the individual purposefully
searches for information that can change his or her state of knowledge.

Ellis (1989a, b) and Ellis et al. (1993) identified eight general characteris-
tics of information-seeking behaviors: starting, chaining, browsing, dif-
ferentiating, monitoring, extracting, verifying, and ending.

Information use occurs when the individual selects and processes infor-
mation which leads to a change in the individual’s capacity to make sense
or to take action.

Taylor (1991) identifies eight categories of information use: enlighten-
ment, problem understanding, instrumental, factual, confirmational, pro-
jective, motivational, and personal or political.

Research has found that information needs, seeking, and use are influenced
by a number of cognitive, affective, and situational dimensions.

An important cognitive dimension is how people perceive information
needs as cognitive gaps where their ability to make sense of a situation has
run out. Field research based on the sense-making metaphor (Dervin 2003)
found that that the way the individual perceives a gap is a good predictor
of how the individual will go about bridging the gap and wanting the
information to help.

An important affective dimension is how people respond emotionally
during various stages of the information search process. Kuhlthau (2004)

How We Come to Know: Understanding Information-Seeking Behavior 73



found that in the early stages of information search, uncertainty causes
affective symptoms of anxiety and lack of confidence. As the search
progresses and knowledge states shift to more clearly focused thoughts,
there is a parallel shift toward increased confidence and satisfaction if the
search is successful.

An important situational dimension is the information-use environment
(Taylor 1991). The information-use environment consists of sets of people
whose work is concerned with problems characterized by dimensions that
are applied to judge information usefulness; whose work settings influ-
ence their attitudes toward information as well as the availability and
value of information; and whose perceptions about problem resolution
affect their information search and their expectations about the kinds of
information they need.

Information needs, seeking, and use, as well as their cognitive, affective,
and situational dimensions, are brought together in an integrative model
that is shown in Fig. 2.9. In this model:

1. People experience information needs when they perceive gaps in
their state of knowledge or their ability to make sense. They may
choose to ignore or suppress this information need, or they may decide
to seek information purposefully.

2. During information seeking, the individual identifies sources, consid-
ers their quality and accessibility, and interacts with them to obtain
information.

3. The information that is eventually used is a very small subset of the
total information that is encountered. The outcome of information
use is a change in the individual’s state of knowledge or awareness,
allowing the individual to make sense or take action.
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3C H A P T E R

THE MANAGEMENT OF AMBIGUITY:

ORGANIZATIONS AS 

SENSE-MAKING COMMUNITIES

The reasonable man adapts himself to the world: the unreasonable one persists
in trying to adapt the world to himself. Therefore all progress depends on the
unreasonable man.

—George Bernard Shaw, Man and Superman, 1903

We do not stumble upon our experiences, nor do we let them flow over us like a
stream. Rather, we have to be active: we have to “make” our experiences. It is
we who always formulate the questions to be put to nature; it is we who try
again and again to put these questions so as to elicit a clear-cut “yes” or “no”
(for nature does not give an answer unless pressed for it). And in the end, it is
again we who give the answer; it is we ourselves who, after severe scrutiny,
decide upon the answer.

—Karl Popper, The Logic of Scientific Discovery, 1959

Many people believe that the some of the world’s best wines are produced in
France. Any firm aspiring to become a significant player in the world wine mar-
ket must consider on what grounds it wishes to be compared with the established
cachet of the French wine producers. The anthropologist Mary Douglas provides
an interesting account of how the California wineries effectively changed the
market environment by creating their own classification system that in turn
defined how the Californian wine producers were to make sense of their busi-
nesses. Historically, French wine producers have developed a classification
system based on geography, with each geographical location maintaining a
tradition for a certain quality of wine. For example, within the Bordeaux region
are the smaller regions of Médoc, St. Emilion, Graves, Côtes; and within these
are the individual chateaux. Médoc uses a classification system derived from the
average price fetched by its wine over the one hundred years preceding 1855,
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and it was this classification that selected the best land for vineyards. The classi-
fication divides quality into several levels of a hierarchy: the first, second, third,
and fourth growths at the top, the Cru Bourgeois at the bottom, and lastly the un-
classed growths. Somewhat differently in St. Emilion, quality is checked by a
committee, which required that its most celebrated chateaux, the Premiere
Grands Crus, requalify for their exalted positions every ten years, while lesser
chateaux, the Grands Crus, had to submit each vintage for tasting. Each chateau
therefore produced its own unique wine. By referencing the established labels of
quality, “the chateau is not considered as a plot of land so much as a brand name
of whose reputation the owner is extremely careful. . . . Naming the wine after
the region and the chateau is to condense information that can only be unpacked
by connoisseurship. The name encapsulates a tried process, a traditional blend of
grapes, a soil, the slope of a valley, and a climate” (Douglas 1986, pp. 105–106).
The net result is that the regional classification system erected a monopolistic
guild that protected the French wine producers. The chateau and regional names
were the property rights of the French producers, and these names could not be
transferred or shared by wine producers in California (Californian wines could
only go as far as calling themselves Bordeaux-type or Burgundy-type).

The Californian wine producers elected not to pursue a Napa Valley–type
classification based on geography that would in any event have had a hard time
in challenging the reputed French regions. Instead of a geographical classifica-
tion, the Californian producers adopted a classification system that was based
upon the kind of grape. As a result, each winery could and did produce a range of
wine products using several varieties of grape. Douglas observed that among six
well-known Napa County wineries, one (Hetz) used twelve kinds of grapes to
produce twelve wines, another (Joseph Phelps) used eight grapes, two used five
or six grapes, and the remaining two each used three. This diversification ex-
tends to methods of viticulture, treatment of the wine at various stages, and tech-
niques of bottling or corking. By acting to implement its own classification, the
Californian wine producers were making possible the strategy of diversification
where “each winery is seeking a diverse range of specialized wines within a
highly diversified market” (Douglas 1986, p. 108). The success of the Californian
wine industry leads Douglas to observe wryly that publications like Hugh
Johnson’s popular The World Atlas of Wines, which uses place for explaining
French wines, is largely irrelevant to the Californian scene. Although she was
writing about how institutions can impose their own classifications on people,
Mary Douglas has also described an instance of how organizations can enact
their external environment by creating new categories and using these categories
to understand and act on their worlds. Rather than passively treating the envi-
ronment as a given text to be read and interpreted, enacting organizations make
sense of the environment by creating or reconfiguring parts of it.

Today’s organizations have their eyes fixed on the horizon, watching mar-
kets shift from day to day, firms jostle with one another for advantage, techno-
logical innovations compete for attention, and government policies draw and
redraw boundaries. More than ever, organizations are keenly aware that their
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ability to survive and grow is determined by their capacity to make sense of or
influence their environments and to constantly renew meaning and purpose in
the light of new conditions. Adaptability in a dynamic environment presents a
twofold challenge, for it requires organizations to be skilled at both sensing and
making sense.

Sensing, or noticing potentially important messages in the environment, is
problematic because the organization is simultaneously interacting with many
different parts of the environment, and because almost every part of the environ-
ment is interconnected with other parts in complex and unpredictable ways.
Organizations scan the environment broadly in order to be able to recognize
trends and issues that will impact the organization significantly. A detailed analy-
sis of the theory and practice of how organizations scan the environment con-
cluded that scanning can be made more effective if it is systematic, thorough,
participatory, and integrative (Choo 2002). The core process of scanning is in-
formation management—casting a wide information net by involving as many
participants as possible to act as sensors and systematically winnowing and ag-
gregating gathered information into a useable knowledge base.

Making sense, or constructing meaning from what has been sensed about the
environment, is problematic because information about the environment is am-
biguous and therefore subject to multiple interpretations. Forming a plausible in-
terpretation is hard because each person sees different parts of the environment
as interesting, depending on the individual’s values, position, and experience.
Whereas sensing or scanning is gathering sufficient information to reduce envi-
ronmental uncertainty, sense making involves choosing and agreeing on a set of
meanings or interpretations to reduce ambiguity. Unlike scanning, which can be
designed as a systematic and structured activity, sense making is inherently
a fluid, open, disorderly, social process. The basic mode of sense making is dis-
course, for it is through talk that organizational members find out what others
think, and it is through talk that people persuade and negotiate their points of
view. Sense making is further complicated by the possibility that the organiza-
tion can enter into the environment in order to produce, influence, or modify
parts of it (as in the example of the Californian wineries). In a manner of speak-
ing, the organization that actively enacts its environment is involved in giving
rather than making sense.

Organizational sense making has been defined in various ways by different
researchers. March and Olsen (1976) saw sense making as part of experiential
learning in which “individuals and organizations make sense of their experience
and modify behavior in terms of their interpretations” (p. 56). Starbuck and
Milliken (1988a) observed that “sensemaking has many distinct aspects—
comprehending, understanding, explaining, attributing, extrapolating, and pre-
dicting, at least. . . . What is common to these processes is that they involve
placing stimuli into frameworks (or schemata) that make sense of the stimuli”
(p. 51). Sense making is sometimes thought of as belonging to a larger process of
organizational adaptation that also includes scanning the environment, interpret-
ing, and developing responses. In this vein, Thomas, Clark, and Gioia (1993)
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write that sense making “involves the reciprocal interaction of information seek-
ing, meaning ascription, and action” and that “each element of this sensemaking
process is presumed to have some relationship to performance” (p. 240).

This chapter is divided into five sections. Section I explores the nature of
organizational sense making, identifying the properties that distinguish sense
making as a unique process. Section II describes the belief- and action-driven
processes that result in sense making as well as the behaviors of enactment,
selection, and retention that form the sense-making recipe. Section III discusses
the cognitive, cultural, and communication strategies that create shared meaning
and consensus in organizations so that collective action is possible and purpose-
ful. Section IV introduces the idea of a cognitive theory of the firm. Section V
focuses on how information is acquired, processed, and used in sense making in
terms of cognitive, affective, and situational variables.

I. THE NATURE OF ORGANIZATIONAL 
SENSE MAKING

Drawing together the various discussions of sense making in the research litera-
ture, Weick (1995) identifies seven distinguishing properties of sense making
as an organizational process. In his view, sense making is understood as a pro-
cess that is

1. grounded in identity construction

2. retrospective

3. enactive of sensible environments

4. social

5. ongoing

6. focused on and by extracted cues

7. driven by plausibility rather than accuracy.

(Weick 1995, p. 17)

Sense making is grounded in identity construction. Sense making is neces-
sary for the individual to maintain a consistent self-conception and is often initi-
ated when the individual fails to confirm self-identity. The environment is like a
mirror into which people project themselves and observe the consequences in
order to learn about their identities. This projection is not one-way nor passive,
for people simultaneously try to shape and react to the environments they face—
even as they deduce their identity from the behavior of others toward them, they
also try to influence this behavior. Thus, what the situation means is determined
by the identity that the individual adopts in dealing with it.

Sense making is retrospective. The sense-making individual attends to
events that have already taken place. She does so from a specific point in time,
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so that what is occurring at that moment will affect what she is likely to notice
as she casts this backward glance. Furthermore, because the event has already
elapsed, the individual has to rely on a memory trace of the event, which
may or may not be accurate. In retrospective sense making, the main problem
is to select a plausible meaning from several alternative meanings in order
to make sense of past events. For this, the individual needs values and priori-
ties to clarify what is important and therefore meaningful in the elapsed
experience.

Sense making is enactive. In sense making, people in organizations often pro-
duce part of the environment that they face. Weick calls this process enactment.
One way people enact is by breaking up streams of experience into packets
which they then label with categories. By bracketing experience, people endow
objects and events with cognitive value in their minds, thus providing the raw
material for sense making. Another way that organizations enact is to undertake
actions that actually result in physical or structural changes in the environment
that they are relating to, as in the case of the Californian wineries. Enactment
implies that action is a precondition for sense making, as, for example, “when
the action of saying makes it possible for people to then see what they think”
(Weick 1995, p. 30).

Sense making is social. All sense making is done in social groups of more
than one individual. Even when a person appears to be alone, her sense making
will take into account the reactions of others not physically present but who will
be affected or whose reactions will be important. More often than not, sense
making occurs in groups of people engaged in talk, discourse, and conversation
which become the media for social construction.

Sense making is ongoing. Sense making never starts or stops but is continu-
ous in the flow of activities and projects that constitute organizational life. From
this continuous stream, people isolate packets of experience for labeling and
reflection, and the way they do this selection is based on the perceived salience
induced by the particular activities or projects they are working on at the time.
Although sense making does not stop, it can be interrupted. Interruptions invoke
emotional responses which then influence the sense-making process.

Sense making is focused on and by extracted cues. Extracted cues are “sim-
ple, familiar structures that are seeds from which people develop a larger sense
of what may be occurring” (Weick 1995, p. 50). They provide points of reference
or starting nodes from which ideas may be linked and connected into networks
of meaning. The extraction of cues is the result of scanning, search, or noticing.
The interpretation of cues depends on the organizational context—a context
which can bind people to actions, determine the relevance of information, and
impose norms and expectations on what explanations are acceptable (Salancik
and Pfeffer 1978).

Sense making is driven by plausibility rather than accuracy. People behave
pragmatically when sense making, favoring plausibility over accuracy when they
construct accounts of what is going on. The reason is that “in an equivocal, post-
modern world, infused with the politics of interpretation and conflicting interests
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and inhabited by people with multiple shifting identities, an obsession with
accuracy seems fruitless, and not of much practical help, either” (Weick 1995,
p. 61). Besides, whenever organizational action is time constrained, managers
would tend to trade off accuracy for speed.

As a terse summary, one may say that sense making is a continuous, social
process in which individuals look at elapsed events, bracket packets of experi-
ence, and select particular points of reference to weave patterns of meaning. The
result of sense making is an enacted or meaningful environment that is a reason-
able and socially credible rendering of what is taking place. The central problem
in sense making is how to reduce or resolve ambiguity and how to develop
shared meanings so that the organization may act collectively.

Sense Making: Weick and Dervin

In information science, Brenda Dervin and her associates have developed an
influential model of sense making based on a significant body of theoretical
and empirical work. We discussed her model in Chapter 2, where we noted
that the model analyzes information seeking and use in terms of the triangle of
“situation—gap—use” as posed by these questions: (1) What in your situation is
stopping you from moving forward? (2) What questions or confusions do you
have? (3) What kind of help do you hope to get? (Dervin and Clark 1987).

There are general similarities between the seven properties of sense making
described by Weick and the sense-making metaphor of Dervin. Dervin sees the
individual as continually making sense as she moves through time and space in
an ongoing life-journey. Weick also sees sense making as ongoing: being con-
tinuous in the flow of activities and projects that constitute organizational life
(see last section). Dervin then argues that from time to time, movement is
stopped in a situation by the perception of some kind of cognitive gap. Move-
ment forward is blocked by a gap in the path she is traveling on when she is
temporarily unable to make sense of her situation. This is related to Weick’s
discussion of how in sense making, people focus on extracted cues and seek to
maintain identity. The extraction of cues (what information to focus on) de-
pends on the organizational context (or situation, in Dervin’s terminology).
Weick also suggests that sense making is often initiated when the individual
fails to confirm self identity.

Dervin observes that information is sought and processed in a manner that is
influenced by the individual’s perception of the gap and how she wants the in-
formation to help. This is analogous to Weick’s view of sense making as being
enactive: people often construct part of the environment that they face by brack-
eting experience, endowing objects and events with cognitive value in their
minds.

The third element in Dervin’s model is information use, particularly the way
that people want the information to help in order for them to bridge the cognitive
gap and continue with their journey. This pragmatic quality is also an important
aspect of Weick’s conceptualization of sense making. He sees people behaving
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practically when sense making, favoring plausibility over accuracy when pro-
cessing information.

Two other properties of sense making identified by Weick also find parallels
in Dervin’s model. First, Weick views sense making as inherently retrospective,
where people attend to events that have taken place. Dervin shares this inherently
diachronic perspective when she suggests that “Every moment of sense-making
is anchored at the intersection of horizons—past (histories, memories, and narra-
tives), present (current conditions, material, and experiential), and future (hopes,
dreams, plans, and trajectories” (Dervin and Frenette 2001, p. 239). Second,
Weick argues that all sense making is social, even when a person is thinking
alone. Again, Dervin’s model assumes that “every sense-maker is inherently a
social theorist. Ordinary human beings are assumed to be capable of discussing
the connections they see . . . between self and others, and between self and society”
(Dervin and Frenette 2001, p. 240).

We may attempt a description of organizational sense making using the lan-
guage of both Dervin and Weick as follows. People encounter a break or gap in
the flow of organizational experience that requires new sense to be made. They
construct new meaning by selecting from the information available. The infor-
mation selected depends on their enactment or perception of the cognitive or gap;
and this is in turn influenced by their retrospective recall of past experience and
by the particular conditions or extracted cues that define the current gap. Infor-
mation use is pragmatic: the ability to move forward is often sufficient or even
more important than securing the most-accurate information.

How Managers Think

Over a period of three years, Isenberg (1984, 1986a, 1987) studied the thinking
processes of managers by analyzing data from many sources: managers’ think-
aloud protocols collected while they were at work, managers’ and students’
think-aloud protocols in solving a business case, in-depth interviews with man-
agers, and on-the-job observations. Eighteen senior managers, including three
chief executives and thirteen divisional general managers from ten corpora-
tions, were studied in depth, with an additional number of senior managers
participating in the interviews only. Overall, the studies led Isenberg (1986a, b)
to conclude that managers develop plausible, as opposed to necessarily accu-
rate, models of their situations, and that managers develop and efficiently use
knowledge structures that guide how they recognize, explain, and plan. Plausi-
ble reasoning is a central thinking process for managers because they function
in an environment of continuous change and uncertainty, and they are often
required to act in order to ensure the ongoing viability of the organization.
Isenberg gives an instance from his field observations:

For example, one general manager received a phone message from a product
expediter in a sister division that purchased products from the general manager’s
own division. The general manager surmised that the expediter could have been
calling for one of two reasons: to say something about either price or delivery time
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on a specific production run. The surmise was based on previous experience 
with the particular expediter, knowledge that the run was late, and the general
manager’s impression that he had never interacted with the expediter around any
other issue. Before returning the call, the general manager walked by his marketing
manager’s office and asked a marketing person why he thought the expediter
called. He received the answer “Price.” The general manager then returned the call.
Note that the reasoning process rapidly limited the number of hypotheses for the
general manager to test and that although the answer constituted a weak test of his
hypothesis, the answer considerably increased the manager’s certainty with
minimal effort and minimal risk. The increase in certainty was enough for him
to go back and return the phone call with an idea already developed and for how
to discuss price with the expediter. It is this latter point that is the critical one:
plausible reasoning helps the manager increase his or her certainty to the point of
feasible action. (Isenberg 1986a, p. 247)

Again, there are close similarities between the enactment process and the
model of plausible reasoning developed by Isenberg (1986a, b). Like Weick,
Isenberg emphasizes that managerial thinking and action are not separate or se-
quential activities. Rather than thinking first before doing, many managers think
while doing, so that thinking is inextricably tied to action in what Isenberg has
called thinking/acting cycles (Isenberg 1984). This allows managers to act when
information or understanding is incomplete, and furthermore, by reflecting on the
results of their action, managers can often derive new insight and reduce uncer-
tainty. Based on his field studies, Isenberg conceptualized the plausible reasoning
process used by managers in planning and implementing action as a sequence of
four steps:

1. The manager needs to develop a different understanding of a phenome-
non, often due to an experience of surprise.

2. The manager tries to take advantage of the data he or she already has in
order to speculate about the new situation. Each speculation is tested
against data and assumptions that already exist, and the search for new
data at this point is confined to search in long-term memory.

3. A very selective external search for information is engaged in, particu-
larly in order to confirm one or more of the speculations, although dis-
confirmation may also occur. The goal of the search at this point is to
achieve a degree of certainty that will allow the manager to proceed
to step four at minimal cost and minimal risk.

4. The manager engages in action in the face of incomplete but tentative un-
derstanding of the situation and uses the feedback of his or her actions to
complete the understanding.

(Isenberg 1986a, pp. 247–48)

As we shall see, these steps fit well with the enactment-selection framework
proposed by Weick that we introduce next.
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II. ORGANIZATIONAL PROCESSES 
OF SENSE MAKING

In this section, we describe the processes by which organizations make sense of
their environments, their identities, and their actions. We begin with a discussion
of the enactment process by which people in organizations bracket experience,
select meanings, and retain sensible interpretations. We then illustrate the enact-
ment process with a case study of the Scottish knitwear industry. The ensuing
subsections discuss two other sets of organizational sense-making processes that
are complementary: belief-driven processes and action-driven processes.

Sense Making as Enactment, Selection, Retention

Weick (1979b) encapsulates the main sense-making recipe in the question: “How
can I know what I think until I see what I say?” (The quote is from Graham
Wallas’s The Art of Thought, in which the author wrote “The little girl had the
making of a poet in her who, being told to be sure of her meaning before she
spoke, said: ‘How can I know what I think till I see what I say?’” [Wallas 1926,
p. 106].) The recipe suggests that people in organizations are continually en-
gaged in talk in order to find out what they are thinking and to construct inter-
pretations of what they are doing. The recipe is executed in connected sequences
of enactment → selection → retention. We briefly introduced these processes in
Chapter 1, but because they constitute the main routines of sense making, we
elaborate here on how they work and illustrate them with an extended example.
For each process we examine the inputs, transformation processes, and outcomes
(Table 3.1).

Enactment is the process by which individuals in an organization actively
create the environments which they face and which they then attend to. The
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TABLE 3-1. The sense-making recipe (Adapted from Weick 1979b).

Information Inputs Processes Information Outcomes

Enactment • Raw data from the • Bracket raw data • Equivocal data as raw
environment • Create features in the data for sense making

environment to attend to

Selection • Equivocal data • Select plausible • Enacted, meaningful 
from enactment interpretations based environment
process on “best fit” with

• Enacted interpretations past understandings
that worked before

Retention • Enacted environment • Store enacted environ- • Interpretations 
from selection process ment as product of available for use in 

successful sense making future sense making



enactment process begins as a result of noticing some change or discrepancy in
the flow of experience. (Weick [1979b] included another process that precedes
enactment called ecological change, which refers to breaks or changes in the
flow of experience that provide the occasion for sense making.) Raw data about
these environmental changes form the input to the process. Individuals isolate
some of these changes for closer attention by bracketing and labeling portions of
the experience or by taking some action to create features of the environment to
attend to. In this way, people construct, reconfigure, highlight, as well as over-
look many “objective” features of their surroundings. Often, people “actively put
things out there that they then perceive and negotiate about perceiving. It is that
initial implanting of reality that is preserved by the word enactment” (Weick
1979b, pp. 164–65, italics in original). The output of enactment is a set of equiv-
ocal, uninterpreted raw data that supplies the base material for the other sense-
making processes.

Enactment does not take place in a social vacuum. Organizations influence
what people notice in their actions and talk; they define assumptions and cate-
gories that people treat as part of their own beliefs. To the extent that enactment
is guided by retained assumptions and routines, sense making is a conservative
force, what Weick (2001, p. 176) calls an “infrastructure of organizational inertia.”
Studies in information seeking have also noted a strong inclination for people to
notice and emphasize information that confirms prior understandings. Despite
these tendencies, organizational actions do often lead to unanticipated effects,
and it is these surprising consequences that provide the impetus for new ways of
seeing and noticing.

Selection is the process by which people in an organization generate answers
to the question “What’s going on here?” (Weick 1979b). What the selection
process chooses are the meanings that can be imposed on the equivocal data from
the enactment process. Possible meanings come from meanings and interpreta-
tions that have proven sensible in the past, as well as from “patterns implicit in the
enactments themselves” (Weick 1979b, p. 175). Past interpretations are used as
templates that are laid over current data in order to reveal plausible configurations.
Selection, based on an assessment of the degree of fit, is necessary because many
of the possible meanings would be inapplicable or inconsistent with the current
data. The result of the selection process is an enacted environment that is mean-
ingful in that it provides a cause-and-effect explanation of what is taking place.

The use of the label selection here is deliberate: it is intended to suggest
an evolutionary dynamic in the way enacted interpretations compete for fitness
with past understandings. In organization theories based on evolutionary models,
“selection occurs when an external environment of financial resources and com-
petitors sorts among variations in organizational forms and retains those that make
more efficient use of resources. In sense making, selection occurs when an enacted
environment of plausible stories from the past sorts among variations in current
accounts of enactments and retains those that best fit with prior understandings of
plausibility” (Weick 2001, p. 237). Just as some variations in organizational forms
make better use of economic resources and thrive, some variations in accounts of
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enactment make better use of preexisting understandings of plausibility and sur-
vive: “In both cases, selection involves editing, pruning, winnowing. In both
cases, there is an editor in the form of scarce resources, the scarcity being either
financial resources or meanings judged to be plausible” (p. 237).

Retention is the process by which the products of successful sense making,
that is, enacted or meaningful environments, are stored so that they may be re-
trieved on future occasions as possible meanings to be imposed on new equivo-
cal situations. Retained meanings are stored as enacted environments that are
“a punctuated and connected summary of a previously equivocal display”
(Weick 1979b, p. 131) or as cause maps, often in narrative form, that “identify
and label variables, and connect the variables in causal relationships” (p. 132).
These retained meanings become the source of organizational culture and strat-
egy and the basis of individual identities and continuities.

Significantly, a certain amount of ambiguity is preserved in these stored
meanings. Signals about changes in the environment are filtered through enact-
ment and selection so that some messages are overlooked, others forgotten. The
residual ambiguity allows people, when enacting new changes, to “notice some
of what was previously overlooked and overlook some of what was previously
noticed” (Weick 2001, p. 305), thereby reconfiguring the information space for
new learning.

Weick (2001) argues that it is important for organizations to hold their re-
tained meanings lightly, especially in a changing world that is hard to know,
much less predict. While retained meanings provide useful guidance from the
past in order to start action, past guidance needs to be tempered with alertness
toward the unusual and the unexpected. Thus, sense making is also a constant
“struggle for alertness”:

The struggle is with the temptation to normalize unusual events, the temptation to
search for confirmation rather than disconfirmation, the temptation to feel that one
has experienced it all and there are no surprises left. The premium in business
organizations on “aggressive confidence” tends to dull alertness and to encourage
imposing the same sense on a changing world. It’s tough to discount hard-won
lessons of experience. Tough, but necessary. (Weick 2001, pp. 357–58)

Organizations need to be mindful of the bias to base both selection and
enactment on past meanings: using interpretations that have worked before and
acting in ways that have worked before. Weick (2001) suggests that an alert, flex-
ible use of retained knowledge occurs when past meanings guide either selection
or enactment, but not both.

We can now see how the sense-making recipe of “How can I know what I
think until I see what I say?” is mirrored in the enactment-selection-retention
sequence—enactment may be compared with “saying” or doing; selection with
“seeing”; and retention with “thinking” or remembering. Thus: “How can I know
what I think [retention] until I see [selection] what I say [or do � enactment]?”
The three processes interact so that they amplify or attenuate the salience
of changes in the environment and accelerate or constrain the processing of
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information cues that influence the choice of meaningful interpretations and the
retention of enacted meanings. Weick sees the enactment-selection-retention
sequence as both a recipe for organizing and a recipe for sense making:

read as a recipe for organizing, we could say that when something unexpected
occurs and there is an ecological change, people often enact something, select
portions of the enactment to take seriously, and retain some meaning of what they
enacted. Subsequently, they may then apply or alter what they retain in their next
enactments and selections. Read as a recipe for sensemaking, we could say that
when people in an ongoing social setting experience an interruption, they often
enact something, retrospectively notice meaningful cues in what they previously
enacted, interpret and retain meaningful versions of what the cues mean for their
individual and collective identity, and apply or alter these plausible meanings in
subsequent enactment and retrospective noticing. (Weick 2001, p. 95)

Sense Making in the Scottish Knitwear Industry

In the mid-1980s, Scottish knitwear manufacturers accounted for nearly half of
total British exports in knitted outerwear and enjoyed significantly higher prof-
itability levels than other British knitwear producers (Baden-Fuller et al. 1987).
The Scottish knitwear manufacturers included companies such as Ballantyne,
Cooper & Rowe, Dalkeith/Jaeger, Lyle & Scott, and Pringle, which produced
knitted outerwear under their own brand names using high-quality Scottish or cash-
mere yarn. They manufactured knitwear by combining various colored yarns into
a garment whose size and shape were determined on the knitting machine. This
labor-intensive technique produced “fully-fashioned” knitwear and was quite dif-
ferent from the “cut-and-sew” technique which allowed larger scales of production
but resulted in lower-quality products and more unused yarn so that it was unsuit-
able for the expensive cashmere material. The 1980s saw all the companies greatly
extending their product ranges, with most producers each manufacturing thou-
sands of varieties of sweaters. Although a few of the larger firms had small internal
design departments, all the firms hired outside design consultants to help create
new products. Independent agents who received commissions brokered the sale of
the finished garments to retail stores all over the world. These agents were con-
tractually barred from representing other competing brands of knitwear. Retail
stores were typically large department stores and specialty boutiques which sold
classic, expensive clothing to the carriage trade. Through extensive interviews with
top managers from more than a third of the Scottish knitwear manufacturers
located in the border region of Scotland, Porac, Thomas, and Baden-Fuller (1989)
were able to uncover some core beliefs underlying the mental models used by the
top managers to understand their firms’ competitive environment. One set of be-
liefs concerned how the firms established their own distinctive market identity,
while another set determined how they dealt with other parties in the transactional
network (the producers, agents, retailers, and consumers).

Making Sense of Market Identity. Sense making was the process by which
the firms studied, discovered, or invented their self-identities, their collective
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identity, and the perceived identities of their customers and competitors. The firms
defined their business as the production of top-quality cashmere pullover and
cardigan sweaters and perceived that their customers were individuals in the top
2–5 percent income bracket of any given country (Porac et al. 1989). Three man-
aging directors expressed this belief thus (quoted in Porac et al. 1989, p. 406):

We’re top-end. We’re not interested in Marks & Spencer’s or anybody other than
the top 2 per cent in any country.

If people are looking for knitwear, the top 5 per cent, we are the segment they will
look to.

We are in the market where customers imply they want the best. Pure and simple.
People must want the best.

This emphasis on exclusiveness and high quality also colors their perception
of the competition (quoted in Porac et al. 1989, p. 407):

Quite honestly, there is not a lot of competition. The Italian industry is a different
industry from ours. The Asian industry is a different industry from ours. . . . Basically
it’s pullovers and cardigans. It’s classic type garments. In my opinion, it is quite
clearly defined that people expect to buy the best cashmere pullovers from Scotland.

The majority of our competitors are either within our own group, or within our
own town. . . . We don’t try to be high fashion like the Italians. We call ourselves
“classical elegance.”

The collective market identity shared by the group of knitwear manufactur-
ers was therefore based on the following core beliefs: that they made the best
cashmere knitwear in the world, that their customers were high-income earners
who bought premium quality, and that they had no significant competition from
outside the group because of their unique capabilities. Their collective competi-
tive strategy was to focus narrowly on a small segment of the market that wanted
established quality and classical appeal. This strategy was evolved rather than
the result of deliberate planning or detailed market research, as we shall see.

Enacting the Transactional Network. The transactional network consists of the
producers, agents, retailers, and customers who make up the value-chain of the
knitwear business. The highly interdependent and mutually reinforcing relation-
ships between these groups constrained the generation and flow of information as
well as the exploration of meanings and choices. As a result, the transactional
network also became an enactment network through which participants created
and confirmed a shared interpretation of their competitive position. The Scottish
knitwear producers secure contracts with retail shops through agents. Agents
are selected because their non-knitwear product representations fit in well with the
“classical elegance” image that the Scottish manufacturers wish to project.
Selected agents then negotiate with retail shops that sell classically designed
clothing. These retail shops are in turn patronized by customers whose tastes are
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inclined toward traditional knitwear products. Notice how the participants in this
transactional network preselect each other as compatible business partners and by
doing so mutually reinforce and sustain the collective belief that the Scottish
knitwear manufacturers sell garments of classical elegance. The self-defining and
self-reinforcing interactions of the network clearly illustrate the dynamics of the
enactment-selection-retention sequence of the sense-making recipe:

The self-definition as a producer of “high quality fully-fashioned knitwear” leads to
the selection of agents selling classically designed clothes, who are suppliers of shops
merchandising classic garments to consumers with a limited range of preferences for
“classical elegance.” Market cues from consumers are filtered back through informal
network channels and provide the Scottish firms with information primarily about
preferences for variations on classically designed garments. Such filtered information
is assimilated into the existing business definition, and focuses the attention of
managers on a limited set of possible product offerings. In doing so, both the business
definition and the competitive space it implies are reinforced, and the Scottish firms
use their finite psychological and material resources to compete with each other in
the fully-fashioned classic knitwear sector. (Porac et al. 1989, p. 409)

Enactment takes place as the producers, agents, retailers, and customers act and
think together to bracket, label, and influence their environment and experience.
Labels used to bracket salient experience included phrases used by the managers
such as “friendly competition,” “Scottish quality,” “classical elegance,” “crowd in
Hong Kong that manufactures for Ralph Lauren,” and so on. Enactment is on-
going as it feeds on filtered information generated by like-minded others in the
transaction network. Selection takes place when the participants choose and
maintain the interpretation that has been sensible for that industry for many
years—that they are in the business of selling high-quality knitted outerwear to
discerning high-income customers. Retention takes place as the participants con-
tinue to store, retrieve, and reapply interpretations that they have enacted to make
sense of any changes in their business environment. For example, the Scottish
manufacturers have historically used the traditional but labor-intensive methods
of hand finishing, partly because they produced high-quality sweaters, but also
because the manufacturers had available a pool of workers skilled in hand finish-
ing. Unfortunately, hand finishing was not as efficient as the more modern manu-
facturing techniques that were increasingly being adopted by many domestic and
foreign competitors to produce lower-cost garments. In deciding to continue with
the use of the less-efficient method of hand finishing, the Scottish manufacturers
were re-selecting and retaining their enacted interpretation that they were produc-
ers of high-quality knitwear that were sold to customers wanting premium quality
garments. The sense-making cycle invoked here shows that enactment is the
result of the simultaneous blending of action making and meaning making.

Belief- and Action-Driven Processes

Given that each individual sees different parts of the environment as interesting
and overlays different interpretations on that data, the question is, How do people
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in organizational groups link their thoughts and perceptions so that some form of
collective action is possible? Weick (1995) suggests that organizations achieve
this through belief-driven processes and action-driven processes:

Sensemaking can begin with beliefs and take the form of arguing and expecting.
Or sensemaking can begin with actions and take the form of committing or
manipulating. In all four cases, people make do with whatever beliefs or actions
they start with. Sensemaking is an effort to tie beliefs and actions more closely
together as when arguments lead to consensus on action, clarified expectations
pave the way for confirming actions, committed actions uncover acceptable
justifications for their occurrence, or bold actions simplify the world and make it
clearer what is going on and what it means. In each of these cases, sensemaking
involves taking whatever is clearer, whether it be a belief or an action, and linking
it with that which is less clear. These are fundamental operations of sensemaking.
Two elements, a belief and an action, are related. The activities of relating are the
sensemaking process. The outcome of such a process is a unit of meaning, two
connected elements. And the connected elements are beliefs and actions tied
together by socially acceptable implications. (Weick 1995, p. 135)

Belief-Driven Processes. Belief-driven processes are those in which groups of
people negotiate meaning around an initial set of sufficiently clear and plausible
cues and predispositions by connecting more and more small pieces of informa-
tion into larger structures of meaning (Table 3-2). When cues appear “similar” in
their fit with each other and with existing frames of reference, the process is
likely to be one based on expecting. When cues and beliefs are contradictory,
the process may be based on arguing. Arguing is a process by which people
move from one initial idea to the selection of another through reasoned dis-
course that involves drawing inferences from existing beliefs and justifying
those inferences in the face of other competing claims (Brockeriede 1974). This
process of developing, presenting, comparing, and evaluating explanations in a
group often leads members to discover new explanations or to deepen their
insights on existing ones. Arguing provides people with a socially acceptable
procedure to debate the ambivalence and contradiction that is inherent in most
issues. Arguing as reasoned debate does not imply flaring tempers and pounding
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TABLE 3-2. Organizational sense-making processes.

Belief-Driven
Arguing Growing meaning by connecting the contradictory

Processes Expecting Growing meaning by connecting the similar

Action-Driven
Committing Creating meaning to justify actions high in choice, 

Processes
visibility, and irrevocability

Manipulating Creating meaning to explain actions taken to make 
things happen

↔



fists, the occurrence of which would in fact undermine discussion. The most
common forum for the work of arguing is in meetings. Schwartzman (1987,
1989) views meetings as “sense makers” that define and represent the social en-
tities and relationships that establish meaning and identity for its participants.
Arguing as sense making allows people in organizations to resolve or reduce
ambiguity, discover new goals, enhance the quality of available information, and
clarify new ideas.

Expecting is the other belief-driven process by which people in organizations
apply beliefs as expectations to guide and constrain the selection of salient infor-
mation and the choice of plausible interpretations. Whereas arguments typically
are tentative proposals that need to be elaborated or tested with others, expecta-
tions are often more strongly held than arguments, and people tend to be more in-
terested in confirming than in contradicting them. In many cases, expectations can
have a powerful effect on the way individuals filter information and interpreta-
tions, so much so that self-fulfilling prophecies become a fundamental act of
sense making (Weick 1995). Initially, prophecies provide the minimal structures
around which new information can coalesce. People then actively connect data
with their prophecies based on the beliefs that they hold. In doing so, people tend
to seek out confirmatory evidence, ignore or devalue contradictory news, and
cling on as far as possible to their initial hypotheses. Expecting and expectations
thus provide people with a sense of stability and social order and with a set of cog-
nitive structures within which they can find and construct meaning.

Action-Driven Processes. Action-driven processes are those in which groups of
people grow webs of meaning around their actions, commitments, or manipula-
tions by creating or modifying cognitive structures that give significance to these
behaviors (Table 3-2). Two kinds of action can drive sense making: committing
actions for which a person or group is responsible and manipulating actions
taken by a person or group that make an actual change in the environment (Weick
1995). Committing becomes important if, in situations when behaviors and be-
liefs contradict each other, it is easier to change the beliefs than the behaviors.
Behavior becomes binding and hard to change when the behavior is explicit
(evidence exists that the act took place), public (witnesses saw the act), and ir-
revocable (act is irreversible) (Kiesler 1971). Furthermore, if the person was also
seen to have performed the action deliberately, with substantial effort and few
external demands, then the act occurred because the person chose to do it and is
therefore responsible for it. Commitments form a convenient framework for or-
ganizing information and perceptions. An instinctive reaction is to pigeonhole
incoming information according to whether it supports the committed action, op-
poses it, or is irrelevant to it. In this way, committing influences sense making by
directing attention, noticing new features, and selecting data.

Manipulating is the other action-driven process by which people in the
organization take actions that lead to changes in the environment that in turn
become some of the constraints for their own sense making. Common methods
of manipulation include constructing desirable niches, negotiating domains,
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forming coalitions, educating clients and employees, advertising to potential
clients and customers, and resolving conflicts (Hedberg, Nystrom, and Starbuck
1976). Manipulating brings clarity to sense making, since by making things
happen, people can latch on to these created events and explain them as a way to
make better sense of what is taking place. Whereas committing makes new sense
by justifying the action itself, manipulating does the same by explaining the
meanings of the consequences of the action taken.

The belief- and action-driven processes of sense making are compared in
Table 3-2. Arguing is a belief-driven process that grows meaning by connecting
and resolving contradictory information and perceptions. Expecting also uses
beliefs embedded in anticipations or prophecies to grow meaning by connecting
and selecting information that is compatible with expectations. Committing is an
action-driven process that creates meaning through justifying actions that have
been taken which are deliberate, visible, and hard to reverse. Manipulating cre-
ates meaning by explaining the consequences of actively intruding into and
changing the environment. It is clear that both beliefs and actions can serve as
reference points for meaning-generation, and that once again the essence of
sense making is in the blending together of cognitive structures and active
choices to construct reality.

Nantes “Toxic Cloud” Crisis

To understand how actions and beliefs interact in the sense-making process, we
look at a case that shows contrasting interpretations constructed by two groups
grappling with the same phenomenon: an ominous “fire” at a warehouse con-
taining dangerous chemicals. It illustrates how different groups engage different
beliefs and actions in their sense making of the same event, and how the dynam-
ics of information gathering and processing modulate the interplay between ac-
tions and beliefs.

On October 29th, 1987, at about 9:15 A.M., workers in a warehouse of the
firm SA Loiret and Haentjens, located outside Nantes near the River Loire
(France), were trying to deal with smoke coming from stored fertilizers (Vidaillet
2001). The person in charge telephoned the fire service for help, giving the prod-
uct’s code (15.8.22) and reporting the presence of toxic smoke.

What Happened from the Firemen’s Perspective. At the fire station, the duty
chief dispatched a rescue team to the site. He tried unsuccessfully to identify the
product from a technical manual, but the code had changed to 15.822. He con-
cluded that the code indicated danger rather than the product’s composition.

The rescue team arrived at the scene, and the fire captain toured the ware-
house. He easily identified the product (an agricultural fertilizer). He located a
stock of ammonitrates and some fuel tanks. (Ammonitrate, or ammonium nitrate,
is a common component of artificial fertilizers. It is also used to modify the det-
onation rate of explosives, such as nitroglycerin. As a strong oxidant it may cause
fire or explosion upon contact with other material. It is also harmful if swallowed
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or inhaled.) Although ammonitrates can explode, they were stored well away
from the fertilizers, in tanks that were well insulated. What the fire captain could
not understand was the odd “fire,” which produced neither flames nor heat but
stagnant smoke. He was reluctant to use hoses due to the risk of polluting the
river (as the firemen had done in the 1986 Sandoz accident in Basel). He then
telephoned the duty chief at the fire station.

The duty chief recalled what he had learned during a recent training session
on nuclear risks and became worried about a major catastrophe. He also refused
to use water and feared that the ammonitrates might explode. He warned the
authorities about a risk of explosion and suffocation. He called the colonel, his
superior, and asked for reinforcements. The time was 10:30 A.M.

When the colonel arrived, he inquired about measurements taken by the
antipollution unit, which showed high nitric acid levels and traces of chlorine
above the warehouse. Two experts gave contradictory advice: one recommended
the massive use of water, the other opposed. The colonel and some of his col-
leagues favored dowsing the fertilizers. Professor Boiteaux, a well-known expert
and chair of toxicology at Nantes University who was contacted by the antipol-
lution unit, also supported using water and thought pollution risks were slight.
From that moment on, all action was focused on implementing this solution. At
around 4 P.M. the situation was brought under control.

What Happened from the Emergency Committee’s Perspective. From
10:30 A.M. onward, an emergency committee was formed at the prefecture. The
committee was composed of officials used to solving problems of maintaining
public order. They relied mostly on information picked up from the firemen’s
radio—reacting to news coming in from the firemen but not actively seeking
further information. The committee noted the risks of fire and explosion. They
believed that it was their responsibility to concentrate on the “cloud” and the
risks it presented for the population. Focusing on information about the “toxic
cloud” and the projected length of operations, it recommended that people living
within one kilometer of the warehouse should stay indoors.

Later that morning, the prefect took charge of the committee. At noon an ex-
pert in water problems, who was the president of a federation of environmental
associations, expressed her alarm at the risk for the population. At 12:15 P.M., ex-
perts from the regional department of industry and research arrived. At 1 P.M., the
antipollution unit and firemen informed the emergency committee that a mea-
surement made along the main route of the cloud showed a nitric acid level of
5 ppm (parts per million, a unit of measure). From then on, the committee fo-
cused its attention on interpreting the significance of this number. The prefect
made a comparison with poison gas during World War I. Some committee mem-
bers mentioned rules in the quarries that allowed exposure up to 25 ppm.

Meanwhile, the mobile emergency medical service had treated workers and
others at the warehouse in the morning. There was evidence of poisoning from
inhalation of nitrates, but the team had concluded that there was no danger for the
population at large. This important information was not passed on: the medical
team did not try to do so and the committee did not attempt to find it out.
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Based on the risk associated with the 5 ppm measurement and favorable
meteorological conditions, the prefect decided to evacuate seven districts
(40,000 persons). At 2 P.M., an orderly evacuation began. At 3:30 P.M., an engi-
neer who had been at the warehouse reported that the products involved were
fertilizers and not ammonitrates. Moreover, additional measurements made in
two districts exposed to the wind showed very low nitric acid levels (1 ppm and
0.5 ppm). Around 4 P.M., the deputy prefect informed the committee that the fire
was almost under control. At 7 P.M., the prefect decided to end the evacuation.

Beliefs, Actions, and Information Seeking. Sense making by the firemen was
to a degree action driven: the fire captain checked the warehouse, found the am-
monitrates and fuel tanks, assessed their vulnerability, and was anxious about the
mysterious cloud. Further action was however constrained by beliefs derived
from the Sandoz accident in Basle the year before where dowsing the fire had
polluted the nearby river. The duty chief also did not want to use water, based on
his belief (influenced by a recent training session) that the accident could become
a major catastrophe, with the ammonitrates exploding. This tension between
belief and action was finally resolved with the arrival of important new informa-
tion: the advice of a highly respected expert who had been approached by the
antipollution unit and who held a chair at Nantes University. It was then decided
to use water to put out the fire.

Sense making by the emergency committee, on the other hand, appeared to
be driven more by the committee’s shared belief that its main responsibility was
maintaining public order and safety. Information seeking was limited and pas-
sive. The committee relied on indirect data and there was not much contact with
people at the scene of the accident. In the afternoon, the committee focused on
the data showing a certain level of nitric acid along the cloud’s route. There was
growing alarm about the danger to the population, and the prefect decided to
initiate the evacuation program at 2 P.M. Two hours later the fire was almost
under control, and the evacuation ended soon after. For the emergency commit-
tee, the tension between belief (“public safety”) and action (“evacuation”) was
not reconciled because a vital piece of information was not passed along for
sense making: the medical team had treated early victims and concluded that
there was no danger to the population, at large.

The Nantes accident vividly illustrates how beliefs and actions are simulta-
neously engaged in sense making and how the availability and use of informa-
tion can alter the dynamics between actions and beliefs, resulting in divergent
interpretations and decisions.

III. SHARED MINDS: CONSENSUS AND CULTURE

A network of shared meanings and interpretations provide the social order,
temporal continuity, and contextual clarity for members of an organization to
coordinate and relate their actions. As a cognitive framework, it presents criteria
for selecting, valuing, and processing information. Where information is lacking
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or equivocal, shared beliefs and assumptions can fill in the gaps or reduce the
ambiguity sufficiently in order for organizations to be able to act. As a frame-
work of meanings and norms, it presents expectations for relating and evaluating
actions and results and defines communal identity and commitment to purpose.
Although order and stability are essential for concerted action, organizations
must also be able to continuously assess the validity of assumptions and beliefs,
discover opportunities or threats hidden in new information, and stimulate inno-
vation through inquiry and experimentation. As much as order and stability, or-
ganizations need variation and diversity to ensure growth and development.
The basic structure of shared meanings needs to be sufficiently open and flexible
to provide the space for new ideas to take hold and new responses to be enacted.
Research suggests that organizations adopt meaning-making and meaning-
sharing strategies to build consensus while accommodating diversity.

Managing Consensus Through Shared Meaning

Given that individuals and groups differ in their histories, values, and sense-
making styles, how do shared meanings then emerge from such heterogeneity?
While much research is still needed, the available evidence suggests two general
strategies that organizations use to achieve an actionable level of consensus:
tapping into shared cognitive structures or collective knowledge bases that guide
the processing of information as well as the making of action; and engaging in
communication behaviors that establish agreement on action implications but at
the same time retain a residual amount of ambiguity to accommodate differing
interpretations. As examples of shared cognitive structures, we present research
on the concepts of cognitive consensus and industry recipe. As examples of
communication behaviors, we discuss the ideas of equifinal meanings and inter-
pretation framing.

Shared Cognition: Cognitive Consensus. Some researchers have suggested
that organizations develop a certain level of cognitive consensuality that makes
possible a reasonable degree of common understanding for collective action.
Consensuality in this case does not require complete agreement, but that “indi-
viduals have achieved a certain similarity in the way they process and evaluate
information” (Gioia and Sims 1986, p. 8). It does imply that “there is a reason-
able amount of implicit agreement among organization members as to the appro-
priate meaning of information or events. This leads to consensual cognitive
scripts prescribing behavior and action (which are also implicitly agreed to as
appropriate by organizational members)” (Finney and Mitroff 1986, p. 320). In
an attempt to determine whether cognitive scripts underlie common organiza-
tional events, Gioia, Donnellon, and Sims (1989) analyzed videotaped data col-
lected from 96 simulated appraisals conducted by 24 experienced middle- and
upper-level managers interacting with 4 different subordinates drawn from a
group of business administration students. The results revealed a common be-
havioral script that suggested the existence of a consensual cognitive script for
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enacting the appraisal interviews. The use of consensual structures and scripts
still allows for differences in individual behavior based on personal styles and
preferences. For example, a general cognitive script in an organization may re-
quire that business plans be supported by statistical data and analysis. One
manager may choose to prepare the business plan working alone, while another
manager may prefer to delegate the plan to subordinates; in both cases, a busi-
ness plan bolstered by statistical analysis is produced that is in line with the
script. The individual managers themselves have in fact superimposed their
personal behavioral scripts over the general script of how to prepare statistical
business plans: “the result is schemas and scripts superimposed on schemas and
scripts—that is, meaning and action superimposed on meaning and action. This
complex and interactive set of meanings directs the enactment of behavior by the
individual, the group, and ultimately the organization” (Finney and Mitroff 1986,
p. 322). At the same time, consensuality and concerted action are enacted for a
common purpose: they are necessarily tenuous constructions that are subject to
revision or dissolution when the perception of reality changes (Gioia 1986).

Shared Cognition: Industry Recipe. In order to develop meaning and draw
conclusions from unclear and uncertain information, members of the organiza-
tion do not directly use the methods of logical analysis or decision making to
process information but must first exercise human judgment and creative think-
ing to deal with the information uncertainty. From his field study of three indus-
tries, Spender (1989) observed that firms in the same industry share a body of
knowledge and beliefs that is used to cope with uncertainty. Following Alfred
Schutz, who saw individuals using “recipes,” or shared patterns of beliefs to
make sense of everyday experience, Spender called the shared knowledge the
“industry recipe”:

I suggest that the burdens and risks of exercising judgment cause managers to cast
around for guidance. I hypothesize that they draw their primary support from other
managers operating in the same industry. There is no simple imitation involved
here. These managers do not seek support that is substantive, detailed or
prescriptive, a specific formula which tells them precisely what to do. They know
well enough that other firms are in different circumstances and may well be
pursuing different policies. I hypothesize that the imitation is at an extremely
intellectual level, a sharing of those judgments which give organizational data their
meaning. In this way the managers adopt a way of looking at their situations that is
widely shared within their industry. I call this pattern of judgments the industry’s
“recipe.” I argue that the recipe is an unintended consequence of managers’ need
to communicate, because of their uncertainties, by word and example within the
industry. The recipe develops a context and experience bound synthesis of the
knowledge the industry considers managers need to have in order to acquire
an adequate conceptual grasp of their firms. (Spender 1989, p. 188)

From his study of seven major dairies in London and Manchester in the
United Kingdom, Spender identified 14 constructs that composed the dairy indus-
try recipe. For example, the recipe indicates that the dairymen need to increase the
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volume demand of milk in the distribution network (construct 1. increasing
gallonage), that gallonage can be increased by supplying milk to smaller retailers as
well as bottled milk buyers who purchase in bulk (2. expanding the business), that
friendly relations be maintained with the buyers which are family-owned busi-
nesses (3. awareness of other retailers’ positions), that gallonage can also be ex-
panded by increasing the length and the number of drop points in the milk rounds
(4. improving the rounds), and by increasing either the number of customers or
the amount of milk delivered to existing customers (5. increasing the drop
density), and so on. For an individual firm, the industry recipe enables collective
action while accommodating interpretive variations. While it offers general guid-
ance about what is important and appropriate behavior, the recipe is ambiguous
enough for individual firms to adapt to their particular situations and preferences.

Communication Behaviors: Equifinal Meanings. In order to reconcile diver-
sity with coordination, organizations develop communication behaviors that
allow members of a group to broaden their ideas to accommodate multiple inter-
pretations that are nevertheless consistent with each other in their behavioral
implications. For example, Donnellon, Gray, and Bougon (1986) found that “in
the absence of shared meaning, organized action is made possible by the shared
repertoire of communication behaviors group members use while in the process
of developing equifinal meanings for their joint experience. . . . Equifinal mean-
ings, then, are interpretations that are dissimilar but that have similar behavioral
implications” (p. 44). Donnellon et al. identified four communication mechanisms
for achieving equifinal meanings: metaphor, logical argument, affect modula-
tion, and linguistic indirection. Metaphors can reconcile differences in meaning
because they allow people to understand and experience one kind of thing in
terms of another, and so give new meaning to their actions and beliefs (Lakoff
and Johnson 1980). Logical arguments can be used in situations of disagreement
to move another party to agreement through incremental steps. Affect modula-
tion evokes feelings through the use of voice, gesture, and emotion-laden words
to cause the redefinition of a situation. Linguistic indirection employs the passive
voice and broad or imprecise language to create equivocality and so play down
sources of dissent. Donnellon et al. (1986) observed that metaphors are particu-
larly effective in generating equifinal meanings because their vagueness allows
the different parties to maintain their own interpretations while providing
common ground for communal behavior. The study found that in a simulated
organization, members of one department eventually agreed to a strike action as
a response to planned layoffs only after the meaning of striking was enlarged
through the use of the metaphor “Striking is principled behavior.” In the same
study, group members used logical argument and affect modulation to garner
support for a selected interpretation of another department’s actions, while lin-
guistic indirection helped to motivate the search for equifinal meanings.

Communication Behaviors: Interpretation Framing. Just as the process of
sharing meaning is a complex communication activity with many patterns of
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behavior, the concept of shared meaning itself can have more than one dimen-
sion. If shared meaning is multifaceted, then collective action can take place as
long as there is consensus around one or more (but not necessarily all) of the
multiple dimensions. Fiol (1994) suggests that shared meaning can reside in the
content of the interpretation as well as in the framing of the interpretation.
Content is reflected in the categories or labels that people use to define what is
expressed (e.g., labels such as “threat” or “opportunity”), while framing refers to
how people express their viewpoint, regardless of its content. Fiol noted that
framing differs in the breadth of the frame (e.g., the number or scope of issues
attended to, the number of constituencies or functional areas perceived as rele-
vant) and in the rigidity of the frame (e.g., the degree of certainty conveyed, the
stability of opinions over time). While people may maintain diverse interpreta-
tions about the content of an issue, they may nevertheless show agreement about
how the issue is being broadly framed. Fiol (1994) analyzed how a Fortune 100
financial services company made sense of and evaluated a new venture project
over a period of two years. The new venture team consisted of 11 managers,
ranging from division CEO to group vice presidents, covering functions in fi-
nance, law, marketing, operations, and systems. The CEO required that all major
communications in the group be recorded in a new venture log, which eventually
ran to more than 2,000 pages of entries spread over three volumes, reflecting the
three phases of the project. In the first phase that lasted six months, the team
failed to see a need for the new venture, especially how it could add to or be in-
tegrated with existing products, and decided to reject the proposal. In the second
phase (seven months), the new venture idea was reintroduced, this time as a to-
tally new business separate from the division’s current offerings. This new form
gained the tentative support of top managers in the team, and the idea was then
pursued as a “new business proposal.” In the third phase (nine months), the sub-
groups worked to flesh out and operationalize the project. Eventually, “the ‘New
Business’ concept that emerges from the third notebook is almost identical to the
idea that the [project] Champion had presented more than a year earlier and that
had been soundly rejected” (Fiol 1994, p. 409). Data analysis revealed that over
the course of the project, there was a general progression from less to greater
certainty about their positions (frame rigidity) and a clear convergence toward
the perceived scope of the project (frame breadth) as encompassing internal sys-
tems, customer needs, and marketing issues. While there was convergence in
framing, team members continued to the end to maintain their divergent percep-
tions about the controllability of the issues raised (interpretation content), with
the subgroups perceiving different levels of control over project outcomes. In the
final analysis, it was the agreement on how the new venture was to be framed that
provided the unifying premise for the new venture to proceed.

Consensus and Diversity in Organizational Culture

The sharing of meaning in a group based on a common set of beliefs and values
that leads to similar patterns of behavior within the group is seen as evidence of
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the existence of a group culture. Indeed, the sharing of beliefs and behaviors is
regarded as the essence of culture: “If there is no consensus or if there is conflict
or if things are ambiguous, then, by definition, that group does not have a culture
in regard to those things. It may have subcultures, smaller groups that have a
shared something, a consensus about something, but the concept of sharing or
consensus is core to the definition, not something about which we have an
empirical choice” (Schein 1991, p. 246). This view, though not uncommon, is
not shared universally by students of organizational culture, and we will also pre-
sent a more diffracted image of culture that encompasses both consensus and
multiplicity.

An Integrated View of Organizational Culture. What then is culture?
Schein’s (1985, 1991, 1992) definition is well known and germane to our discus-
sion. According to him,

Culture is:
A pattern of shared basic assumptions,
invented, discovered, or developed by a given group,
as it learns to cope with its problems of external adaptation and internal integration,
that has worked well enough to be considered valid, and, therefore,
is to be taught to new members of the group as the
correct way to perceive, think, and feel in relation to those problems. 

(Schein 1991, p. 247)

In Schein’s conceptualization, culture is the result of the organization’s
efforts to simultaneously adapt to external environments and to manage its
internal integration. All groups need to face the tasks of external adaptation and
internal integration, and both tasks involve building consensus on collective
identity, function, and allowable behaviors. In the process of external adapta-
tion, members develop consensus on the core mission and functions of the orga-
nization; the specific goals to be pursued; the basic means to be used to attain the
goals (including structure, reward, and authority systems); the criteria to be used
for measuring results; and the appropriate remedial strategies if goals are not
achieved (Schein 1992, p. 52). In the process of internal integration, members
develop consensus on a common language and conceptual categories to be used
so that members can communicate with and understand each other; the group
boundaries and criteria for inclusion; the criteria for the distribution of power and
status; the norms of intimacy, friendship, and love; the criteria for the allocation
of rewards and punishments; and the concepts for explaining the unexplainable
(ideology and religion) that members can fall back on to cope with and respond
to what they cannot understand (Schein 1992, pp. 70–71). To illustrate the dy-
namic process by which an organization learns its shared assumptions, Schein
outlines this scenario of how organizational culture grows from the seeds of the
founder’s beliefs:

Basically the founder of the new group starts with some beliefs, values, and
assumptions about how to proceed and teaches those to new members through a
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variety of mechanisms. What is for him or her a basic reality becomes for the
group a set of interim values and beliefs about which they have limited choice. The
group then behaves in a certain way based on the founder’s beliefs and values, and
either succeeds or fails. If it fails, the group eventually dissolves and no culture is
formed. If it succeeds, and this process repeats itself, what were originally the
beliefs, values, and assumptions of the founders come to be validated in the shared
experiences of the group. (Schein 1991, p. 249)

Over time, the learning and validation of a set of shared assumptions
becomes constituted in the culture of the organization and provides a shared
framework of cognitive, behavioral, and affective responses. Within this frame-
work, members can continuously make sense of and adapt to the external envi-
ronment and continuously develop and maintain internal relationships among
themselves.

A Multiperspective View of Organizational Culture. While Schein’s treatment
of culture, as a prescription of organization-wide consensus that brings about clar-
ity, stability, and unity of action, is certainly a desirable state of affairs, many or-
ganizations in practice do not enjoy the level of integration and consistency that it
prescribes. An alternative view suggests that organizational culture should be ex-
amined simultaneously through multiple lenses, with each lens bringing into
focus special features that are missed by the others. Martin (1992, 2001) proposes
that three interpretive perspectives are needed, which she calls the integration, dif-
ferentiation, and fragmentation views (Table 3-3). The integration perspective is
defined by organizational members experiencing a high level of consensus,
consistency, and clarity. All members share a set of basic assumptions, values,
common concerns, or “content themes.” These themes are enacted consistently in
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TABLE 3-3. Three perspectives of organizational culture (Adapted from Martin 1992, p. 13).

Perspective Integration Differentiation Fragmentation

Consensus Organization-wide Subcultural Multiplicity of views
(Orientation consensus consensus (no consensus)
to consensus)

Consistency Consistency Inconsistency Complexity
(Relation among (not clearly consistent
manifestations) or inconsistent)

Clarity Exclude it Channel it outside Focus on it
(Orientation to subcultures
ambiguity)

Metaphors Clearing in jungle, Islands of clarity in Web, jungle
monolith, hologram sea of ambiguity



a variety of cultural manifestations (actions, stories, rituals, jargon, and other
symbols); members know what they are to do and why, so that there is no place
for ambiguity. In many respects, Schein’s (1985, 1992) conceptualization of orga-
nizational culture portrays such a unifying, integrative perspective. Instead of a
single, seamless culture, the differentiation perspective assumes that organiza-
tions consist of a number of subcultures based on differences in power, areas of
interest, and work or professional practices. Its defining features are that consen-
sus exists only locally within subcultures; inconsistent interpretations of content
themes are common; and clarity is preserved within subcultures while ambiguity
is channeled outward. The differentiation perspective acknowledges that conflict
and power are important elements of cultural behavior and assumes that collective
action based on consensus is most likely within subcultures. Finally, the fragmen-
tation perspective sees organizations as “webs of individuals” who are loosely
and sporadically connected as “new issues come into focus, different people
and tasks become salient, and new information becomes available” (Martin 1992,
pp. 150–51). The organization lacks a center, and its boundaries are blurred as
part-time employees, contractors, suppliers, and customers move in and out of the
organization. There is no organization-wide or subcultural consensus; any local
consensus is temporary and limited to particular issues. Neither consistencies nor
inconsistencies are clear. Constant flux and ambiguity is the rule of the day. In this
view, collective action is still possible because individuals form temporary coali-
tions to tackle specific issues and concerns:

When a particular issue becomes salient, one pattern of connections becomes
relevant. That pattern would include a unique array of agreements, disagreements,
and domains of ignorance. A different issue would draw attention to a different
pattern of connections—and different sources of confusion. Whenever a new issue
becomes salient to cultural members or researchers, a new pattern of connections
would become significant. (Martin and Meyerson 1988, p. 117)

Meyerson and Martin (1987) applied the three perspectives to analyze cul-
tural change in the Peace Corps/Africa during the Kennedy and Nixon adminis-
trations. From the integration perspective, the volunteers and staff of Peace
Corps/Africa during the Kennedy administration were all seen as sharing the
same core values espoused by Kennedy and the top administrators—the impor-
tance of international volunteer work, altruism, the excitement of living in new
environments, and the ability to change the world through their work and ideals.
The differentiation perspective focused on the behaviors of several subculture
groups, including the top staff (the Africa director, country directors); volunteers
assigned to particular countries; and volunteers assigned to specific projects such
as sanitation, agriculture, and teaching English. The fragmentation perspective
concentrated on the consequences of the short two-year tenures of most volun-
teers and high turnover of country directors. As a result, “transient issue-specific
interest groups” often developed, establishing informal alliances around issues
such as an epidemic in a particular country or the relative importance of English
instruction. Furthermore, since most volunteers worked in isolated settings,
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Peace Corps members had to be tolerant of confusion and to be able to live with
ambiguity.

When Nixon became U.S. president, the integration view focused on the new
kinds of Peace Corps volunteers he deemed desirable: people with practical skills
in construction and farming so that the Corps could do more infrastructure build-
ing and less English teaching. The differentiation view saw how environmental
factors, including a severe drought that caused famine, outflows of refugees, and
changes in several national governments, influenced the composition of subcul-
tures. In addition, new country members, the termination of sanitation projects,
and the introduction of drought-resistant crops and irrigation projects all led to
new subcultural configurations. The fragmentation view showed temporary al-
liances coalescing on concerns such as effective education techniques for intro-
ducing innovations (new sewage disposal methods, cooking untraditional grains)
and political violence in a particular country. Budget cuts in Washington, D.C. and
uncertainty about the Corps’ future further increased the feeling of anxiety and
ambiguity. Overall, the integration view focused on the creation of an organization-
wide consensus based on policies initiated by the Corps leadership; the differenti-
ation view focused on local consensus in subcultures formed by people working
in the same countries or projects; while the fragmentation view focused on the ex-
periences of individuals who were working in fast-changing and isolated settings.

Martin explains the value of adopting a three-perspective analysis of organi-
zational culture:

At any point in time, a few fundamental aspects of an organization’s culture will be
congruent with an Integration perspective—that is, some cultural manifestations
will be interpreted in similar ways throughout the organization, so they appear
clear and mutually consistent. At the same time, in accord with the Differentiation
perspective, other issues will surface as inconsistencies and will generate clear
subcultural differences. Simultaneously, in congruence with the Fragmentation
viewpoint, still other issues will be seen as ambiguous, generating unclear
relationships among manifestations and only ephemeral issue-specific coalitions
that fail to coalesce in either organization-wide or subcultural consensus.
Furthermore, individuals viewing the same cultural context will perceive,
remember, and interpret things in different ways. (Martin 1992, pp. 168–69)

Bounded Ambiguity. In organizations, the diversity of groups and identifica-
tions with different communities implies that there is considerable variation in
what meanings and values become relevant in different situations. Although in-
consistencies and contradictions are inherent features of organizational life, an
organization’s shared cultural understandings can moderate the confusion that
might result from these inconsistencies. Alvesson (2001) proposes the concept of
bounded ambiguity,

in which cultures do not necessarily establish clarity, shared orientations and
consensus among broad groups of people, but still offer guidelines for coping
with instances of ambiguity without too much anarchy or confusion. Bounded
ambiguity may mean broadly shared rules and meanings for how to steer around
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tricky issues, e.g., avoid decision-making or involve as many people as possible in
a difficult decision. . . . We can thus say that it offers “meta-meanings”—clues for
how to deal with tricky meanings. It may also mean a preference for vague,
positive-sounding vocabulary, a tolerance for certain, not to say considerable
amount of inconsistency and even contradiction without reacting, the use of
“mediating myths” between a strong discrepancy between what is preached and
what is practised. (Alvesson 2001, p. 166)

Bounded ambiguity does not suggest that organizations avoid experiences of
high ambiguity. Rather, the organization can use its shared meanings, prefer-
ences, and practices to both acknowledge and reduce ambiguity, mitigating the
stressful effects of contradictory and confusing experiences.

IV. TOWARD A COGNITIVE THEORY OF THE FIRM

Our discussion of organizations as noticing, perceiving, and processing informa-
tion; forming interpretations; and taking action all point toward a cognitive view
of organizations. Huff and Huff (2000) advocate the development of a cognitive
theory of the firm as a useful addition to economic and behavioral theories of the
firm. For them, the defining interest in economic theories is in “output” and
“structure,” while behavioral theories are primarily focused on “processes” re-
lating to interaction and influence—“the defining word for cognitive theory
would be understanding or coherence” (p. 29, italics in original). A cognitive
theory would have four distinctive features:

1. The firm as a social system is a unique site for sense making, learning,
and problem solving.

2. Managers (indeed all participants) are motivated to understand their own
situation and the situation of the collectives that are important to them;
human behavior is influenced by these sense-making efforts.

3. The articulation of influential, shared goals is difficult; it is influenced by
the interpretation, knowledge, and problem-solving abilities of individu-
als and by understandings shared with others.

4. A firm’s environments generate varying stimuli that tend to structure, but
be structured by, cognition and action.

(Huff and Huff 2000, p. 30)

In analyzing shared cognitive frameworks within the firm, Huff and Huff
(2000) invoke the concept of epistemic communities as described by Haas (1992)
in his work on how new policies were developed by government agencies (e.g.,
monetary reform or environmental protection policies). Haas suggests that epis-
temic communities share (a) norms and principled beliefs that provide a value-
based rationale for social action, (b) causal beliefs, derived from their analysis
of policy actions and outcomes, (c) notions of validity that define criteria for
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evaluating information, (d) a common set of practices that direct their professional
competence to a set of problems. Huff and Huff (2000) feel that organizations,
and especially their top management teams, must be “epistemic communities”
of some strength in order to be viable. While individuals have beliefs and inter-
pretations that are unique to themselves, they also share many beliefs and under-
standings with others. To the extent that beliefs are shared by key actors, the
resulting shared cognitive framework then provides the basis for coordinated
activity (p. 124).

Ocasio (2001) asks the question “How do organizations think?” and finds
that two variants of answer are common in the literature: the shared cognition
perspective and top management cognitive perspective (e.g., Fligstein 1990;
Hambrick and Mason 1984). (The notion of top management teams as “epis-
temic communities” described in the last paragraph would seem to combine both
perspectives.) Ocasio sees limitations in either approach and proposes a wider
view where organizational cognition is a situated process that crosses many lev-
els, including the cognition of individuals, the psychology of groups, and the
social dimensions of organizations:

To understand how organizations think is therefore to understand not only how
individuals think but how thinking is situated in organizations, how situations are
structured by organizations, and how thinking and situations are embedded in
broader social, economic, political, and cultural environments. (Ocasio 2001, p. 41)

An important corollary of this perspective is that organizational thinking
persists even when individual participants change. The persistence of thought
and action in organizations despite personnel turnover shows that cognition
within organizations is socially structured and constituted.

Earlier, Ocasio (1997) has suggested that to explain firm behavior is to ex-
plain how firms distribute and regulate the attention of their decision makers.
Here, attention is defined as the noticing, encoding, interpreting, and focusing of
time and effort on both issues (available categories for making sense of the envi-
ronment) and answers (available action alternatives). This attention-based view
of the firm then implies that

1. What decision makers do depends on what issues and answers they focus
their attention on ( focus of Attention).

2. What issues and answers decision makers focus on, and what they do,
depends on the particular context or situation they find themselves in
(situated attention).

3. What particular context or situation decision makers find themselves in,
and how they attend to it, depends on how the firm’s rules, resources, and
social relationships regulate and control the distribution and allocation of
issues, answers, and decision makers into specific activities, communica-
tions, and procedures (structural distribution of attention).

(Ocasio 1997, p. 188)
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In this view, failures of organizational adaptation are failures of enactment,
that is, failures to attend successfully to the relevant issues and answers. Ocasio
(2001) expands Weick’s (1979b) enactment-selection-retention (ESR) frame-
work. For Ocasio, enactment refers to the “focalization of the current perceptual
stimuli” as well as the “retrieval in memory of previous cognitions or mental
models” (p. 44). Selection reduces equivocality in human cognition by the
choice of one among several alternative enactments. Retention involves both
transmission and storage. Transmission refers to communication with other
participants not involved in the initial process of enactment and selection. Stor-
age occurs at various levels of organizational memory, including individual,
group, and institutional memory. Thus, Ocasio modifies Weick’s ESR framework
and presents the situation-enactment-retrieval-selection-transmission-storage
(SERSTS) model as an alternative view of information processing in organiza-
tions. Using this model, Ocasio returns to the original question that motivated his
study:

How do organizations think? This [research] gives three interrelated answers. First,
organizations think through parallel, decentralized processes of situated enactment,
retrieval, selection, transmission, and storage. Organizations think, according to
this observation, by organizing the situations in which enactment and selection
occurs and by linking the retrieval, selection, transmission, and storage of issues
and schemas among situations. Second, organizations think by reducing
equivocality through the process of selection and dynamic control. Thinking by
individuals and groups in organizations is controlled by the contests for status in
organizations, by differential power and prestige of organizational coalitions,
and by the logic of appropriateness and common social identification contained
in an organization’s culture. Finally, organizations think by embedding the
components of thinking—the participants, resources, issues, schemas, and
space that constitute organizational situations and knowledge structures—into
organizational subsystems that regulate the enactment, retrieval, selection,
transmission, and storage of the issues, schemas, and mental models that
constitute thinking in organizations. (Ocasio 2001, p. 58)

V. INFORMATION NEEDS, SEEKING, AND USE 
IN SENSE MAKING

The reduction of ambiguity lies at the heart of organizational sense making. When
ambiguity is excessively high, organization members lack a clear and stable frame
of reference within which their work and behavior have meaning and purpose.
When ambiguity is unnecessarily suppressed, organization members feel unduly
complacent and unchallenged to learn or innovate. Each organization finds its
own balance between ambiguity and certainty, and this locus depends on the busi-
ness of the organization, its operating environment, its relationships with stake-
holders, and the beliefs and values held by its members. Through the sense-
making process equivocal information is interpreted and negotiated so that
members share some basic understandings upon which collective action can be
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taken. In this section, we detail the information-seeking and -use processes that
constitute sense making and meaning construction in organizations. The sequence
of discussion follows the conceptual framework developed in Chapter 2: we ex-
amine (1) information needs, (2) information seeking, and (3) information use,
each in terms of cognitive needs, affective responses, and situational dimensions
(Table 3-4).

Information Needs. During sense making, information needs are unclear. The
lack of clarity revolves around two basic questions: In the flood of signals indi-
cating change in the environment, which messages and cues are important and
need to be focused on? Given that the information is ambiguous, which interpre-
tation is the most plausible and should be used to understand what the cues
mean? The central issue is therefore the management of ambiguity. Whereas un-
certainty refers to the lack of information about an issue, ambiguity refers to the
equivocality of the information available, where the same information can sup-
port multiple and sometimes conflicting interpretations. The lack of information
may be addressed by gathering more data that are relevant to an issue, but the
lack of clarity has to be met by constructing a plausible interpretation that makes
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TABLE 3-4. Information needs, seeking, and use in sense making.

Information Needs Information Seeking Information Use

Sense • Needs are unclear • Scanning the • Reduce but not
Making • “What’s happening environment eliminate ambiguity

here?” • Noticing significant, • Build consensus or
• “Which interpretation reliable information shared meanings 

to choose?” • Developing for collective 
interpretations through action
verbal discourse

Cognitive • Frames of reference • Information quality and • Schema-driven sense 
Needs • Cognitive profile and  clarity making

degree of bracketing • Information reliability • Cognitive filtering
• Types of information and accuracy • Expectations and self-

needs • Organizational memory fulfilling prophecies

Affective • Emotions as markers • Information richness • Interpretive orientation
Responses • Inertia and stress • Affective moods • Attributional biases

• Cognitive dissonance • Information cultures • Equifinal meanings

Situational • Ill-structured problems • Environmental • Sense giving and 
Dimensions • Perceived environ- analyzability sense contesting

mental uncertainty • Enacting as information • Commitment to 
• Attention in seeking actions

organizations • Access to information • Dominant logic



sense of the noticed information. The initial attempt to reduce ambiguity is to try
and fit the information with existing assumptions, beliefs, and expectations.

Information Seeking. Three related activities constitute the information-seeking
process in organizational sense making: scanning, noticing, and interpreting.
Scanning is the sensing activity that precedes sense making, and it involves look-
ing at the external environment in order to see developments that could impact
the organization. Specific events or discontinuities are noticed and information
about them is isolated for closer scrutiny. Such information tends to be equivo-
cal, so the main task then becomes interpreting the meaning of noticed events by
talking about and negotiating disparate perceptions in verbal discourse. Organi-
zations scan using a variety of information strategies, ranging from the irregular,
ad hoc scan to continuous, proactive information gathering as part of an institu-
tionalized scanning-planning system. The information culture of the organiza-
tion, its dependence on and perception of the environment, and its access to
channels that can influence the environment are some of the major factors that
affect information-seeking behavior.

Information Use. During sense making, information is processed to reduce situ-
ational ambiguity and to develop a consensus of shared meanings that enable
organizational members to act. Both are partial objectives—ambiguity cannot
and should not be completely removed, and consensus is rarely and need not be
universal. By maintaining a residual level of equivocality and accommodating
a diversity of interpretations, the organization stays alert and open to change.
People in organizations construct networks of meanings by starting from some
existing beliefs or some sequence of actions that have been taken. The process
may be belief driven (Weick 1995), where organizational members construct
meaning by connecting similar pieces of information based on expectations or by
connecting contradictory information through argumentation. The process may
be action driven, in which case they create meaning to justify visible actions they
are committed to, or they create meaning to explain actions they took to make
things happen. People in organizations develop shared meanings by tapping into
shared cognitive structures in order to establish some level of cognitive consen-
sus that can be the foundation for collective action. Developing consensus is
aided by communication behaviors that allow different interpretations to coexist
or to be reconciled. The nature and extent of the consensus depends on the prop-
erties of the organizational culture, which can simultaneously be integrated, dif-
ferentiated, and fragmented (Martin 1992).

Information Needs in Sense Making

Information Needs and Cognitive Needs

Cognitive frames of reference. Organizations develop cognitive frames of
reference to define the boundaries of a domain of inquiry, suggest appropriate
methods of inquiry, and allocate significance, value, and priority to information.
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These organizational frames of reference consist of “cognitive elements, cogni-
tive operators, and reality tests that select, organize, and validate information”
(Shrivastava and Schneider 1984, p. 796). Cognitive elements “determine the
type of information and data that the organization prefers to use” as well as
“represent the intellectual commitments and cognitive interests or motives of in-
quiry in organizations” (Shrivastava, Mitroff, and Alvesson 1987, p. 96). Some
organizations value soft information based on subjective, personal experience,
others emphasize objective, formal, quantitative data. Cognitive elements also
reflect vocabularies for expressing features important to the organization: an
organization stressing service quality would use a vocabulary different from
another stressing financial performance. Cognitive operators are “methods by
which information is ordered and arranged to make meaning and sense out of
large amounts of data that organizations continuously receive. . . . They essen-
tially consist of guidelines for perceiving and formulating problems, descriptions
of acceptable solutions, and criteria for evaluating solutions” (Shrivastava and
Schneider 1984, p. 798). By specifying methods for ordering information, they
also specify the acceptable methods for studying organizational problems. Reality
tests validate the elements of the frame of reference as well as the information
that results from organizational inquiry by comparing current situations with
critical past experiences. Overall, the frame of reference sets the boundaries of
the scope of any organizational inquiry and provides the information-organizing
principles that “shape information acquisition and processing patterns in organi-
zations. . . . information selectively enters the system in patterns based on its
nature, source, timing, and consistency with cognitive elements. Rudimentary
organization is implicit in this selective perception. Cognitive operators clas-
sify and categorize information allowing the formation of concepts/constructs”
(Shrivastava and Schneider 1984, p. 801).

Cognitive profile and degree of bracketing. The experiencing of information
needs is closely related to the bracketing of issues that needs to be worked on or
better understood. Whether and how an issue is bracketed in turn depends on the
cognitive frames of reference that are activated. Within an organization or a
group, members may hold different frames of reference, and they may bracket
an issue differently (or perhaps not at all). Ericson (2001) studied a strategic
change process at a large Swedish university hospital in a multiyear longitudi-
nal case study and derived two concepts to analyze sense making: the cognitive
profile of a group and the degree of bracketing associated with a set of issues.
The cognitive profile of a group is a function of the diversity of cognitive
schemas among members of the group and can be heterogeneous or homoge-
nous. The degree of bracketing refers to the number of individuals in a group
who do bracket a specific issue: if only a few bracket the issue, then the brack-
eting degree of the group is low. The degree of bracketing can change over time.
For example, in the hospital case study, a number of members of the manage-
ment team initially did not bracket the structural and financial issues that were
driving the change process (the degree of bracketing was low). Over time, the
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degree of bracketing increased as more team members began to concentrate on
the same issue. Ericson (2001) calls this a concentration process and suggests
that there is an opposite process of diffusion when an initially noticed issue
becomes less salient over time. Similarly, the cognitive profile of a group can
become more similar or dissimilar over time (processes of homogenization or
heterogenization).

Types of information needs. When we speak of information needs, we gener-
ally imply a lack of information. This may be an oversimplification, since the
experiencing of information need may be brought about not just by an absence
of information, but also by a lack of a frame of reference to make sense of
received information. Fig. 3.1 (adapted from Zack 1998) shows four different
conditions of information need and information abundance. In the upper-left
quadrant, when there is a perceived lack of information, the individual experi-
ences a condition of “uncertainty.” A parallel situation is when the individual
perceives that there is no usable frame of reference to make sense of the avail-
able information: a condition of “ambiguity.” Both uncertainty and ambiguity
refer to the lack of information. The reverse is when the individual experiences
an abundance of information, including unsolicited and unwanted information,
in a state of information “overload.” There is a fourth condition that arises when
there are multiple frames of reference (perhaps introduced by different stake-
holders) that could be used to interpret the received information, and it is hard
to assess which interpretation is more valid. This would be a condition of
“equivocality.” When individuals complain of overload, they may also be
referring to this form of equivocality. Fig. 3.1 suggests that in conditions of
uncertainty and ambiguity, an appropriate response would be to seek more
information in order to fill in information gaps or to find a usable frame of ref-
erence. In conditions of overload and equivocality, a common response would
be to filter information or to select information that is compatible with a partic-
ular frame of reference.
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FIGURE 3.1. Types of Information Needs (Adapted from Zack 1998)
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Information Needs and Affective Responses

Emotions as markers. As Kuhlthau (1993a, b) has observed, the initiation of the
information search process is characterized by feelings of “uncertainty due to a
lack of understanding, a gap in meaning, a limited construct” (p. xxiii). Because
the human mind prefers order and stability, it experiences feelings of stress and
tension when confronted with a high level of ambiguity brought about by equiv-
ocal information from confusing situations. In recent years, evidence from neu-
roscience and cognitive neuroscience has clarified the role of emotions in mental
processes. A series of studies by Damasio (2003) found that individuals who lost
certain classes of emotions due to neurological damage also lost their ability to
process information rationally. Damasio suggests that every experience in our
lives is accompanied by some degree of emotion. Under the influence of these
emotions, “we gradually categorize the situations we experience—the structure
of the scenarios, their components, their significance” (Damasio 2003, p. 146).
Moreover, some feelings optimize recall while others (extremely painful feelings
in particular) suppress recall: “In general, memory of the felt situation promotes,
consciously or not, the avoidance of events associated with negative feelings
and the seeking of situations that may cause positive feelings” (Damasio 2003,
p. 178). When facing a new situation, emotion signals focus our attention on
certain aspects of the problem. The signals mark options and outcomes with a
positive or negative signal that narrow the sense-making space and increase the
probability that actions will conform to past experience (Damasio 2003, p. 148).
Because the emotion signals are body related, Damasio refers to them as somatic
markers that can indicate mismatches between the available information and the
cognitive categories the individual is using to make sense. Thus, positive or neg-
ative emotions can shape information needs by influencing the perception and
experiencing of a sense-making situation. For example, managers become per-
sonally and emotionally involved during problem recognition:

managers are not cool and detached observers of their organizational scenes.
They are invested in their points of view, policies, and ways of doing things, and
they are identified with the fate of their people and their organizations. To
contemplate a problem is not a cool mental act but “hot cognition.” (McCall and
Kaplan 1990, p. 29)

Inertia and stress. An important way that the experiencing of information needs
can be blocked is through organizational inertia. Huff and Huff (2000) discuss
how inertia increases as patterns of interpretation and behavior become in-
creasingly routinized from one time period to another. The source of inertia is at
the individual level, where inertia arises from the reuse of schema available in
the social setting and developed from the individual’s own experience. Huff and
Huff (2000) define schemas as units of knowledge that consist of the knowledge
itself as well as information about how the knowledge is to be used. By impos-
ing a structure on knowledge or information, schemas allow individuals to
function effectively in an otherwise vast and confusing environment. This
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reliance on available schemas to make sense of the environment grows over
time, and the individual becomes increasingly resistant to schema change. Huff
and Huff believe “this resistance at the level of individual cognitive processes is
the primary source of inertia in organizations. It results not from any active
external force but rather from properties inherent to the use of knowledge struc-
tures. The very properties that make schema useful sensemaking structures (i.e.,
efficiency, expectancy) also stand in the way of change” (p. 46). The effect on
information needs is that “people attend to schema-supporting evidence, rather
than evidence that challenges it” (p. 48). Nevertheless, from time to time, stimuli-
attracting attention cannot be interpreted by established schemas, and stress is
felt when there is a mismatch between expectations, interpretations, and behav-
ior. Huff and Huff (2000) define stress “as a general term describing stimuli that
strain or cause ‘wear and tear’ on an individual or larger collective without as-
suming that the stimuli are noxious or that the results are negative” (p. 49). It oc-
curs when the usefulness or validity of a currently held schema is called into
question by unanticipated events that affect the relationship between the envi-
ronment and the individual or organization. Like inertia, stress also tends to in-
crease over time as signals and stimuli accumulate that suggest a need for new
sense-making structures. Unlike inertia, which is internal and invisible, stress is
external and highly noticed: “The cumulative resistance to significant, strategic
change grows primarily out of gradually accumulating resource commitments
and institutional routines, many of which receive little ongoing attention. Cumu-
lative stress, which makes renewal more likely to be sought and accepted, is
more often associated with specific events that directly capture individual and
group attention” (Huff and Huff 2000, p. 84).

Cognitive dissonance. When sense-making structures fail, people experience
psychological discomfort or dissonance. Festinger (1957) begins by postulating
that pairs of cognition or elements of knowledge can be relevant or irrelevant to
one another. If relevant, they are either consonant or dissonant. Two cognitions
are consonant if one follows from the other, and they are dissonant if the oppo-
site of one cognition follows from the other. Dissonance is psychologically
uncomfortable: it motivates the person to reduce the dissonance and to avoid
information that is likely to increase the dissonance. The greater the dissonance,
the greater the pressure to reduce dissonance. Festinger uses the example of a
habitual smoker to illustrate. A smoker who learns that smoking is bad for health
experiences dissonance, since the knowledge that smoking is bad for health is
dissonant with the cognition that he continues to smoke. He can reduce disso-
nance by changing his behavior, that is, stopping smoking. Alternatively, he
could reduce dissonance by changing his cognition about the health effect of
smoking, that is, believing that smoking does not have a harmful effect on health.
Thus, he might believe, for example, that smoking reduces tension and keeps
him from gaining weight (adding consonant cognitions); that the health risk from
smoking is negligible compared with the danger of car accidents (reducing the
importance of the dissonant cognition); and that the enjoyment from smoking is
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a very important part of his life (increasing the importance of consonant cogni-
tions). Cognitive dissonance theory has been applied widely to analyze the inter-
play of cognition, motivation, and emotion. The effect on information needs and
use is summarized by Harmon-Jones and Mills thus: “Dissonance is aroused
when people are exposed to information inconsistent with their beliefs. If the
dissonance is not reduced by changing one’s belief, the dissonance can lead to
misperception or misinterpretation of the information, rejection or refutation of
the information, seeking support from those who agree with one’s belief, and
attempting to persuade others to accept one’s belief” (Harmon-Jones and Mills
1999, p. 5).

Information Needs and Situational Dimensions

Ill-structured problems. Information need situations may be described by a
small set of problem dimensions, which are “those characteristics that, beyond
specific subject matter, establish the criteria for judging the relevance of infor-
mation to a problem or to a class of problems” (Taylor 1986, p. 42). Of the eleven
problem dimensions that have been identified (MacMullin and Taylor 1984), five
are particularly relevant to understanding information needs during sense making:
(1) sense-making problems tend to be discovery rather than design problems—
information for discovery concentrates on a small, detailed set of data perceived
to be important in order to discover its meaning; (2) sense-making problems tend
to be ill-structured and require information on how to interpret or proceed;
(3) sense-making problems tend to be complex, involving many variables that
interact with each other; (4) sense-making problems tend to have amorphous
goals, so that information is required to clarify preferences and directions;
(5) sense-making problems tend to be those in which assumptions are not agreed
upon. Assumptions may be contradictory or contested, and information is needed
to explain underlying perceptions, define terms and concepts, and so on.

Perceived environmental uncertainty. In the research literature of how organi-
zations scan their external environments, perceived environmental uncertainty
is the variable that represents the external environment’s perceived complexity
and changeability. Duncan (1972) infers two dimensions of the environment
that would determine its perceived uncertainty: the simple-complex dimension
(the number of environmental factors considered in decision making) and the
static-dynamic dimension (the degree to which these factors change over time).
Duncan found that decision makers in environments that are dynamic and
complex experienced the greatest amount of perceived environmental uncer-
tainty. Perceived environmental uncertainty itself is conceptualized as (1) lack
of information on environmental factors associated with a decision situation;
(2) lack of knowledge about the outcome of a specific decision; and (3) inabil-
ity to assign probabilities with confidence on how environmental factors affect
success or failure. There is general agreement in the findings of scanning studies
that managers who experience higher levels of perceived environmental uncer-
tainty tend to do a larger amount of information seeking or environmental
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scanning (see, for example, Kefalas and Schoderbek 1973; Nishi, Schoderbek,
and Schoderbek 1982; Daft, Sormunen, and Parks 1988; Auster and Choo
1993). In terms of information needs, research suggests that the external busi-
ness environment may be divided into environmental sectors, such as the
customer, competition, technological, regulatory, economic, and sociocultural
sectors (Choo and Auster 1993). Again, there is agreement in the research find-
ings that information scanning tends to be focused on the market-related sec-
tors, with information on customers, suppliers, and competitors appearing to be
the most important (see, for example, Ghoshal 1988; Lester and Waters 1989;
Choo 1993; Olsen et al. 1994).

Attention in organizations. Ocasio (1997) proposes an attention-based view of
the firm that extends Weick’s (1979b) concept of organizational enactment of the
environment. In this view, which of the multiple enacted environments are se-
lected to shape organizational response is a function of the firm’s procedural and
communication channels and its attention structures. Ocasio (1997) discusses
how attention in organization is structurally distributed: the specific context that
people find themselves in, and how they attend to it, depends on how the organi-
zation distributes and controls the allocation of issues, answers, and decision
makers within specific firm activities, communications, and procedures. Differ-
ent functions in an organization direct attention to selected issues and answers
through localized procedures and communication channels:

attentional processes of individual and group decision-makers are distributed
throughout the multiple functions that take place in organizations, with different
foci of attention in each local procedure, communication, or activity. Each local
activity within the firm involves a set of procedures and communications, and
these procedures and communications focus the attention of decision-makers on a
selected set of issues and answers. (p. 190)

These procedural and communication channels can be formal and informal
concrete activities. They include formal and informal meetings, reports (e.g.,
memos, quarterly reports, customer satisfaction surveys), and administrative
protocols (e.g., personnel evaluations, budgetary requests, requests for propos-
als). They are concrete because they are tangible and have a specific location in
space and time. Procedural and communication channels constitute a critical
part of the attention structures of the organization and influence the noticing of
information needs and the processing of issues that the organization needs to
work on.

Information Seeking in Sense Making

Information Seeking and Cognitive Needs

Information quality and clarity. From an information perspective, every change
or development in the external environment creates signals and messages that
organizations may need to heed (Dill 1962). Some of the signals would be weak
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(difficult to detect), many would be confusing (difficult to analyze), and others
would be spurious (not indicative of a true change). The information seeker
would have to attend selectively to numerous signals created by a dynamic envi-
ronment, interpret often confusing messages, and make sense of cues in relation
to existing frames of reference. A basic cognitive need of information seeking in
sense making is thus to subjectively increase the clarity and quality of informa-
tion about ambiguous situations. Unfortunately, information rarely comes di-
rectly from the scene; more often than not it travels a circuitous route, flowing
through many intermediate channels. The risks of failure in gathering reliable
information become real:

Sources of failure are legion: even if the initial message is accurate, clear, timely,
and relevant, it may be translated, condensed, or completely blocked by personnel
standing between the sender and the intended receiver: it may get through in
distorted form. If the receiver is in a position to use the message, he may screen it
out because it does not fit his preconceptions, because it has come through a
suspicious or poorly regarded channel, because it is embedded in piles of
inaccurate or useless messages (excessive noise in the channel), or, simply,
because too many messages are transmitted to him (information overload).
(Wilensky 1967, p. 41)

Information reliability and accuracy. Because sense-making situations are those
in which ambiguity is high and action is consequential, organizational members
seeking information may be particularly sensitive to the reliability of a source
and the accuracy of its information. Studies on source use in scanning have
found that managers do not just rely on the most accessible sources (a common
heuristic that characterized how many groups of users seek information, see
Chapter 2), but that they also use heavily sources they perceive to be dependable
or authoritative (e.g., Culnan 1983; Auster and Choo 1993). A source is more
likely to be seen to be credible when it has a good track record of supplying
accurate data, when the individual has used it before, or when another well-
regarded source has recommended it. Based on available research,

the general pattern of source usage for scanning suggests that although managers use
a wide range of sources in scanning, they prefer personal sources that communicate
information personally rather than impersonal sources that communicate infor-
mation formally or to broad audiences. This preference for live information from
personal sources is particularly strong when seeking information about market-
related environmental sectors which are highly fluid and equivocal. There is some
evidence to indicate that source selection for scanning is influenced by the perceived
quality of the source, and not just its perceived accessibility. (Choo 2002, p. 112)

Since sense making involves overlaying existing meaning structures on the
new information, sources that provide access to what sense the organization has
made in the past become important in constructing interpretations.

Organizational memory. Interpretations of the past can be embedded in the minds
of individuals as well as in systems and artifacts that make up the organizational
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memory (Walsh and Ungson 1991). Walsh and Ungson postulate that organiza-
tional memory is held in five “storage bins”: individuals, culture, transforma-
tions, structures, and ecology. Individuals “store their organization’s memory in
their own capacity to remember and articulate experience and in the cognitive
orientations they employ to facilitate information processing” (Walsh and
Ungson 1991, p. 63). As well, individuals maintain their own files and collec-
tions of data. Because retrieving from memory is not simply a matter of literal
recall but also involves subjective reconstruction, the other components of orga-
nizational memory actively modulate the selection and processing of informa-
tion. Thus, culture “embodies past experience that can be useful for dealing with
the future” (p. 63); transformation procedures convert inputs into outputs and so
encode the logic and rules of work; structures are the definitions of individual
roles “which provide a repository in which organizational information can be
stored” (p. 65); and ecology is the physical structure of the workplace that
reflects hierarchy and affects the flow of feedback and information.

Information Seeking and Affective Responses

Information richness. A large part of information seeking during sense making
is the comparing of experiences and interpretations among organizational mem-
bers. Since recollections fade with time and the current situation is ambiguous,
such information sharing is marked by feelings of doubt and uncertainty. In con-
versing about ill-defined situations, formal and explicit language is inadequate.
Hunches, intuitions, and judgments are better carried through nonverbal rather
than verbal channels: “Nonverbal messages are themselves more ambiguous
and, very importantly, can be disowned. The use of an ambiguous channel of
communication can help a manager convey the subjectivity and nuance of mean-
ing that are crucial in an ambiguous situation” (McCaskey 1982). Organizational
members reduce equivocality by using information sources and communication
channels of different information richness:

Information richness is defined as the ability of information to change
understanding within a time interval. Communication transactions that can
overcome different frames of reference or clarify ambiguous issues to change
understanding in a timely manner are considered rich. Communications that
require a long time to enable understanding or that cannot overcome different
perspectives are lower in richness. (Daft and Lengel 1986, p. 560)

Rich information media use multiple cues, feedback, and language variety.
Managers and others will turn to rich information channels such as face-to-face
discussions when they are dealing with ambiguous, complex, ill-defined, or
conflict-laden situations (Trevino, Webster, and Stein 2000). Face-to-face meet-
ings are the richest information medium because they provide instant feedback,
include multiple cues such as voice inflections and body gestures, add a per-
sonal touch, and use language variety. The use of rich information media helps
participants to interpret a fuzzy situation and come to an acceptable agreement.
Because managers must confront ambiguous and conflicting cues about the
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environment and then create and maintain a shared interpretation among them-
selves, they use rich media to talk about the environment and negotiate an
understanding.

Affective mood. Affective mood can influence the breadth of the information
search. Following Kelly (1963), a mood is thought of as “a stance or attitude that
the individual assumes which opens or closes the possibilities in a search”
(Kuhlthau 1993a, p. 350). A person in an “invitational” mood would search more
sources and take more exploratory actions, while a user in an “indicative” mood
would prefer a short search that come to a closure quickly. Weick (1995) also
suggests that affective states can signal to the individual when information
search may be stopped. In his view, since the feeling of order and clarity is an
important goal of sense making, information seeking can end once this feeling is
achieved.

Information cultures. An organization’s values and norms about new informa-
tion and ideas can have a major influence on the feelings that members have
about noticing and sharing information. Westrum (1992) contrasts three types of
information cultures in organizations—the pathological, the bureaucratic, and
the generative—according to how well organizations “notice” information and
deal with failure, new ideas, and responsibility (Table 3-5). In an organization
with a generative information culture, new ideas are welcomed, sharing is
rewarded, messengers are trained, and inquiry and reflection are encouraged. As
a result, we may expect active seeking, sensing, and interpretation of new infor-
mation. An organization practicing “conscious inquiry” would be able to “make
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TABLE 3-5. Information cultures (Adapted from Westrum 1992, p. 402).

Pathological Bureaucratic Generative

Noticing Don’t want to know May not find out Actively seek 
information

Messengers Messengers are shot Listened if they arrive Messengers are trained

Responsibility Responsibility is shirked Responsibility is Responsibility is shared
compartmentalized

Sharing Bridging is discouraged Allowed but neglected Bridging is rewarded

Failures Failure is punished or Organization is just Inquiry and reflection
covered up and merciful

New Ideas New ideas are actively New ideas present New ideas are welcomed
crushed problems



use of information, observations or ideas wherever they exist within the system,
without regard for the location or the status or the person or group having such
information, observations or ideas” (Westrum 1992, p. 402). Conversely, as
shown in Table 3-5, organizations with pathological and bureaucratic cultures
would discourage the noticing and sharing of new information, including infor-
mation about adverse events that could threaten safety.

Information Seeking and Situational Dimensions

Environmental analyzability. Organizations differ in their modes of scanning-
interpretation, depending on their beliefs about the analyzability of the external
environment and the extent to which the organization intrudes into the environ-
ment to understand it (Weick and Daft 1983). An organization that believes the
environment to be analyzable, in which events and processes are determinable
and measurable, would seek to discover the “correct” interpretation through sys-
tematic information gathering and analysis. Conversely, an organization that per-
ceives the environment to be unanalyzable would create or enact what it believes
to be a reasonable interpretation that can explain past behavior and suggest future
actions. An organization that actively intrudes into the environment would allo-
cate resources for information search and for testing or manipulating the envi-
ronment. A passive organization on the other hand takes whatever environmental
information comes its way and tries to interpret the environment with the given
information. Four possible modes of scanning-interpretation result: undirected
viewing, conditioned viewing, enacting, and discovery (Choo 2001; Aguilar
1967; Weick and Daft 1983). (1) Undirected viewing takes place when the orga-
nization perceives the environment to be unanalyzable and so does not intrude
into the environment to understand it. Information seeking is opportunistic, rely-
ing more on irregular contacts and casual information from external, personal
sources. (2) Conditioned viewing takes place when the organization perceives the
environment to be analyzable but is passive about gathering information and in-
fluencing the environment. Information seeking is based on passive detection,
using internal, impersonal sources, with a significant amount of data coming
from records and information systems. (3) Enacting takes place when the orga-
nization perceives the environment to be unanalyzable but then moves into the
environment in order to influence events and outcomes. Information seeking is
from external, personal sources and emphasizes feedback about the actions that
the organization has taken. (4) Discovery takes place when the organization per-
ceives the environment to be analyzable, and it intrudes into the environment to
collect information extensively in order to find the correct interpretation. Infor-
mation seeking is based on active detection, collecting information extensively
and intensively through a variety of sources, including internal, impersonal
(formal) sources.

Enacting as information seeking. Enacting takes place when the organization
moves into the environment in order to influence events and outcomes. Information
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seeking is via external sources and channels that the organization has created
through its intervention, and this may include collecting feedback about the ac-
tions that the organization has taken. Enacting organizations “construct their own
environments. They gather information by trying new behaviors and seeing what
happens. They experiment, test, and stimulate, and they ignore precedent, rules,
and traditional expectations” (Daft and Weick 1984, p. 288). Information seek-
ing is focused on the actions that have been taken, and this information is used to
reduce equivocality as well as to test hypotheses. One example of enacting
would be a firm that introduces and markets a new product based on what it
thinks it can sell, rather than waiting for research to assess market demand. An-
other example would be an organization that actively influences and shapes the
attitudes of its shareholders: it may try to “manipulate shareholder perceptions
toward itself, environmental issues, or political candidates by sending informa-
tion to shareholders through various media” (Daft and Weick 1984, p. 290). In
today’s network economy, organizations are using the World Wide Web as a
channel to enact the environment. For example, firms give away products
(browser software, open-source code, search engines) to test new products or in-
crease market share; host online forums and communities to promote discussion
and drum up support for issues; and create new web sites to disseminate infor-
mation as well as collect feedback on topics of interest.

Access to information. Within the organization, the flow of information and
access to information sources influence the information-seeking patterns of its
members. McCall and Kaplan (1990) suggest that, at least for managers, there
are four important sets of sources: “(a) systems and structures set up to keep
them appraised of ongoing events, (b) the people around them who volunteer
information and can be approached in search of trouble signs, clues, and miss-
ing pieces of puzzles, (c) the values of the organization, which point people in
certain directions and define the critical variables in a complex array of possi-
bilities, and (d) the manager’s own direct experience” (p. 16). Systems and
structures refer to information systems and organizational structure. Although
computer-based information systems increase the general availability of infor-
mation, the access to large amounts of data can result in information overload or
in users selectively drawing upon the database to find information that supports
a desired position while ignoring information that goes against it (Hogarth
and Makridakis 1981). Organizational structures define information domains
within which some sources are accessible while others are not. Hierarchy and
specialization also constrain and direct the flow and availability of information.
Other people within the organization are among the most important and often
used information sources, yet their accessibility and willingness to provide in-
formation cannot be taken for granted. For example, people are highly sensitive
to the way that their information is being received, and the likelihood of passing
on information depends on their perception of the effect of the information on
the recipient as well as the sender. Subordinates are known to withhold from
their superiors information that prejudices their position or, conversely, to

The Management of Ambiguity: Organizations as Sense-Making Communities 117



expedite information that enhances their cause. As a result, blocking, delaying,
hiding, or even distorting information is not uncommon. The values of the
organization can have pervasive effects on what information is considered rele-
vant; what data are collected systematically; who gets to see the data; and who
cares about it (McCall and Kaplan 1990). Thus, a firm stressing customer ser-
vice as a main organizational value is more likely to recognize, collect, and
make available data on service elements. Finally, the manager’s own direct
experience is also important because concrete information based on personal,
firsthand experience is more accessible and more vivid to the individual than
secondhand information (Hogarth and Makridakis 1981).

Information Use in Sense Making

Information Use and Cognitive Needs

Schema-driven sense making. Organizational members reduce equivocality by
selectively comparing the information they have on hand with the information
they have retained in their mental knowledge structures. Bartlett (1932) intro-
duced the idea of schemas as mental structures that control attention and recon-
struction of memory by providing a “knowledge base that serves as a guide for
the interpretation of information, actions, and expectations” (Lord and Foti 1986,
p. 22). Schemas are used to reduce equivocality in a number of ways: “schemas
guide the rapid recall of remembered data and solutions, the instantaneous cate-
gorization and evaluation of new data, and the default filling in of missing data
and solutions via inference” (Isenberg 1986b, p. 252). First, schemas help make
inferences about otherwise ambiguous events by suggesting cause-effect expla-
nations. For example, a schema could suggest that an early product announce-
ment by a competitor is intended to preempt similar introductions by others. Sec-
ond, schemas guide the categorization as well as the normative appraisal of
events, people, and objects (Isenberg 1986b). For example, particular organiza-
tions such as GM and IBM may be categorized as “prototypical business organi-
zations,” and the U.S. automotive industry’s difficulties in the 1970s may be
construed as cases of complacent management. Third, “schemas fill in missing
data by supplying default options” and “they fill in missing solutions to problems
through the recall of past instances” (Isenberg 1986b, p. 249). Thus, once a par-
ticular schema is activated, the particular features and responses that are part of
the schema are easily recalled and preferentially used in the absence of further
information. Examples of organizational schemas include the cognitive maps
that members infer from their organizational experience (Bougon, Weick, and
Binkhorst 1977; Huff 1990; Eden 1992); standard operating procedures; as well
as the dominant logic and industry recipes that we discuss in this chapter.
Schemas play a vital role in sense making, so much so that “sensemaking will
tend to be schema driven rather than evidence driven” (Weick 1995, p. 153).
Schemas organize past experience and behaviors into patterns, and in turn pro-
vide the “rules” or “guidelines” for future perception and action.
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Cognitive filtering. In a classic study of impediments to the use of management
information, Mintzberg (1975) identifies one of the main weaknesses as the way
that “the brain systematically filters information in line with predetermined pat-
terns of experience” (p. 15). Thus, we tend to perceive information in terms of
our own past experiences and may systematically filter out information that is
not in accordance with these experiences. Hammond (1973) explains how an
individual’s cognitive filter affects perception of incoming information: “differ-
ent people with different filters can be exposed to the same external stimuli and
end up with different resultant information in their thought processes. For exam-
ple, a production and marketing manager might each read the same consultant’s
report regarding a particular new product and one would ‘see’ information re-
garding production and the other marketing. Each has an internal ‘cognitive
map’ that is heavily colored by his experience and role in the organization. Thus
what ‘clicks’ with one person is largely ignored as being irrelevant by the other”
(Hammond 1973, p. 6). Sense making also involves seeing a conceptual rela-
tionship linking past experiences and information to current problems: “The
process of establishing the required relationship has been dubbed by psycholo-
gists, ‘cueing.’ For instance, the recognition that the opening of a new medical
clinic is in fact a marketing problem allows all one’s previous experiences and
knowledge related to marketing to be brought to bear on the problem” (Ham-
mond 1973, p. 6). There are two aspects of cognitive filtering at work here: se-
lective perception and selective cueing. While they reduce cognitive strain and
effort, they can also result in rigidities, causing new problems to be considered in
terms of previous ones and thereby filtering out relevant information.

Expectations and self-fulfilling prophecies. Because people favor order, consis-
tency, and stability, they tend to cling on to the expectations generated by their
schemas. This cognitive need is strong and induces a bias for information that
confirms expectations, resulting in their selectively using only supportive infor-
mation while rejecting or distrusting contradictory data (Hogarth 1987). Since
sense making is about finding a plausible, believable explanation, a preferential
use of confirmatory data according to strong expectations may well be a practi-
cal heuristic that allows the individual to construct an interpretation that is suffi-
ciently clear and sufficiently accurate for the purpose at hand (Snyder 1984;
Weick 1995). If confirmatory evidence is available or found, the information is
selected for processing or retention. This could then lead to the making of infer-
ences or interpretations implied by the expectations. Such an apparent “valida-
tion” reinforces the expectations which become even more strongly held. In
cases when events and expectations diverge, both events and expectations may
be modified to create situations leading to self-fulfilling prophecies. Self-
fulfilling prophecies operate when initial expectations lead to the taking of
certain actions that in turn produce results that reinforce the original expecta-
tions. This mutually confirming cycle is self-amplifying:

as the actions increase in frequency, the original expectation is strengthened, and
as the original expectation is strengthened, there is an even further increase in
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actions in an ever-increasing, nonlinear cycle. . . . Because of the nonlinear nature
of this circular interaction, the original expectation needs only enough initial
credibility to start the ball rolling. Actions then lead to outcomes that heighten the
original expectation. That is why a weak initial belief can lead to a huge nonlinear
effect. . . . actions that confirm the original belief increasingly amplify the belief.
(Goldstein 1994, pp. 72, 77)

While self-fulfilling prophecies can distort perceptions and outcomes, again
they may be seen as practical strategies by which people make use of the available
information:

self-fulfilling prophecies are a fundamental act of Sense making. Prophecies,
hypotheses, anticipations—whatever one chooses to call them—are starting points.
They are minimal structures around which input can form as the result of some
kind of active prodding. That prodding is often belief-driven, and the beliefs that
drive it are often expectations. (Weick 1995, p. 148)

Self-fulfilling prophecies can also induce equilibrium that block off new infor-
mation from outside its own self-sufficient structure. Organizations can unblock
information flow by techniques such as connecting workgroups with their envi-
ronments, questioning differences in beliefs and points of view, contrasting the
original purpose of a group with its current functioning, challenging assumptions
creatively, using nonverbal methods to represent groups and systems, and so on
(Goldstein 1994).

Information Use and Affective Responses

Interpretive orientation. A study by Sutcliffe and Weber (2003) found that the
way senior executives interpret their business environment is more important for
organizational performance than how accurately they know their environment.
The survey data, drawn from 290 managers in 1991, suggest that, of all the fac-
tors examined, the executives’ “general interpretive orientation” emerged as the
strongest and most consistent predictors of change and subsequent performance.
(According to Weick [1979a], general interpretive orientation refers to a “mini-
mal sensible structure” consistent enough to filter information and focus atten-
tion, but loose enough to allow improvisation and speedy adjustment.) In other
words, an interpretive orientation can be a source of competitive advantage.
Specifically, the less the top executives in the study felt they were in control of
their environment, the more likely their companies were to change, and the better
they performed (in terms of sales and profit growth). At the same time, positive
expectations (as indicated by responses to questions like “most situations are
positive for the firm” and “there is a lot to be gained from most situations”) were
strongly associated with both increased performance and change. Combining
these two traits suggests that an interpretive orientation based on humble opti-
mism is related to positive change and performance. In contrast, perceptual ac-
curacy based on three measures of the environment—volatility or frequency of
important changes, growth trends, and complexity—showed a negative relation-
ship with profit performance. The authors conclude that the task of leaders is to
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manage ambiguity and to mobilize action, not to store highly accurate knowl-
edge about their environment. Leaders need to shape their interpretive outlooks,
balancing confidence with caution, pessimism with optimism.

Attributional biases in sense making. Wagner and Gooding (1997) found differ-
ent attributional tendencies at work when people were making sense of their own
organizational successes or failures, and when they were explaining organization
successes or failures they observe in others. When considering their own out-
comes as actors, respondents’ sense making showed self-serving inclinations to
credit organizational strengths for organizational successes and blame environ-
mental threats for organizational failures. Conversely, as observers, respondents’
sense making tended to attribute other organizations’ successes to environmental
opportunities and explain other organizations’ failures in terms of their weak-
nesses. These actor–observer effects suggest that the attributional biases influenc-
ing the sense made of other managers’ actions are typically different from those
that influence the sense made of one’s own managerial activities. Such everyday
attributional tendencies form a pattern of managerial sense making that can have
negative consequences for organizational success and survival. Moreover, other
research has indicated that actors assessing themselves relative to their competi-
tion tend to show evidence of overconfidence, either by overrating themselves or
by underrating competitors. Wagner and Gooding (1997) suggest that “this ten-
dency may originate in self-serving bias that leads managers to credit themselves
and their firms for organizational success and attribute failure to external, envi-
ronmental factors outside their control, and in actor–observer differences that lead
these same managers to discount the success of other managers’ organizations by
ascribing them to environmental origins even as blame for organizational failure
is placed on the organizations and their management” (p. 283).

Affect modulation. When groups and individuals are discussing their interpreta-
tions of what is going on, the types of communication behaviors that are invoked
can help to relieve tension between the need to preserve self-values and the need
to create shared consensus. Thus, Donnellon et al. (1986) found that organiza-
tional participants use affect modulation, linguistic indirection, metaphors, and
logical argument in their communication strategies to reconcile dissimilar inter-
pretations that nevertheless have common behavioral implications. In affect
modulation, participants use voice, gesture, and emotion-laden words to modu-
late affective responses and cause the reconsideration of a situation. In linguistic
indirection, they use passive voice and imprecise or broad language to play down
sources of disagreement. In the use of metaphors parties can maintain their own
interpretations while creating new meaning.

Information Use and Situational Dimensions

Sense giving and sense contesting. Sense making in organizations can be a
political process. As groups and individuals interact, some may attempt to be
“sense giving” (Gioia and Chittipeddi 1991); more are likely to be “sense
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contesting” (Huff and Huff 2000). Thus, new stories may be invented for what
the group has been doing, and might do. Such stories construct new causal orders
and propose rationales for action. We may expect sense giving and contesting to
be more vigorous when the organization is facing consequential but unfamiliar
changes in its environment. The more ambiguous or novel a problem, the greater
the initial sense-making vacuum and the larger the impetus for parties to fill that
void with plausible interpretations that are advantageous to the interests of these
parties. A special case may exist in public policy making. A Canadian project on
governing in an information society has as its major theme the better use of in-
formation: both how to make sense of incoming information from a wide range
of sources and how best to communicate with the general public and stakehold-
ers (Rosell et al. 1992). The study concluded that a basic dilemma of the infor-
mation society is not so much an overload of information as it is a deficit in the
capacity to frame and interpret that information, to translate it into useful under-
standing. In the project, a case study of the relationship of science and technol-
ogy information to government decision making demonstrated that what was key
for governance was not the scientific information per se, but the very different
ways in which that information was translated into interpretations by politicians,
officials, scientists, the media, interest groups, and so on. A key challenge for
governance is the need to create a common language, a community of discourse
among those coming from very different perspectives with very different lan-
guages and interests.

In sense-contesting situations, how is shared meaning and action possible?
Huff and Huff (2000) suggest that, through social interaction, the individual’s
original thoughts about the positives and negatives of a situation are homoge-
nized into a smaller set of ideas that are more “actionable” because they more
closely coincide with the interpretations of others (Huff and Huff 2000, p. 69).
Orton (2000) sees sense making as the gradual development of a loose agreement
among organization members about how to link a stream of events with a set of
initiatives. Over time, fragmented individual beliefs are transformed into a loose
organizational consensus—a “workable version of reality” (Weick 1979a)—that
serves as a foundation for organizational action.

Commitment to action. We saw earlier that sense making may be belief driven or
action driven. When actions are hard to change, people may instead modify their
beliefs. Belief adjustment is more likely when the individual is highly committed
to a course of action: “people try hardest to build meaning around those actions
to which their commitment is strongest. Commitment, in other words, focuses
sensemaking into binding actions” (Weick 1995, p. 156). Individuals are likely to
become committed or bound to a behavior when the following situational di-
mensions apply:

1. the individual’s acts are explicit or unambiguous,

2. the behavior is irrevocable or easily undone,
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3. the behavior has been entered into freely or has involved a high degree
of volition,

4. the act has importance for the individual,

5. the act is public or is visible to others, and

6. the act has been performed a number of times.

(Staw and Ross 1987, p. 52)

Briefly, individuals are likely to be bound to a current course of action when
their prior behaviors in pursuing that course have been explicit, freely chosen,
visible to others, irrevocable, repeated, and important (Staw and Ross 1987).
Behavioral commitment introduces order into the sense-making process by
noticing features that justify the behavior and by imputing value to the incoming
information. When commitment is strong, individuals notice or look for features
in a situation that others may miss in order to have the justification to support the
continuance of the behavior. Available information and diverse interpretations
are categorized into those that support, oppose, or are irrelevant to the behavior. On
the whole, “commitment affects sensemaking by focusing attention, uncovering
unnoticed features, and imposing value” (Weick 1995, p. 159).

Dominant logic. Organizations are inundated with information but find it difficult
to interpret and act on the flood of information. Organizations are information-
rich but interpretation-poor systems awash in raw information that must be chan-
neled and converted into organizational intelligence. Bettis and Prahalad (1995)
suggest that organizations use a dominant logic to function as an information
filter or funnel that focuses organizational attention:

Organizational attention is focused only on data deemed relevant by the dominant
logic. Other data are largely ignored. “Relevant” data are filtered by the dominant
logic and by the analytic procedures managers use to aid strategy development.
These “filtered” data are then incorporated into the strategy, systems, values,
expectations, and reinforced behavior of the organization. (Bettis and Prahalad
1995, p. 7)

The dominant logic is embedded in the shared mindsets, belief structures,
and frames of reference that have been developed based on past experience, and
which the managers of an organization use to conceptualize the business and
make critical decisions (Prahalad and Bettis 1986). IBM, for example, was for
many years guided by the dominant logic that computer mainframes are central to
its business. This logic was entrenched in IBM’s development of business strate-
gies, reward systems, promotion preferences, and resource allocation priorities.
(In recent years, with the growing use of smaller computers in client-server net-
works, IBM has updated the role of large mainframe computers as enterprise
“super-servers” capable of supporting numerous clients in large networks.) Bettis
and Prahalad (1995) maintain that the dominant logic is an emergent property of
the organization as a complex, adaptive system: that is, it is not the property of any
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particular constituency, but appears as the dynamic result and shared property of
the interactions between the various groups and subsystems of the organization.

VI. SUMMARY

Sense making is a continuous, social process in which individuals look at
elapsed events, bracket packets of experience, and select particular points
of reference to weave patterns of meaning. The result of sense making is
an enacted environment that is a reasonable and socially credible render-
ing of what is going on. The central problem in sense making is how to
reduce ambiguity and develop shared meanings so that the organization
may act collectively.

People in organizations make sense of their environments through the
processes of enactment, selection, and retention (Weick 1979b).

In enactment, people notice some change in the flow of experience, and
they isolate some of these changes for attention by bracketing and labeling
parts of the experience or by taking action to create features in the envi-
ronment to attend to.

In selection, people choose meanings that can be imposed on the data they
have bracketed. They draw from past interpretations and select plausible
interpretations that provide the best fit with past understandings. The re-
sult is an enacted environment that is meaningful in that it provides a
cause-and-effect explanation of what is going on.

In retention, the products of successful sense making are stored so that
they may be retrieved on future occasions. Retained meanings may be
stored as mental maps that identify and label variables and connect them
in causal relationships. Retained meanings become part of organizational
culture and strategy and the basis of individual and collective identities.

Sense making can be driven by beliefs or actions (Weick 1995).

In belief-driven sense making, groups construct meaning by connecting
pieces of information that fit with expectations or by connecting contra-
dictory information through argumentation.

In action-driven sense making, groups create meaning to justify visible
courses of actions they are committed to, or they create meaning to ex-
plain actions they have taken to make things happen.

Organizations achieve an actionable level of consensus by creating shared
cognitive structures that guide the processing of information and by en-
gaging in communication behaviors that establish agreement on action
implications while accommodating differing interpretations.

The sharing of beliefs and behaviors among members of a group is the
essence of organizational culture. Schein (1991) proposes an integrated
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view of culture as a pattern of shared basic assumptions developed by a
group as it learns to cope with its problems of external adaptation and in-
ternal integration. Martin (1992) proposes a multiperspective view of
organizational culture as being simultaneously integrated, differentiated,
and fragmented.

Information needs. In sense making, information needs are unclear with
regard to two basic questions: Which messages are important and need to
be focused on? Which interpretation is the most plausible and should be
used to understand what the messages mean? A special challenge is that
the information available is often equivocal—it can support multiple and
sometimes conflicting interpretations.

Information seeking. The information-seeking process in sense making
consists of scanning, noticing, and interpreting. The information culture of
the organization, its dependence on and perception of the environment,
and its access to channels that can influence the environment are some of
the major factors that affect information-seeking behavior.

Information use. In sense making, information use tends to be shaped by
the existing mental structures or cognitive schemas of organizational
members. Sense making in organizations can be a political arena for
“sense giving” and “sense contesting.” Sense giving and contesting can be
more vigorous when the organization is facing consequential but unfamil-
iar changes in its environment.
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4C H A P T E R

THE MANAGEMENT OF LEARNING:

ORGANIZATIONS AS 

KNOWLEDGE-CREATING

ENTERPRISES

Knowledge and action are the central relations between mind and world.
In action, world is adapted to mind. In knowledge, mind is adapted to world.
When world is maladapted to mind, there is a residue of desire.
When mind is maladapted to world, there is a residue of belief.
Desire aspires to action; belief aspires to knowledge.
The point of desire is action; the point of belief is knowledge.

—Timothy Williamson, Knowledge and Its Limits, 2000

Knowledge in an organization is revealed in the range of capabilities that the
organization possesses as a result of this knowledge: capabilities that enable
the organization to act to attain its goals. While most of an organization’s knowl-
edge is rooted in the expertise and experience of its members, the organization
provides a physical, social, and cultural setting so that the exercise and growth of
this knowledge takes on meaning and purpose. Many organizations recognize the
importance of knowledge that it has accumulated over time and seek ways to
multiply its value. The challenge here is that the same processes that increase the
efficiency of knowledge sharing and use can also diminish the impetus for new
knowledge creation.

Consider a modern-day consulting firm whose employees move from client
to client, helping the client company to solve problems or implement new
systems and procedures. Over time, the consultants gain insight about particular
industries and accumulate knowledge about the kinds of solutions and imple-
mentation strategies that would work well for certain categories of clients.
Although this personal knowledge is valuable to the firm, it is also hard to share
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and transfer. Orlikowski (1988) studied how one such firm wrestled with this
dilemma. The firm was one of the top-ranked accounting firms with a large man-
agement consulting practice (MCP). MCP’s business was to custom-build appli-
cation software for its clients by sending in project teams who remained and
worked on the client site for months or even years to produce a computerized
information system. Building software for clients is a complex, knowledge-
intensive activity that is fraught with uncertainty. Over its history, MCP created
two innovations to manage its knowledge and to control uncertainty—a stan-
dardized system development methodology and a suite of computer-aided soft-
ware engineering (CASE) tools. Orlikowski explains how MCP’s standardized
methodology (“Modus”) came to be:

When the MCP division first started developing information systems for clients
some thirty years ago, the only written “knowledge” of systems development in
the Firm was extracted post hoc from the documentation generated for each
project. These so-called “client binders” served as the Firm’s information expertise
about the systems development production process during the initial years of the
consulting practice. As the practice grew, some attempt was made to systematize
this varied and highly idiosyncratic knowledge. During meetings partners would
review the project documentation, trying to extract general procedures, and
identify the common factors that made some projects successful, others mediocre,
and still others failures. Over time these generalized “rules of thumb” became
more extensive and more sophisticated as the MCP division gained more
experience. Eventually the informal guidelines about how to run a successful
systems development project and what factors constitute good systems practice,
evolved into the formal, standardized methodology that “Modus” is today.
(Orlikowski 1988, pp. 166–67)

Thus, MCP’s system development methodology grew out of the experience
of consultants working on projects. By analyzing and reflecting on this practical
know-how, MCP partners were able to generalize and formalize a methodology
that specified the tasks to be performed at each stage of the system development
life cycle and defined standards for documentation, control, scheduling, and pro-
ject estimation. The institutionalization of a standard methodology was in line
with MCP’s “one-firm” philosophy that required all partners to follow a common
approach in how they dealt with clients’ problems and communicated about
them. From its earliest days, the firm had espoused a policy of speaking with one
professional voice and upholding the official viewpoint of the firm.

The formalization of the “Modus” methodology made possible the next
major innovation in MCP’s consulting practice—the introduction of a standard
set of computer-aided software engineering (CASE) tools, which MCP called
“productivity tools,” to support and implement the methodology. This integrated
tool environment included software to capture system documentation into a data
dictionary; project estimating aids; the project control system; screen and report
design aids; data and program design aids; installation tools; and prototyping
facilities. The tools “implemented the standard software engineering design phi-
losophy and project management method articulated in ‘Modus.’” In fact, “the
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tools were deliberately based on the methodology as it was recognized that pro-
duction technology logic had to be compatible with that of the production
process, else inconsistency and discontinuity would disrupt the systems develop-
ment process” (Orlikowski 1988, p. 183). The use of the methodology and CASE
tool set was thus mutually reinforcing. Moreover, the use of computerized tools
projected an aura of professionalism:

Tools render an image of a room of consultants all seated in front of their personal
workstations, all bent over their keyboards, flashing through complicated-looking
screens, performing sophisticated cut and paste procedures, and all done to the
accompaniment of the reassuring whir of the disk drives, the steady tapping of
keys, and the regular sigh of the laser printer emitting its professional-looking
documents. It certainly looks industrious. (Orlikowski 1988, p. 403)

As a result of employing the tool methodology, MCP reported savings of
30 percent up to 50 percent in code generation and an elimination of between
50 percent and 70 percent of the systems installation phase. The use of tools
“dramatically” increased MCP’s profitability. Competitive position was improved
by enabling the firm to bring the price of its services down, to lower its bids on
contracts, to go after larger projects, and to increase the income contribution of
each partner.

Besides productivity and profitability gains, there were other benefits. As a
professional services firm, MCP was expected to deliver customized solutions to
each of its clients. The software components in the CASE tool set were relatively
easy to modify so that they could work well with a client’s hardware and software
environment. Each client thus received software systems that were customized to
its project and technical requirements. At the same time, since the underlying
process logic did not change that much from project to project, MCP was able to
reuse significant portions of their development outputs:

With the deployment of productivity tools it is able to adapt a set of system designs
and documentation developed for one project for use in selling a similar system to
another client. By being able to customize the visible features of the design to the
potential client’s needs while leaving the essential logic of the systems design
intact, the Firm can exploit the power of the tools in saving time by not having to
design another system or generate new documentation. It can use the logic of the
existing system to customize the labels, change the screen and report headings,
change client references in the documentation, and have a new comprehensive
systems proposal to present to a potential client. And if the client accepts the
proposal and the project gets underway, many of the tools, shells, macros can be
directly transferred to the new project site, hence avoiding reinvention of the
wheel. (Orlikowski 1988, p. 352)

The firm’s standardization of its system development methodology
(“Modus”) defined a set of vocabulary to refer to concepts such as entity, data
item, database, data flow, and so on and a grammar of rules to represent allow-
able relationships among these concepts. This vocabulary and grammar
together constituted a “language of systems development” that was used by
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consultants to understand and interpret the organizational realities they were
trying to automate. By encoding the systems development language into the
CASE tools, consultants collaborating or communicating via these tools were
required to use the language. The result is that “the uniform language of systems
development plays a very significant role in sustaining the one-firm culture, in-
forming the production process of the Firm, serving as the basis for consultants’
indoctrination and training, and differentiating the Firm from its competitors”
(Orlikowski 1988, p. 341). Thus, MCP’s new recruits learned to be systems
developers not only by acquiring the skills of programming and analysis, but
also by learning to understand and use the language that represented the firm’s
view of systems development. Recruits spent six weeks in training before their
first assignment. They came from all over the world to the Center for Profes-
sional Education in the U.S. Midwest to receive instruction from trainers who
were specially flown in. The objective of the training was as much to “indoctri-
nate everyone into our way of doing work” (senior manager’s quote) as it was
to teach technical skills.

The training program included a simulation of an actual systems develop-
ment project: “Recruits work in teams and have to conduct the actual installation
of a system for a client—usually the order entry system—from detailed design
through to the implementation. By all accounts these three weeks are intensive
and pressured. During their three week participation in CPS (Computers in our
Practice School), the recruits continue their learning of “Modus” begun in the
self-study course, and learn the more specific tasks of programming (COBOL)
and testing. They worked an average of twelve hours a day, five days a week, and
eight hours a day on Saturdays and Sundays. The intent of CPS was to simulate
as much as possible the working conditions of real projects” (Orlikowski 1988,
pp. 398–99). A staff analyst who had recently completed CPS had this to say:
“You go there not for the skills you learn, but for the indoctrination. Spending
three weeks in the same room with the same hundred people doing things you
can’t see the need for—you quickly get to know the way the Firm does things,
and realize if that’s what you want to do” (quoted on p. 399). The firm’s training
school also housed a “Cultural Center” with a museum that presented the firm’s
history through a display of artifacts and memorabilia. An interactive video sys-
tem allowed users to select and play videotapes of the partners discussing the
firm’s history, goals, and values.

After the training program, new hires then worked for two years as staff an-
alysts with experienced consultants in project teams at clients’ sites where they
would do mostly installation tasks such as programming, testing, and documen-
tation. It was during this on-the-job period that new staff learned the skills of
business problem analysis and systems design.

Orlikowski’s main conclusion was that the use of information technology at
MCP increased the level of unobtrusive control and routinized systems develop-
ment work while improving its productivity and consistency. The technology
became an effective medium for facilitating a shared set of meanings among pro-
ject members, embedding a “language of systems development” that enhanced
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instrumental action while discouraging reflection on taken-for-granted assump-
tions. She noted that

the tools in their design and implementation deskill the functional production tasks
of systems development. The requirement for technical skills has been eliminated
through the routinization of the tasks, detaching the execution of a task from the
knowledge underlying it. The requirement for functional skills has been reduced 
to some extent through the rationalization of tasks which makes much of the
development work an exercise in filling in standardized forms and using abstracted
design techniques. Deskilling the tasks has generated a number of unintended
consequences that have raised some problems in the Firm. The tools seem to be
breeding a generation of relatively unskilled consultants, whose long-term systems
development performance is suspect. The tools create among analysts a
dependence on tools and a lack of understanding of programming that sometimes
hinders project progress. . . . through formalizing, abstracting and reifying tasks,
tools limit individual discretion, eliminate creativity and flexibility, generate
shallow designs, encourage passivity, and discourage reflectiveness. (Orlikowski
1988, pp. 241, 250)

The formalization of knowledge at MCP had important negative conse-
quences. It increased reliance on standardized tools, reduced the need to appre-
hend underlying rules, and led to a gradual hollowing out of consultants’ skills.
This finding has special resonance for organizations seeking technological solu-
tions that will capture and consolidate knowledge: technology increases effi-
ciency and consistency, but often at the cost of new learning and creativity. What
starts out as an attempt to use information technology to leverage the firm’s core
capability may also accelerate the erosion of this capability, turning it into a
liability.

I. DATA, INFORMATION, KNOWLEDGE

Knowledge and information are the outcomes of human action that engage signs,
signals, and artifacts in social and physical settings. Knowledge builds on an ac-
cumulation of experience. Information depends on an aggregation of data. How-
ever, knowledge is not simply an accretion of information over time:

We cannot regard knowledge as simply the accumulation of information in a
stockpile, even though all the messages that are received by the brain may leave
some sort of deposit here. Knowledge must itself be regarded as a structure, a very
complex and quite loose pattern with its parts connected in various ways by ties of
varying degrees of strength. Messages are continually shot into this structure; some
of them pass right through its interstices without effecting any perceptible change
in it. Sometimes messages “stick” to the structure and become part of it. . . .
Occasionally, however, a message which is inconsistent with the basic pattern of
the mental structure, but which is of such nature that it cannot be disbelieved hits
the structure, which is then forced to undergo a complete reorganization. (Boulding
1955, pp. 103–104)
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Thus, we propose that the transformation of information into knowledge is the
result of two complementary dynamics: the “structuring” of data and information
that imposes or reveals order and pattern; and the human “acting” on data and in-
formation that attributes sense and salience. Fig. 4.1 uses these two dimensions to
show the assumed progression of data into information into knowledge.

In the lower left of Fig. 4.1, we start with signals—sights, sounds, and other
sensory phenomena to which the human actor is exposed. From the vast amount
of signals reaching a person, the actor selects and takes notice of only a small
number. This noticing typically involves grouping or delimiting signals into
packets of data. Thus, marks on a paper are recognized as words; illuminated
pixels on a screen are registered as images. The structuring of signals is physical
because it depends on conditions in the material environment (such as lighting,
noise) and on technical requirements of the task being performed (such as speed,
accuracy). At the same time, which signals are noticed and punctuated into data
is influenced by the observer’s past learning about parsing of signals, as well as
by beliefs about what signals to expect. Data then are facts and messages
observed by an individual or group. Data are often elements of larger physical
systems (such as books, instrument panels) which give clues about what data to
notice and how they should be “read.”

In the middle of Fig. 4.1, we show how the observer makes sense of noticed
data through a process of “cognitive structuring” which assigns meaning and
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significance to the perceived facts and messages. What meanings are constructed
depends on the schemas and mental models that the actor brings forth to frame,
categorize, and contextualize the data. Schemas mediate between sensory expe-
rience and intellectual thought: “schema refers to an active organization of past
reactions, or past experiences, which must always be supposed to be operating in
any well-adapted organic response. That is, whenever there is any order or regu-
larity of behavior, a particular response is possible only because it is related to
other similar responses which have been serially organized, yet which operate,
not simply as individual members coming one after another, but as a unitary
mass” (Bartlett 1932, p. 201). Whereas schemas are concerned with content—
they enable the actor to categorize objects and thoughts—mental models are
concerned with form—they enable the actor to represent selected data and their
relationships to other facts and messages, and thereby make inferences about
what the data mean. Mental models (Johnson-Laird 1983) are constructed by in-
dividuals using words, images, or both in order to represent data and their rela-
tionships in a convenient and accessible manner so that a viable interpretation
may be composed and tested. Thus, data become information when the former
has been vested with meaning and relevance.

At the top of Fig. 4.1, information becomes knowledge when a human actor
forms justified, true beliefs about the world (belief structuring). This view is de-
rived from standard analysis in epistemology that defines propositional knowl-
edge as justified true belief (Audi 1998; Moser et al. 1998). This definition of
knowledge specifies three conditions that are individually necessary and jointly
sufficient. The belief condition requires that a person who knows that a proposi-
tion (which is an object of knowledge) is so believes that proposition. Beliefs are
psychological states of the mind: while they may or may not be manifested in
overt behavior, they do involve tendencies or dispositions to behave in certain
ways under certain conditions. The truth condition requires that a person gen-
uinely knows that a proposition is so only if that proposition is in fact the case. A
proposition is true when for example there is a correspondence between the true
statement and actual features of the world; or when the statement is “coherent”
with some system of other statements (such as one’s other beliefs). Since truth is
relative, knowledge may vary dramatically from person to person (or from orga-
nization to organization), yet there will still be knowledge, in abundance. The
justification condition requires that a person must have adequate indication or
evidence that a proposition is true. Knowledge is not simply true belief—the jus-
tification condition disqualifies true beliefs that are supported only by lucky
guesswork.

The treatment of knowledge in organizations is often based implicitly on
empiricism—that concepts and propositions claiming to be knowledge are de-
rived from experience and depend for their justification on experience. A related
point of view approaches the human actor as a natural phenomenon whose
epistemic activity is to be studied using empirical methods (“naturalistic episte-
mology” [Quine 1969; Kornblith 1994]). For example, Dretske (1981) applies
information theory to characterize knowledge as information-produced belief: a
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person knows that a proposition is so only if some signal conveys this informa-
tion to that person—information being an object that can be processed and trans-
mitted from one place to another when events at these places are connected by
some dependency.

Goldman (1986, 1999) argues that a belief can be justified if it is generated
by belief-forming (cognitive) processes that have the reliable capability to arrive
at true or correct answers to questions of interest. One such belief-forming prac-
tice is testimony: the transmission of observed information from one person to
others. More generally, it considers observers who decide whether and what to
report, and receivers who decide what credence to place in reports they receive.
Testimony deals with the most elementary type of factual discourse involving
simple reports of observations. Factual discourse often features more-complex
speech acts, in which people not only advance a factual claim but present reasons
or evidence in support of it. This sort of discursive practice, argumentation,
places the emphasis on speaker practices rather than hearer practices. Other
examples of belief-forming processes include reasoning processes, memory
processes, and perceptual processes. A pertinent question becomes just how reli-
able such a process must be in order that its resultant belief be justified. Since
perfect reliability is not required, those processes that sometimes produce error
can still confer justification.

How does information in organizations evolve into knowledge? Starting
from interpreted information, organizational participants take actions based on
construed meaning and import. As they observe and reflect on the outcomes of
using different sets of information in a variety of work, social, and personal situ-
ations, people discern patterns and form beliefs in order to understand them.
Patterns, propositions, and hypotheses are the evolving material of personal and
organizational knowledge. While a particular set of information refers to a spe-
cific experience, knowledge refers to an accumulation of experiences which has
yielded concepts, beliefs, and evidence that sustain these beliefs. Through use,
practice, and reflection, information becomes knowledge—in this sense, knowl-
edge is the result of “belief structuring” which leads to a higher level of ordering
and understanding than is the case for information (Fig. 4.1). Knowledge sup-
plies beliefs and assumptions that are used to perceive situations or events and to
explain cause-effect relationships between actors and actions. Knowledge may
be formal and informal, conscious and unconscious, cognitive and affective,
prepackaged and situated.

Although an organization certainly possesses beliefs which it perceives to be
true, these beliefs are often arrived at through weak belief-forming processes that
may not meet the justification condition. Thus, organizations use belief-forming
processes that rely on simplifications, individual opinions, or heuristics. Over
time, beliefs can become entrenched or protected, so that an organization may
continue to act on them unthinkingly or fail to reexamine their validity when new
information is available. These behaviors block the acquisition of new knowl-
edge, and this is one reason why organizations are said to be hobbled by learning
disabilities.
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In organizations, the justification of knowledge as true belief becomes a pub-
lic process. As individuals bring forth their personal beliefs in the act of sharing
knowledge, they are called upon to justify those beliefs in the presence of others.
According to von Krogh (1998) such public justification of personal knowledge
is a fragile process because of four barriers: the need for a legitimate language to
express the knowledge in understandable and acceptable terms; the existence of
stories of failure that appear to challenge the personal beliefs; formal procedures
that work against the justification process by controlling communications and
steps; and the company’s prevailing paradigm that seems to disagree with the
personal beliefs. Justification may also be a political process, particularly when
it involves individuals or groups who are perceived to possess higher power or
status, and who can therefore lay stronger claims about the veracity or value of
their beliefs.

II. ORGANIZATIONAL KNOWLEDGE

Knowledge in organizations is not monolithic nor homogenous. Individuals,
groups, and an organization as a whole all possess knowledge. Thus, there is
knowledge unique to each person gained through practice, experience, and re-
flection. There is knowledge embedded in the physical goods the organization
produces and in the rules and routines that the organization adopts. There is
knowledge comprising of what the organization believes about itself (identity,
purpose), its capabilities, and its environment (communities, markets). Taken
together, the knowledge of an organization may be categorized as tacit knowl-
edge, explicit knowledge, and cultural knowledge (Boisot 1998; Spender 1998).

As shown in Table 4-1, tacit knowledge is the implicit knowledge used by
people in organizations to do their work and to make sense of their worlds. Tacit
knowledge is hard to verbalize because it is expressed through action-based
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TABLE 4-1. Categories of organizational knowledge.

Tacit Knowledge • The implicit knowledge used by people in organizations to perform
their work and to make sense of their worlds.

• Tacit knowledge is hard to verbalize because it is expressed through 
action-based skills and cannot be reduced to rules and recipes.

Explicit Knowledge • Knowledge that is codified or made intangible and can therefore be 
easily communicated or diffused.

• Explicit knowledge may be object based or rule based.

Cultural Knowledge • The shared assumptions and beliefs about an organization’s goals, 
capabilities, customers, and competitors.

• The assumptions and beliefs that are used to assign value and 
significance to new information.



skills and cannot be reduced to rules and recipes. It is learned through extended
periods of experiencing and doing a task, during which the individual develops a
feel for and a capacity to make intuitive judgments about the successful perfor-
mance of the activity. Explicit knowledge is knowledge that has been codified
formally using a system of symbols or made tangible as a physical artifact and
can therefore be easily communicated. Explicit knowledge may be object based
or rule based. It is object-based when the knowledge is codified in symbolic
expressions (words, numbers, formulas) or in tangible assets (equipment, docu-
ments, models). Explicit knowledge is rule-based when the knowledge is codi-
fied into rules, instructions, or specifications. A large part of an organization’s
operations is controlled by rules and policies. Cultural knowledge consists of the
shared assumptions and beliefs about an organization’s identity, goals, capabili-
ties, customers, and competitors. These beliefs are used to assign value and sig-
nificance to new information and knowledge, as well as to give meaning and
purpose to the use of organizational knowledge.

While we will be looking at each of these knowledge types in the ensuing
sections, it is important to note that all three categories are engaged simultane-
ously in organizational work. Indeed, the more integrated the three types of
knowledge, the greater the capability of the organization to apply and create new
knowledge. What then is organizational knowledge, seen as a whole? Tsoukas
and Vladimirou provide a thoughtful answer:

To sum up, knowledge is the individual capability to draw distinctions, within a
domain of action, based on an appreciation of context or theory, or both.
Organizations are three things at once: concrete settings within which individual
action takes place; sets of abstract rules in the form of propositional statements;
and historical communities. Organizational knowledge is the capability members
of an organization have developed to draw distinctions in the process of carrying
out their work, in particular concrete contexts, by enacting sets of generalizations
(propositional statements) whose application depends on historically evolved
collective understandings and experiences. (Tsoukas and Vladimirou 2001, p. 983)

III. TACIT KNOWLEDGE

Michael Polanyi examines human tacit knowledge by “starting from the fact that
we can know more than we can tell” (1966, p. 4, italics in original). Tacit knowl-
edge permeates our personal and work lives, enabling us to drive an automobile,
enjoy a poem, or deal with familiar problems. In all such cases of personal know-
ing, “the aim of a skillful performance is achieved by the observance of a set of
rules which are not known as such to the person following them” (Polanyi 1962,
p. 49, italics in original). Tacit knowledge is hard to transfer or verbalize partly
because it cannot be expressed as specific rules or elements, and partly because
it exists as an emergent quality of knowing something as a whole.

Tacit knowledge may be likened to knowing that is in our action, “implicit in
our patterns of actions and in our feel for the stuff with which we are dealing”
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(Schön 1983, p. 54). Schön defines this “knowing-in-action” with the following
properties:

1. There are actions, recognitions, and judgments which we know how to
carry out spontaneously; we do not have to think about them prior to or
during their performance.

2. We are often unaware of having learned to do these things; we simply
find ourselves doing them.

3. In some cases, we were once aware of the understandings which were
subsequently internalized in our feeling for the stuff of action. In other
cases, we may never have been aware of them. In both cases, however,
we are usually unable to describe the knowing which our action reveals.

(Schön 1983, p. 54)

From her analysis of the work practices of operators in pulp and paper mills,
Zuboff observed how operators relied on action-centered skills that are based on
tacit knowledge:

When operators in Piney Wood and Tiger Creek discuss their traditional skills,
they speak of knowing things by habit and association. They talk about “cause-
and-effect” knowledge and being able to see the things to which they must
respond. They refer to “folk medicine” and knowledge that you don’t even know
you have until it is suddenly displayed in the ability to take a decisive action and
make something work. (Zuboff 1988, pp. 71, 187)

Tacit know-how is not limited to technical skills, but is just as important in
undergirding the actions of professionals in architecture, engineering, manage-
ment, psychotherapy, and so on (Schön 1983). Zuboff again provides an exam-
ple of how bank account officers in the Global Bank Brazil made their credit
decisions:

Our credit decisions have been more related to feeling than to technical skill. For
big loans, the officer knows the client and the client’s environment. He spends time
with that person. They dine together, play golf together. That is why we specialize
by industry and company size. This is why the officer comes to know things that
are not written. Credit is given by the feeling in one’s stomach. (Quoted in Zuboff
1988, p. 164)

Nonaka and Takeuchi (1995) define tacit knowledge in this way: “Tacit
knowledge is highly personal and hard to formalize, making it difficult to com-
municate or to share with others. Subjective insights, intuitions, and hunches fall
into this category of knowledge. Furthermore, tacit knowledge is deeply rooted
in an individual’s action and experience, as well as in the ideals, values, or emo-
tions he or she embraces” (p. 8). They go on to argue that tacit knowledge can be
converted to explicit knowledge (and vice versa), and that this process lies at the
center of organizational knowledge creation. A number of researchers have ques-
tioned this treatment of tacit knowledge. Wilson (2002) stressed that in Polanyi’s
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analysis, “‘tacit’ means ‘hidden’, tacit knowledge is hidden knowledge, hidden
even from the consciousness of the knower. This is why Polanyi used the phrase
‘We know more than we can tell.’” The idea that tacit knowledge can somehow
be converted to explicit knowledge suggests to Wilson that “implicit knowledge,
which is not normally expressed, but may be expressed, is actually intended here.
Implicit knowledge is that which we take for granted in our actions, and which
may be shared by others through common experience or culture. . . . Implicit
knowledge, in other words, is expressible: tacit knowledge is not, and Nonaka
would have saved a great deal of confusion had he chosen the more appropriate
term” (Wilson 2002). In a paper titled “Do We Really Understand Tacit Knowl-
edge?” Tsoukas (2003) concludes that tacit knowledge has in fact been greatly
misunderstood. Nonaka and Takeuchi’s interpretation of tacit knowledge as
“knowledge-not-yet-articulated” is “erroneous” because “it ignores the essential
ineffability of tacit knowledge, thus reducing it to what can be articulated. Tacit
and explicit knowledge are not the two ends of a continuum but the two sides of
the same coin: even the most explicit kind of knowledge is underlain by tacit
knowledge” (Tsoukas 2003, p. 425).

Nelson and Winter (1982) start also from Polanyi but arrive at a destination
different from Nonaka and Takeuchi’s focus on the individual as the locus of tacit
knowledge. Instead, they view organizational knowledge as being mostly tacit
knowledge that is embedded in organizational routines. In their major work on
a knowledge-based theory of the firm, an organization’s knowledge resides in its
memory and is stored primarily in its routines. The routinization of activity in an
organization constitutes the most important form of storage of organizational
knowledge, so that organizations basically “remember by doing” (Nelson and
Winter 1982, p. 99). Most of the operational knowledge in organizations exist at
a tacit level, embedded in routines that become the carriers of this knowledge.
Here, “routine” refers to “regular and predictable behavioral patterns” that
“range from well-specified technical routines for producing things, through pro-
cedures for hiring and firing, ordering new inventory, or stepping up production of
items in high demand, to policies regarding investment, research and develop-
ment, advertising, and business strategies about product diversification and
overseas investment” (p. 14).

The knowledge expressed in organizational routines is tacit for two reasons.
First, routines are ways of doing things that have formed over time: they resem-
ble near-automatic responses that have been internalized by organizational actors
who execute them without “conscious awareness” (p. 125). Second, routines are
to organizations what skills represent for human behavior: “As in the case of in-
dividual skills, the specificity of the behavior involved is simply the obverse of
its effectiveness; also, much of the knowledge that underlies the performance is
tacit knowledge of the organization, not consciously known or articulable by
anyone in particular” (p. 134).

Nelson and Winter suggest three reasons why knowledge used in an organi-
zation’s operations and practices is likely to remain tacit to a significant degree:
“because it cannot be articulated fast enough, because it is impossible to articulate
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all that is necessary to a successful performance, and because language cannot
simultaneously serve to describe relationships and characterize the things re-
lated” (p. 82). Speed of communication is a problem when the rate of informa-
tion transfer is well below the rate needed to actually perform a task. Articulation
is a problem when the practical knowledge is limited in “causal depth”: that is,
enough is known to perform a task without requiring deep theoretical under-
standing underlying that skill. Relating parts to the whole is a problem when
efforts to exhaustively explain details lead to incoherent messages and informa-
tion overload.

If organizational knowledge resides in its routines, what of the knowledge of
the individual? Nelson and Winter explain the relationship between individual
knowledge (which also includes tacit knowledge) and organizational knowledge
as follows:

In the sense that the memories of individual members do store so much of the
information required for the performance of organizational routines, there is
substantial truth in the proposition that the knowledge an organization possesses 
is reducible to the knowledge of its individual members. . . . But the knowledge
stored in human memories is meaningful and effective only in some context, and
for knowledge exercised in an organizational role that context is an organizational
context. It typically includes, first, a variety of forms of external memory—files,
message boards, manuals, computer memories, magnetic tapes—that complement
and support individual memories but that are maintained in large part as a routine
organizational function. . . . Second, the context includes the physical state of
equipment and of the work environment generally. . . . Finally, and the most
important, the context of the information possessed by an individual member is
established by the information possessed by the information possessed by all other
members. . . . To view organizational memory as reducible to individual member
memories is to overlook, or undervalue, the linking of those individual memories
by shared experiences in the past, experiences that have established the extremely
detailed and specific communication system that underlies routine performance.
(Nelson and Winter 1982, p. 105)

Nelson and Winter (1982) construct an evolutionary theory of economic
change in which organizational routines play the role of organizational genes.
Thus, routines as genes are persistent features of the organization that determine
its range of possible behavior. They are inheritable in the sense that new “off-
spring” organizations (such as branch plants or regional offices) possess many of
the features of their “parent” organization. They mutate as organizations make
adjustments to their routines—sometimes by change, and sometimes as a re-
sponse to external or internal change. They are selectable in the sense that orga-
nizations with certain routines may do better than others, depending on their fit
with the environment.

The tension between knowledge that is tacit, embedded in personal skill or or-
ganizational routines, and knowledge that is made tangible as a valuable product
or service lies at the center of many efforts to somehow “manage” organizational
knowledge. As long as skills and expertise remain internalized in the individual,
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the organization is limited in its ability to parlay that knowledge in some larger,
strategic sense. Kogut and Zander (1992) observed that “Unless able to train
large numbers of individual or to transform skills into organizing principles, the
craft shop is forever simply a shop. The speed of replication of knowledge deter-
mines the rate of growth; control over its diffusion deters competitive erosion of
the market position. For a firm to grow, it must develop organizing principles and
a widely-held and shared code by which to orchestrate large numbers of people
and, potentially, varied functions” (p. 390).

The recent history of numerical control machines provides an instance of a
somewhat ingenious (some might say disingenuous) way of converting tacit
knowledge into explicit computer programs and turning this capability into a
competitive advantage (Sabel 1982; Noble 1984). Numerical control machines
are machine tools each equipped with a built-in computer that controls its opera-
tions and are widely used in many large-scale manufacturing industries. The
computer of the numerical control machine has to be individually programmed
for each component that the machine is to fabricate. This programming could
be done by an engineer coding the operations on a central computer or it could be
done by “recording” the activities of a human operator. In Germany and Japan,
numerical control users and machine designers opted for the latter, recording the
movements and tasks of their most skilled tool operators, in effect externalizing
the operators’ tacit knowledge and converting it into machine-readable code. The
recording process also allowed the operators to make corrections or improve-
ments to recorded sections as they learned to do a particular task more efficiently.
In the United States, many managers and engineering departments programmed
the numerical control machines themselves, partly because they believed that
programming by engineers was superior to machinist programming, and partly
because they did not want to be dependent on unionized tool operators should
they become the only ones able to run the machines. This difference in the
knowledge conversion method has strategic consequences: “nowadays most of
the machines are being programmed by less expensive skilled workers rather
than by senior engineers who, much more expensively, know both the abstract
language of numerical-control programming and the concrete routines of metal-
working. This means that now the Japanese and Germans control the international
sales of most machine tools, whereas thirty or so year ago the United States was
the dominant force in that market. Obviously, someone in the United States made
a big mistake in what kind of skill system to build numerical control into”
(Stinchcombe 1990, p. 53).

IV. EXPLICIT KNOWLEDGE

Explicit knowledge is knowledge that “can be expressed in words and numbers,
and easily communicated and shared in the form of hard data, scientific formulae,
codified procedures, or universal principles” (Nonaka and Takeuchi 1995, p. 8).
Examples of explicit knowledge include chemical formulae, market forecasts,
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operations procedures, product specifications, software code, and technical stan-
dards. Explicit knowledge may be object based or rule based. Object-based
knowledge may be found in artifacts such as products, patents, software code,
computer databases, technical drawings, tools, prototypes, photographs, voice
recordings, films, and so on. Knowledge is object based when it is represented
using strings of symbols (words, numbers, formulas) or is embodied in physical
entities (equipment, models, substances). In the first case, the symbols directly
represent or codify the explicit knowledge. In the second case, explicit knowl-
edge may be unpacked from the physical object by, for example, reverse-
engineering a product, inspecting software code, or analyzing the composition of
a substance. Explicit knowledge is rule based when the knowledge is codified
into rules, instructions, specifications, standards, methodologies, classification
systems, formulas, and so on. A substantial part of an organization’s operational
knowledge about how to do things is contained in its rules, policies, and direc-
tives. (Note the difference between rules and routines. In the previous section,
Nelson and Winter [1982] described organizational routines as largely tacit.
Here, we say that written-down rules—which may be a component of routines—
represent explicit knowledge.)

One important distinction between tacit and explicit knowledge lies in the
transferability of the knowledge as well as the mechanisms that accomplish this
transfer. Grant (1996a, p. 111) suggests that “explicit knowledge is revealed by
its communication. This ease of communication is its fundamental property.”
On the other hand, tacit knowledge is revealed through its application. If tacit
knowledge cannot be codified and can only be acquired through observation and
practice, then its transfer between individuals is necessarily slow, costly, and
uncertain (Kogut and Zander 1992).

An organization’s explicit knowledge may take the form of intellectual as-
sets, which Sullivan (1998, p. 23) defines as

the codified, tangible, or physical descriptions of specific knowledge to which the
company can assert ownership rights. Any piece of knowledge that becomes
defined, usually by being written down or entered into a computer, qualifies as an
intellectual asset and can be protected. Intellectual assets are the source of
innovations that the firm commercializes.

Examples of intellectual assets include plans, procedures, memos, sketches,
drawings, blueprints, and computer programs. Intellectual assets may be cat-
egorized into commercializable assets and structural assets (Sullivan 1998).
Commercializable assets are those that the organization can directly offer in the
business or technology marketplace (through, for example, technology licensing
or joint ventures). Commercializable assets may in turn be divided into those that
are legally protected and those that are not. Legally protected assets are called
intellectual property, and this includes, for example, patents, copyrights, trade-
marks, trade secrets, and semiconductor masks. Unprotected assets that are nev-
ertheless commercializable refer usually to the organization’s innovations which
are still undergoing development. Structural assets are part of the organization’s
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infrastructure and may include its administrative and technical methods, processes,
procedures, as well as role, authority, and reporting structures.

Explicit knowledge codified as intellectual assets are valuable to the organi-
zation because they add to the organization’s observable and tradable stocks of
knowledge. Moreover, because they have been committed to media, ideas may
be communicated more easily, increasing the likelihood of discussion, experi-
mentation, and reflection, thereby generating further cycles of knowledge cre-
ation and use.

Explicit knowledge serves a number of important purposes in an organiza-
tion. First, it encodes past learning. Good solutions and methods learned from
experience are formalized as rules to avoid reinventing the wheel. Rules and in-
structions can also be more easily packaged into training programs and tools that
help transfer knowledge to new employees. Second, explicit knowledge facili-
tates coordination between disparate activities and functions in the organization.
An organization’s tasks are highly interdependent: plans, specifications, con-
tracts, rules, and standards are used to define outputs, reports, and timelines so
that the interdependency of an organization’s work activities can be properly
coordinated. Third, explicit knowledge reduces the information-processing load
associated with task performance by stipulating protocols, codes, classifications,
and other meaningful informational conventions. Fourth, the use of explicit
knowledge allows the organization to signify its professional skill and technical
rationality, and so present a self-image of competence, legitimacy, and account-
ability.

Despite the apparent advantages of explicit knowledge, organizations are
concerned that codifying their knowledge will render them vulnerable to the loss
of strategically important knowledge. Because explicit knowledge is articulated
knowledge, it is often assumed to be readily understood by others and can there-
fore move more easily outside an organization’s boundary, perhaps to competi-
tors or worse. Sanchez (2002) suggests that this assumption may not always be
warranted. Even though the knowledge has been made explicit, the receiving or-
ganization may experience problems of comprehension and valuation as it tries
to understand and appraise the significance of the articulated knowledge. There
may be several reasons: firms develop their own languages and vocabularies that
others might not understand; different firms possess different levels of technical
capability; different firms are at different stages of growth and development; the
usefulness of the knowledge depends on its linkages with other knowledge,
resources, and capabilities in the originating firm. Given these uncertainties, the
assumption that explicit knowledge is fundamentally “less secure” than tacit
knowledge may be simplistic.

Explicit knowledge plays a special role in the innovation-decision process.
Innovation decision making is an information-seeking and information-processing
activity (Rogers 1983, 1995) through which an individual moves from (1) initial
knowledge about an innovation through subsequent phases of (2) forming an
attitude toward the innovation; (3) deciding to adopt or reject the innovation;
(4) implementing the new idea; and (5) confirming the decision. During the
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knowledge phase, an individual becomes aware of an innovation’s existence and
gains some understanding of how it functions. An innovation is thus first en-
countered as an objectification and embodiment of knowledge. Rogers (1983,
1995) calls this software information:

An innovation typically contains software information, which is embodied in the
innovation and which serves to reduce uncertainty about the cause-effect
relationships that are involved in achieving a desired outcome (such as meeting a
need of the individual). (Rogers 1995, p. 165)

Three types of knowledge are involved in innovation diffusion. First, there
is awareness knowledge, which is information that an innovation exists. Second,
there is how-to knowledge, which consists of information necessary to use an
innovation properly: answering questions such as what quantity of an innovation
to secure and how to use it correctly. Third, there is principles knowledge, which
is information explaining the principles underlying how an innovation works.
Examples are concepts about biology of plant growth which underlie fertilizer
adoption by farmers; principles of human reproduction which form a basis for
family planning innovations; and basics of germ theory which support vaccina-
tion and health campaigns. To accelerate diffusion, all three types of innovation-
based knowledge are likely to contain explicit elements in order to promote
awareness, visibility, and understandability and to increase the chances of proper
use and successful outcomes. Thus, an innovation may be introduced as a physi-
cal artifact (e.g., crop fertilizer, birth-control pill) that is accompanied by clearly
laid out instructions on its deployment as well as background information on
why the innovation works and what the benefits are.

V. CULTURAL KNOWLEDGE

While the classification of organizational knowledge as tacit and explicit is
widely discussed, the category of cultural knowledge is less-often encountered.
Boisot (1998) attributes this to a “Western bias towards classifying as knowledge
only that which can be given a codified and abstract formulation”:

[This] has led knowledge assets—whether embodied in physical objects such as
plant and machinery, or in organizational practices such as planning and budgeting
systems—to be treated as if they were essentially technological in nature. They are
not. They are first and foremost cultural and only then technological. The potential
value of a knowledge asset is largely a function of how it is used and in what
context. . . . it does not make much sense to talk of knowledge assets indepen-
dently of the cultures in which they are embedded. It takes culture as operating
through institutional structures that must themselves be considered knowledge
assets. (Boisot 1998, p. 119)

At the beginning of the chapter, we presented a definition of knowledge as
justified true belief. An organization’s cultural knowledge thus consists of the
beliefs it holds to be true and justifiably so (based on experience, observation,
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reflection) about itself and its environment. These beliefs address such funda-
mental questions as “What kind of an organization are we?” “What is our busi-
ness?” “Who are our customers, competitors?” “How do we measure success?”
The answers to these questions are in turn used to determine the value and
salience of new knowledge: “What knowledge would be valuable to the organi-
zation?” “Which knowledge would be worth pursuing?” “What knowledge are
we able to absorb?”

Briefly then, shared beliefs, assumptions, and norms form the framework in
which organizational members understand their work and its purpose, perceive
problems and opportunities, and assess the value and potential of new knowl-
edge. Collins (1998) highlights two important roles of cultural knowledge: it is
required to understand and use facts, rules, and heuristics; and to make induc-
tions in the same way as others in order to enable concerted action. Cultural
knowledge, by defining the limits and bases of legitimate discourse, also

constitutes the main conduit for the expression and existence of power, in the sense
of defining what is legitimized as knowledge in the first place, and who are
accorded sufficient reputation and status to have their views taken seriously in the
second place. (Fleck 1998, p. 160)

Fleck’s commentary echoes many others. For example, knowledge as power
is a recurrent theme in much of Foucault’s work (see, for example, Foucault
1980). Knowledge as paradigm received its most celebrated exposition in Kuhn
(1970), who analyzed how normal science takes place within paradigms that de-
fine what kinds of problems are studied, what methods are acceptable, and what
criteria are used to evaluation solutions. In an organization, being aware and
being willing to question foundational beliefs about its identity, purpose, and
environment will allow new knowledge to come to the fore, be noticed, and be
engaged. For many organizations, however, beliefs and values can become so en-
trenched over time that they are unquestioned or even unquestionable (Argyris
1990).

According to Sackmann (1991, 1992), cultural knowledge in an organization
consists of dictionary knowledge, directory knowledge, recipe knowledge, and
axiomatic knowledge. Dictionary knowledge comprises commonly held descrip-
tions, including expressions and definitions used in the organization to describe
the “what” of situations, such as what is considered to be a problem or what is
considered to be success. Directory knowledge refers to commonly held prac-
tices and is knowledge about sequences of events and their cause-effect relation-
ships that describe the “how” of processes, such as how a problem is solved or
how success is to be achieved. Recipe knowledge comprises prescriptions for re-
pair and improvement strategies that recommend what action “should” be taken,
for example, to solve a problem or to become successful. Axiomatic knowledge
refers to reasons and explanations of the final causes or a priori premises that are
perceived to account for “why” events happen. Sackman’s categories of cultural
knowledge are closely related to the schemas, scripts, cause maps, and basic as-
sumptions that are often associated with discussions of organizational culture.
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Garud and Rappa (1994, p. 345) propose that the development of new
knowledge based on technology is a socio-cognitive process which rests on three
definitions of technology: “technology as beliefs, artifacts, and evaluation rou-
tines.” Technology development is guided by beliefs about what is possible, what
is worth attempting, and what levels of effort are required. Technology as physi-
cal artifact specifies the technology’s form (such as shape or material of con-
struction) and function (such as uses and applications). Technology as evaluation
routines defines testing routines and normative values that “filter data in a way
that influences whether or not researchers perceive information as useful. Re-
searchers with different beliefs attempt to sway each other with respect to the
routines utilized to judge the technology” (Garud and Rappa 1994, p. 346).
Evaluation routines also facilitate communication about the technology and
allow the new technology to gain legitimacy in the eyes of researchers. Beliefs,
artifacts, and evaluation routines interact with each other to shape the evolution
of new technology. Garud and Rappa suggest that beliefs guide the creation of
artifacts that in return raise commitment in the technology; beliefs are external-
ized as testing routines and standards; and routines legitimize and select the form
that the technology takes. Overall, an organization’s beliefs about what technol-
ogy or new knowledge is feasible and worth attempting, a part of its cultural
knowledge, would influence the direction and intensity of the knowledge devel-
opment effort, as well as the routines and norms by which new information and
knowledge would be evaluated.

In the context of knowledge creating, cultural knowledge plays the vital role
of providing a pattern of shared assumptions (Schein 1991) so that the organiza-
tion can assign significance to new information and knowledge. Cultural knowl-
edge supplies values and norms that

determine what kinds of knowledge are sought and nurtured, what kinds of
knowledge-building activities are tolerated and encouraged. There are systems of
caste and status, rituals of behavior, and passionate beliefs associated with various
kinds of technological knowledge that are as rigid and complex as those associated
with religion. Therefore, values serve as knowledge-screening and -control
mechanisms. (Leonard 1995, p. 19)

There are familiar accounts of organizations in which cultural knowledge is
misaligned with its efforts to exploit tacit and explicit knowledge. For example,
Xerox Palo Alto Research Center (PARC) in the 1970s had pioneered many in-
novations that Xerox itself was not able to exploit but other companies later com-
mercialized into products that defined the personal computer industry. PARC
scientists invented or developed bit-mapped display technology required for ren-
dering graphical user interfaces; software for onscreen windows and windows
management; the mouse as a pointing device; the first personal computer, Alto;
and early word-processing software, Bravo for the Alto (Smith and Alexander
1988). Xerox did not pursue the commercial potential of these inventions be-
cause its identity and business strategy were closely tied up with its experience
in the copier market. For example, Xerox believed that it had been successful in
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the copier market because it was able to control the production or specification
of nearly every component of the copier as a tightly integrated system, and be-
cause it had developed a leasing scheme for the expensive systems that provided
predictable revenue streams. Entering the personal computer market would run
counter to these beliefs. Xerox would lose control over the many critical hard-
ware and software components that make up a PC system, and it would have to
deal with a complex array of licensing and revenue-sharing arrangements. Thus,
the cultural knowledge of Xerox then—its beliefs about what business it was in,
and what its key advantages were—did not support the commercialization of the
new technologies created at PARC. Many of the researchers working on these in-
novations subsequently left PARC, taking their knowledge with them.

Cultural knowledge also establishes a framework in which meaningful orga-
nizational discourse can take place. Alvesson (1993) suggests that “cultural
knowledge represents a prerequisite for the ability to master a particular sym-
bolic and value environment, to decipher the cultural codes and manoeuvre
freely in a social setting” (p. 1001). Cultural knowledge in organizations thus
plays important roles such as

1. defining a shared language for creating community and social identity;

2. providing a resource for persuasion;

3. giving the organization a profile or intended image;

4. creating legitimacy and good faith about actions and outcomes; and

5. obscuring uncertainty and reducing ambiguity.

(Alvesson 1993, p. 1001)

Organizations are, in a sense, “systems of persuasion,” and organizational
knowledge work is symbolic action that must be symbolized in talk, action,
titles, structures, and cultural objects. Alvesson concludes that in both embracing
and moving beyond knowledge work, organizations need

to develop rhetorical strategies and forms of symbolism in which the distinct claims
are brought forward, made clear, credible and competitive, and to develop and
control other vital abilities, orientations than those strictly knowledge-related. . . .
[This] is also a matter of influencing employees on a broader scale, including
securing and developing work and organizational identities. Cultural-ideological
forms of control which affect the ways people perceive their work, organizations
and themselves and the values, norms and emotion which guide them become a
crucial feature. (Alvesson 1993, pp. 1011–12)

It is misleading to approach cultural knowledge as a form of background
knowledge where the information is regarded as self-evident, so that the logical
steps by which other forms of knowledge have to be justified are not required
(Douglas 1975). It is tempting to view cultural knowledge as a stable, relatively
static background before which new information and knowledge is perceived
and engaged. Douglas (1975) warns that this “stability is an illusion, for a large
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part of discourse is dedicated to creating, revising, and obliquely affirming this
implicit background, without ever directing explicit attention upon it” (p. 4).
Thus, cultural knowledge can be as dynamic as tacit and explicit knowledge in
guiding the evaluation and use of organizational knowledge.

VI. KNOWLEDGE CREATION

We begin this section with one of the earliest and still influential model of orga-
nizational knowledge creation, that developed by Nonaka and Takeuchi (1995).
The basic model was introduced in Chapter 1; here we apply the model to ana-
lyze knowledge creation in open source software communities and bring the
model up-to-date with recent additions made by Nonaka and his associates. We
then discuss a model that focuses on how an organization’s knowledge-creating
activities engender its core capabilities and how these activities could be man-
aged to extend and enhance a firm’s capabilities (Leonard 1995).

Knowledge Creation in Organizations

According to Nonaka and Takeuchi (1995), there are two sets of dynamics that
drive the process of knowledge creation in organizations: (1) converting tacit
knowledge into explicit knowledge; and (2) moving knowledge from the indi-
vidual level to the group, organizational, and inter-organizational levels. The
process grows like a spiral as the interaction between tacit and explicit knowl-
edge takes place dynamically at higher and higher levels of the organization.
There are four modes in which organizational knowledge is created through the
interaction and conversion between tacit and explicit knowledge: socialization,
externalization, combination, and internalization (Nonaka and Takeuchi 1995).

Haefliger and von Krogh (2004) apply Nonaka’s framework to analyze
knowledge creation in open source software development communities. The
open source development process is supported by a number of Internet-based
tools, the most important of which include the concurrent versioning system
(CVS), mailing lists, and hosting sites. The CVS manages the exchange of pro-
gram code by providing multiple access to the code base, keeping track of
changes to the code, and storing exact copies of previous code states. Mailing
lists is the primary communication tool used for discussions and to distribute 
e-mail to subscribers. Within the hundreds of mailing lists, content is technically
focused (on a software module or feature), and messages posted observe a shared
netiquette. Finally, hosting sites provide current versions of software for down-
loading. Members of open source development communities may be divided into
four groups: core developers (who do most of the coding, plan version releases,
and decide about features and issues); developers with CVS access (who can
change official code versions); regular contributors (who contribute code or take
part in discussions); and lurkers (who read mailing lists but do not post—they
help promote standards and are potential contributors). A programmer wishing to
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contribute would first identify a project that he would like to work on by brows-
ing through mailing lists and reading about current issues. Having found a pro-
ject or issue of interest, he can contribute by posting to the mailing list or by sub-
mitting code (adding his patch to the overall program code of the project).

In Nonaka’s knowledge-creation model, tacit knowledge is transferred
through the sharing of experiences in the socialization mode. This mode typi-
cally requires co-location and face-to-face interaction. Programmers in open
source communities are geographically dispersed, rarely meet in person, and
have no opportunity to observe each other at work. Nevertheless, Haefliger and
von Krogh (2004) suggest that they are able to share tacit knowledge by devel-
oping their own reference contexts and making use of information signals con-
tained in their communications and work products. They show how tacit knowl-
edge about, for example, software complexity is transferred using three types of
signals or cues: meta-activities, references to a common background, and code
patterns. Meta-activity signals concern the amount, quality or timing, or com-
munication or coding. Is there a heated debate about the software module? How
many code submissions and corrections did it take to get a feature to work? Is
documentation effort centered around one module? Answers to these questions
convey a tacit understanding of the obstacles associated with parts of the code
and the programming difficulty of certain tasks. References to a common back-
ground concern the use of allusions and metaphors drawn from literature that
most contributors would have read (such as the publications of Eric Raymond)
and the use of jargon from science fiction fandom and hackerdom (such as great-
wall, ha ha only serious, Real Soon Now). In mailing lists, jargon, metaphors,
and allusions are used to communicate tacit knowledge. Code patterns refer to
the structural patterns of program codes. Programmers scrutinize code, looking
at how it is written, which algorithms are used, and how it is structured (as there
may be several ways to implement a function). By paying attention to patterns
and comparing differences across software modules, programmers gain a tacit
understanding of software complexity. In addition to these signals, tacit knowl-
edge is also shared in microcommunities, defined as small groups of individuals
within an organization that engage in knowledge creation (Haefliger and von
Krogh 2004; Nonaka and Ichijo 1997). Open source microcommunities tend to
consist of core developers or contributors working on one module or feature.
Internet-based contacts can generate social ties, and if two or more programmers
have been working on the same problem within a project, they are better able to
exchange tacit knowledge.

Externalization of tacit knowledge as explicit knowledge can occur when
code is submitted or messages are posted. Haefliger and von Krogh (2004) note
that “code is externalized knowledge” (p. 119). Programmers also insert com-
ments into their code and produce documentation for the software. The CVS, by
keeping track of version changes, is another source of documentation. In mailing
lists, FAQs (frequently asked questions) that bring newcomers up to speed and
message threads that discuss issues or problems also constitute forms of exter-
nalized knowledge.
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Combination of explicit knowledge can take place when contributors read
mailing lists or browse submitted code. For example, as they read a mailing list
discussing how a new feature may be implemented in different ways, it could
trigger the idea for a solution that integrates some of these approaches. Again, as
they review code, developers may see connections to work they have done be-
fore, adapt their earlier work, and submit it as a new contribution.

Internalization of explicit knowledge is especially important for a new-
comer. To become an active contributor, he or she would have to internalize
existing code as well as earlier discussions concerning technical issues and
obstacles. Newcomers also carefully read project FAQs to gain the general in-
formation to accelerate their learning and to enable them to contribute more
quickly.

The knowledge-creation model of Nonaka and Takeuchi (1995) was expanded
in recent years. The new model proposes a three-layered view of how organizations
create knowledge dynamically (Nonaka, Toyama, and Boysière 2001). The first
layer is the conversion process between tacit and explicit knowledge through an
ongoing cycle of socialization, externalization, combination, and internalization
(SECI). The second layer is “ba,” roughly meaning “place” but formally defined
as “a context in which knowledge is shared, created, and utilized, in recognition
of the fact that knowledge needs a context in order to exist” (Nonaka et al. 2001,
p. 499; see also Nonaka and Konno 1998). The third layer consists of knowledge
assets, which are inputs and outputs of the knowledge-creation process. The three
layers need to interact with each in order to generate new knowledge: the knowl-
edge assets of a firm are mobilized and shared in a contextual ba, where the tacit
knowledge held by individuals is converted and amplified through the SECI
process.

We discussed SECI earlier, but the concepts of ba and knowledge assets are
subsequent additions to Nonaka’s theory of knowledge creation. Ba is a shared
space for interaction, and it can be a physical place (e.g., an office), a virtual
space (teleconference), a mental space (shared ideas), or any combination of
these. The defining feature of ba is that it provides interaction between individu-
als and between individuals and the environment. There are four types of ba. The
first type, originating ba, describes the space where individuals share feelings,
emotions, experiences, and mental models. It is the place where the knowledge
creation starts with the sharing of tacit knowledge. This space provides physical,
face-to-face contact that promotes the joint exploration and generation of new
ideas. The second type, interacting ba, is the place tacit knowledge is made ex-
plicit and is facilitated through dialogue and the extensive use of metaphor. Here,
individuals share their mental models and develop a common understanding of
terms and concepts through dialogue and reflection. The third type, systematiz-
ing ba, is the virtual space where new explicit knowledge is combined with ex-
isting explicit knowledge. The new knowledge is organized, shared, and made
available to many groups in the firm through the effective use of information
technology. The fourth type, exercising ba, is the place where explicit knowledge
is reinternalized as tacit knowledge through its active and ongoing use in work
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practices. Activities such as on-the-job training and mentoring stress certain pat-
terns of action and thinking so that they become internalized over time. Each of
the four types of ba clearly relate to each of the knowledge conversion activities
in the SECI layer.

The third layer consists of knowledge assets that form the inputs and outputs
of the knowledge-creation process. Again, Nonaka et al. identify four types of
knowledge assets, where assets are defined as firm-specific resources that the
firm uses to generate value. Experiential knowledge assets are the shared tacit
knowledge that is gained through direct, hands-on experience. It is shared among
members of an organization or between the firm and its customers, suppliers, and
partners. Conceptual knowledge assets are explicit knowledge articulated as
concepts through images, symbols, and language. Brand equity, product con-
cepts, or designs are examples. Systemic knowledge assets are systematized and
packaged explicit knowledge such as patents, product specifications, manuals,
and technology standards. Routine knowledge assets are the tacit knowledge that
is routinized and embedded within the actions and practices of an organization.

Knowledge-Creating Activities and Core Capabilities

Leonard (1995) develops a knowledge-creation model based on the premise that
knowledge-creating activities build up an organization’s core capabilities. There
is a continuous interaction between the organization’s knowledge-creating activi-
ties and its core capabilities. While core capabilities are generated by knowledge-
creating activities, these activities are also dependent on, and enabled by, current
capabilities. The task of management is therefore twofold: to understand what
constitutes a core capability and to know how to manage the activities that create
knowledge. What are core capabilities? An organization’s core capabilities em-
body proprietary knowledge that is unique to the firm and are superior to those of
its competitors. Core capabilities give the firm its distinctive competitive edge,
because they have been developed over time and are hard to transfer or imitate.
Leonard’s analysis focuses on firms whose core capabilities are technology-
based, and where “the primary engine for the creation and growth of technolog-
ical capabilities is the development of new products and services” (Leonard
1995, p. xiii). For these firms, core capabilities consist of (1) people’s skills,
(2) knowledge embedded in physical systems, (3) managerial systems that support
and reinforce the growth of knowledge, (4) values that encourage or discourage
the accumulation of different kinds of knowledge. There are clearly parallels be-
tween these elements and the tacit knowledge (skills), explicit knowledge (phys-
ical systems), and cultural knowledge (values and managerial practices) that we
discussed earlier in this chapter. The additional insight here is that the three types
of knowledge managed together constitute the core capability of the firm, and
that the more tightly integrated the three types of knowledge, the more unique
(and sustainable) the organizational advantage.

The dimensions that define a firm’s core capability depend on its history of
past decisions and activities. An organization must specialize, but as it focuses on
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one kind of knowledge it means that it is not receptive to or developing others
that may be valuable for the firm.

corporations foster certain skills, values, and knowledge bases at the expense of
others. By virtue of being excellent in one knowledge domain, an organization is
relatively unreceptive to ideas from others. This tendency to pay attention to and
collect certain kinds of knowledge at the expense of others is echoed at all levels
of the company—by individuals, by project teams, and by functions. (Leonard
1995, p. 60)

Leonard sees this as “the central paradox of a core capability—namely, that
every core capability is also inherently a core rigidity” (p. 28).

The perplexing paradox involved in managing core capabilities is that they are
core rigidities. That is, a firm’s strengths are also—simultaneously—its
weaknesses. The dimensions that distinguish a company competitively have grown
up over time as an accumulation of activities and decisions that focus on one kind
of knowledge at the expense of others. Companies, like people, cannot be skillful
at everything. Therefore, core capabilities both advantage and disadvantage a
company. (Leonard 1995, p. 30)

As long as business conditions remain more or less constant, a firm contin-
ues to enjoy the advantages derived from its core capabilities. However, in
today’s environment, conditions change rapidly, so that a firm’s static core capa-
bilities can become a liability, and “managers find themselves fighting the very
underpinnings of the firm’s success” (p. 30).

How does an organization grow its core capabilities over time? Leonard be-
lieves that capabilities expand through the actions of employees at all levels of
the organization, and that the crucial task for managers (after understanding what
the core capabilities are) is to identify and nurture the kinds of activities that cre-
ate knowledge that will be absorbed, applied, and retained by the organization
and its members. From her study of several technology-based companies,
Leonard identifies four knowledge-creating activities: shared problem solving,
implementing and integrating new processes and tools, experimenting and pro-
totyping, and importing new knowledge from outside the organization (Fig. 4.2).
These are

the key activities that nurture new capabilities and hence open the organization to
change. . . . These activities protect the firm against core rigidities, constantly
clearing the channels so that the wellsprings of knowledge can flow freely.
(Leonard 1995, p. 56)

In the activity of shared problem solving, employees with different special-
izations and problem-solving approaches are brought together so that the diver-
sity of their knowledge and cognitive styles can be channeled toward creative
problem solving. According to Leonard, as people become highly skilled, they
develop individual “signature skills” that are formed from their specializations,
cognitive style approaches to problem solving, and preferences for particular
methods or tools. Bringing together people with diverse signature skills to work
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on a problem generates the creative abrasion that, when properly managed, can
be a source of innovative solutions. (This creative abrasion is not diversity based
on gender or race but refers instead to cognitive diversity.) Leonard notes that
while nothing productive can come of conflict without compromise or integra-
tion, “innovation occurs at the boundaries between mindsets, not within the
provincial territory of one knowledge and skill base” (p. 64). To tap this creative
energy productively, managers and employees need to develop integrative skills
and use techniques such as defining clear shared visions of the project outcome,
creating an environment of respect and openness, and constructing prototypes to
bridge different realms of specialization.

In the activity of implementing and integrating new processes and tools,
proprietary knowledge is introduced into process tools and methods that improve
internal operation. Leonard (1995) stresses that “the implementation of such
tools must be managed as an innovation project” (p. 110) and identifies two key
processes: user involvement and mutual adaptation between tools and users.
Users should be included in the design and delivery of new tools, since these fu-
ture users of tools will have critical information that must be integrated during
design. At the same time, both the technology and the user environment need to
mutually adapt to each other so that users and the new tools complement each
other effectively.

Through the activity of experimentation and prototyping, the organization cre-
ates two new kinds of capabilities. First, continuous and widespread experimenta-
tion develops a diverse portfolio of technological options for the organization.
Second, the act of experimentation itself “sets up a virtuous cycle of innovation”
(p. 114) so that the ability to experiment efficiently and effectively constitutes a
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FIGURE 4.2. Knowledge-Creating Activities (Adapted from Leonard 1995, Fig. 1-2, p. 9)
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competitive advantage. Experimentation needs to be managed to ensure that
learning does take place. Failures are a necessary part of experimentation, and
the firm should create an environment in which failures are openly examined for
their learning potential. Development projects are viewed as experiments, and
they contain feedback channels for knowledge to flow back to product develop-
ers and project leaders.

In discussing the activity of importing knowledge from outside, Leonard dis-
tinguishes between external knowledge that is technological in nature and
knowledge about the market. Importing technological knowledge depends on the
firm’s “absorptive capacity”—the ability to recognize the value of new, external
information, assimilate it, and apply it. Absorptive capacity can be increased by
scanning broadly and continuously for technological opportunity, identifying
employees to act as gatekeepers and boundary spanners, and guarding against the
not-invented-here syndrome. Importing knowledge about the market presents a
challenge when the technology is new and users have needs for which they can-
not verbalize a solution. Conventional market research techniques may be of lim-
ited use here. Instead, Leonard proposes an “emphatic design” approach which is
“the creation of product or service concepts based on a deep (emphatic) under-
standing of unarticulated user needs” (Leonard 1995, p. 194). This customer
knowledge may be obtained by observing actual customer behavior, interacting
directly with those who understand the firm’s capabilities and potential user
needs, and redirecting existing capabilities to new products or markets.

In summary, Leonard emphasizes the continuous interaction between
knowledge-creating activities and core capabilities. While core capabilities are
created and expanded through knowledge-creating activities, the latter are de-
pendent on and enabled by the organization’s core capabilities. The central
theme is therefore the creation of knowledge by “managing the interaction be-
tween activities pursued in the course of developing new products and processes,
and the organization’s core technological capabilities” (Leonard 1995, p. 17).

VII. KNOWLEDGE TRANSFER

This section begins with a typology of knowledge transfer methods developed by
Dixon (2000), based on her survey of successful methods adopted in a number of
organizations. We then discuss a model that analyzes knowledge transfer in an
information space defined by the dimensions of codification, abstraction, and dif-
fusion (Boisot 1995, 1998). Finally, we look at the experience of the New United
Motor Manufacturing, Inc. (NUMMI), jointly created by General Motors and
Toyota to exchange “deeply embedded knowledge.”

Knowledge Transfer Near and Far

The sharing of knowledge across boundaries inside an organization is a major
challenge in efforts to promote knowledge creation and use. Dixon (2000) notes
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changes in the ways organizations are thinking about knowledge transfer. She
sees three shifts: “from thinking of experts as the primary source of knowledge
to thinking that everyone engaged in work tasks has knowledge someone else
could use to advantage. . . . from thinking of knowledge as residing with indi-
viduals to thinking of [it] as embedded in a group or community. . . . from think-
ing of knowledge as a stable commodity to thinking of [it] as dynamic and ever
changing” (Dixon 2000, pp. 148–49). Following an analysis of successful
methods developed by a range of organizations to share knowledge, she con-
cluded that while there was no one universal recipe, there is a systematic way
that could be used to select and design an effective knowledge transfer method.
The most effective mechanism for sharing knowledge is that which best fits the
requirements of the intended recipient, the nature of the task, and the type of
knowledge that is being transferred. The determination of fit thus involves ask-
ing three questions:

1. Who is the intended receiver of the knowledge in terms of similarity of
task and context?

2. How routine and frequent is the task?

3. Is the knowledge tacit or explicit?

(Dixon 2000, p. 169)

Depending on the answers, an organization can transfer knowledge through
one of five methods that Dixon has identified: serial transfer, near transfer, far
transfer, strategic transfer, and expert transfer. Serial transfer focuses on “the
knowledge a team has learned from doing its task that can be transferred to the
next time that team does the same task in a different setting” (p. 144). One of
the best-known examples of serial transfer within a team would be the U.S.
Army’s use of After Action Reviews (AARs). AARs are held at the end of a team
or unit action in order to reflect on what has been learned and to apply these
lessons the next time the team performs the same task. Immediately or soon after
an important activity, team members meet to review their assignments, identify
successes and failures, and look for ways to improve (Garvin 2000). The discus-
sion follows a sequence of four questions: What did we set out to do? What
actually happened? Why did it happen? What are we going to do the next time?

Near transfer is replicating the explicit knowledge that a team has gained
from performing a frequent, routine task so that other teams doing similar work
can use this knowledge. An example would be Ford’s Best Practice Replication
(BPR) process. BPR was initiated in Ford’s Vehicle Operations division, com-
posed of 37 plants that assemble and paint vehicles. Each week, five to eight
best practices that apply only to Vehicle Operations are “pushed” via the
Intranet to the plants. At each plant, the appointed production engineer (called
the Focal Point) is responsible for retrieving the best practices, marking on an
online scorecard that is attached to each best practice whether it is adopted,
under investigation, previously adopted, not applicable, or too costly. If
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adopted, the Focal Point calculates and reports costs and savings using stan-
dardized algorithms.

Far transfer is making available the tacit knowledge that a team has gained
from performing a nonroutine task so that other teams doing similar work in an-
other part of the organization can have the benefit of this knowledge. An exam-
ple would be British Petroleum’s Peer Assist. Peer Assist was conceived as a way
for one business unit to call upon another business unit for help, instead of assis-
tance coming from the corporate level. BP has conducted hundreds of Peer
Assists across many parts of BP (Collison and Parcell 2001). Some Peer Assists
bring in an entire team to help (e.g., one exploration team in the North Sea
brought in a team from the Gulf of Mexico, one of the few other places that re-
quire drilling in such deep water), others choose individuals from different
business units. Peer Assists are appropriate when the problem is a significant
challenge, and when the transfer can result in significant business benefits. The
assisting team is not expected to say “Here is what we did; you should do it the
same way.” Rather the issue is “How can what we did be translated into some-
thing that is usable in your situation?” (Dixon 2000, p. 91).

Strategic transfer is bringing together the collective knowledge of the orga-
nization in order to accomplish a strategic task that occurs infrequently but is
highly consequential to the organization. An example would be the U.S. Army’s
Center for Army Lessons Learned (CALL). The U.S. Army established CALL in
1985 to collect new lessons generated from actual operations as well as training
exercises (Thomas et al. 2001). The process begins with senior officers identify-
ing where opportunities for learning exist. Collection teams are formed and sent
in with the troops to observe operations in real time and to collect rich descrip-
tions of activities. Reports are sent daily to CALL HQ where assigned analysts
and subject matter experts (from inside and outside CALL) work to make sense
of the data, devise more questions, and identify lessons learned. Selected lessons
are then disseminated to the Training and Doctrine Command or to relevant field
units.

Finally, expert transfer is providing the specialized knowledge needed by a
team that is working on a task beyond the scope of its own knowledge. An early
example of expert transfer would be the online technical forums of Buckman
Laboratories, a specialty chemical company that provides chemicals to the water
treatment, pulp and paper, and leather markets. Buckman’s K’Netix Forums
function as electronic discussion groups where a member facing a complex re-
quirement from an interested consumer can tap into the collective expertise of
the firm by posting questions of the type “Does anybody know . . . ?” Each sec-
tion of the forums has a section leader appointed as subject expert who answers
questions or redirects them, a librarian who checks resources and organizes
forum content (creates digests and abstracts, archives discussion threads), and a
system operator (sysop) who maintains the section. The use of K’Netix reduced
response time to the customer from days and weeks to a few hours or a day or
two and increased significantly the percentage of sales from new products that
are less than five years old.
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Knowledge Transfer in the Information Space

Boisot (1995, 1998) proposes an Information Space, or I-Space, model as a con-
ceptual framework to analyze information flows that constitute the creation and
transfer of knowledge. The I-Space is bounded by the three dimensions of codi-
fication, abstraction, and diffusion. Within this space, the characteristics and tra-
jectories of an organization’s knowledge assets might be mapped according to
these dimensions. The key hypothesis of the model is

that codification and abstraction are mutually reinforcing and that both acting
together, greatly facilitate the diffusion of information. . . . the more codified and
abstract an item of information becomes, then, other things being equal, the larger
the percentage of a given population it will be able to reach in a given period of
time. (Boisot 1998, p. 55)

In the I-Space model (Fig. 4.3), the first dimension of codification refers to
the process that creates perceptual and conceptual categories that facilitate the
classification of phenomena. Codification is equivalent to a selection from com-
peting perceptual and conceptual alternatives. By assigning categories to phe-
nomena, uncertainty is reduced, surplus data are shed, and the requirement for
data processing is economized. Any task and the knowledge associated with it
might be scaled according to the amount of data processing it entails. In the un-
codified region of the scale are tasks that require the processing of an infinite num-
ber of bits of data (such as riding a bicycle). In the codified region of the scale are
simple tasks that need only small amounts of data for their execution (such as
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FIGURE 4.3. Knowledge Transfer: Information Space Model (Adapted from Boisot 1998,
Fig. 3.3, p. 60)
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turning an on-off switch) or structured tasks that follow sequences of instructions
(such as using software). Economizing on data processing then involves moving
from the uncodified end of the scale toward the codified, from the inarticulate to-
ward the articulate, from the tacit toward the explicit. The effectiveness of codifi-
cation depends not only on intellectual and observational skill but also on the
complexity of the phenomenon that is being partitioned into categories. When
performed well, codification facilitates and accelerates information processing.

Whereas codification groups the data of experience into categories, abstrac-
tion is the process that minimizes the number of categories needed to draw on for
a given task. Abstraction is accomplished by revealing the structure and cause-
and-effect relationships that underlie phenomena. Both codification and abstrac-
tion reduce data processing, but abstraction does so by specifying which categories
are likely to be relevant to a given data-processing task. Knowledge can be lo-
cated on an abstraction scale according to the number of categories that need to be
drawn on. In the unabstract or concrete region of the scale would be knowledge
based on highly concrete experiences that is mainly perceptual and local in appli-
cation. In the abstract region of the scale would be knowledge based on abstract
thought that is mainly conceptual and broadly applicable. When performed prop-
erly, abstraction uncovers causal or descriptive structures and works together with
codification to make knowledge even more articulated and hence more shareable.

The diffusion of information in I-Space refers to “the proportion of a given
population of data-processing agents that can be reached with information oper-
ating at different degrees of codification and abstraction” (Boisot 1998, p. 52).
Such a population is not limited to individuals inside an organization, but also
includes firms, conglomerates, and industries. Diffusibility here is the availabil-
ity of information to those who want to use it: it is measured with respect to a po-
tential audience for a set of messages being transmitted. Where a knowledge asset
is located on the diffusion scale depends on many factors that influence the speed,
extent, and trajectory of diffusion. These factors would include the frequency and
intensity of interaction within the population; the available means of communi-
cation; the sharing of social and cultural codes and contexts; and legal protection
and restrictions. Generally, the lower-level technical factors would affect infor-
mation diffusibility, whereas the higher-level social factors would affect uptake
and adoption.

To help assess the degree of codification, abstraction, and diffusion of a
knowledge asset, Boisot suggests using questions such as the following:

1. Is the knowledge easily captured in figures and formulae? 

2. Does it lend itself to standardization and automation?

3. Is the knowledge generally applicable to all agents whatever the sector
they operate in? Is it heavily science based?

4. Is the knowledge readily available to all agents who wish to make use
of it?

(p. 65)
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The more affirmative the answers to these questions, the greater the degree
of codification, abstraction, and diffusion of the knowledge.

The creation and diffusion of new knowledge from personal knowledge to
public knowledge can be examined along the three dimensions of codification,
abstraction, and diffusion. New knowledge emerges from personal knowledge
that is uncodified, based on concrete experience, and undiffused—it lies in the
bottom-left-hand area of the I-Space cube. Successive efforts to articulate this
knowledge increase its degree of codification and abstraction until it becomes
proprietary knowledge. Initially, the knowledge is available only locally (for ex-
ample, within the organization), or it may be protected by legal restrictions—
proprietary knowledge lies in the top-left-hand area of I-Space. However, be-
cause it has been made explicit and therefore diffusible, the proprietary
knowledge gradually moves into the public domain, finding its way into reports,
journals, instruction manuals, newspapers, and so on. Over time, it becomes pub-
lic knowledge, located in the top-right-hand area of I-Space. Repeated use of this
knowledge, often in a variety of settings, results in the assimilation of the knowl-
edge as part of “common sense.” Although common sense by definition is widely
shared, each individual internalizes and makes use of this common sense differ-
ently to create personal intuitions and perceptions. Thus, the cycle is complete as
the new knowledge is returned into the tacit domain of personal knowledge.

The I-Space can also be used to analyze the transfer of new organizational
knowledge (Fig. 4.3). Boisot (1998, 1995) suggests that the diffusion of new
knowledge is likely to follow a particular sequence composed of six phases:
scanning, problem solving, abstraction, diffusion, absorption, and impacting.

(1) Scanning is the process of identifying threats and opportunities in data
that are generally available but where the interpretation or significance of these
messages is uncertain. Scanning patterns such weak signals into unique or idio-
syncratic insights held by individuals or small groups. (2) Problem solving is the
process of giving structure and coherence to these insights, for example, codify-
ing them. Much of the initial uncertainty is eliminated as “the new patterns gain
a definite form and contour” (Boisot 1995, p. 165). Nevertheless, problem solving
that begins in the uncodified region of the I-Space is often risky and conflict-laden
(as when, for example, new insights contradict established beliefs of powerful
groups). In this phase, the organizational task is “articulating an adapted re-
sponse to what has been scanned” (Boisot 1998, p. 172). (3) Abstraction is
generalizing the application of newly codified insights to a wider range of situa-
tions. Abstraction involves conceptualizing the new insights by reducing them to
their most essential features. In this phase, the response that has been developed
in the problem-solving phase is generalized to new classes of problems and op-
portunities. (4) Diffusion is sharing the newly created knowledge, making it
available to a wider target audience. The more codified and generalized (ab-
stract) the knowledge, the easier it would be to transfer the knowledge. If a large
part of the new knowledge remains uncodified and concrete, then senders and
receivers would need to first establish a shared context for the transfer to take
place. Forming a shared context can be problematic when the size of the target
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population is large. (5) Absorption is applying the newly transferred knowledge
to different situations in a “learning-by-doing” or a “learning-by-using” mode
(Boisot 1998, p. 61). It involves internalizing, or “gaining intuitive familiarity”
(p. 175), with the knowledge acquired by using it in different circumstances.
(6) Impacting is the embedding of abstract knowledge in concrete practices.
Embedding can take the form of artifacts, or it could take place through the
institutionalization of rules and routines that require or reward certain behaviors.
Clearly, absorption and impacting often work together, as it is through repeated
doing or using that some abstract principles become internalized.

Boisot calls the full sequence of six processes the social learning cycle. In
practice, the shape of the learning cycle would depend on barriers, frictions, or
obstacles that limit the flow of information in I-Space. Barriers can take many
forms: firms may not scan effectively; many may deliberately prevent diffusion
of knowledge through the use of patents; some find it hard to accept and absorb
new, ambiguous information; and so on. Barriers such as these would “distort”
the trajectory of the cycle, with possible implications for the firm’s capacity
to learn and adapt.

Cultural Knowledge in Knowledge Transfer:
The NUMMI Experience

The movement of knowledge across organizational boundaries can involve tacit,
explicit, and cultural knowledge to varying degrees. In a limited number of
cases, the transfer can be accomplished through a movement of explicit knowl-
edge (e.g., an equation, a chemical formula). Transfers of such well-defined
packages of codified knowledge typically require a substantial amount of collat-
eral knowledge in the receiving organization to decode the new information (in-
house engineers and technologies are needed to understand and apply the new
equation or formula). In a larger number of cases, the transfer of explicit knowl-
edge is accompanied and facilitated by human experts. Experts interpret the
meaning of new information and deal with the detailed questions arising from
trying to use the new information in a different situation. Thus, tacit knowledge
is necessary to assimilate and apply new explicit knowledge locally. There are
important cases when the movement of explicit knowledge even when accompa-
nied by tacit knowledge is not enough: cultural knowledge is also necessary. This
is especially so when organizations are trying to learn new practices or systems
of work that are woven into organizational networks of roles, relationships, and
shared meanings.

In 1963, General Motors opened an automobile assembly plant in Fremont,
California, in order to be close to the large and growing market in the West. By
1978, the Fremont plant employed over 7,200 workers. By 1982, the plant was
closed. The reasons for closure were clear:

GM-Fremont was ranked at the bottom of GM’s plants in productivity and was
producing one of the worst-quality automobiles in the entire GM system. A
militant union averaged 5,000 to 7,000 grievances per three-year labor contract.
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The plant was characterized by high use of sick leave, slowdowns, wildcat strikes,
and even sabotage. First-line managers were known to carry weapons for personal
protection. Daily absenteeism was almost 20 percent, and drug abuse and
alcoholism plagued the workforce. There was a climate of fear and mistrust
between management and union. (O’Reilly and Pfeffer 2000, p. 182)

In 1983, Toyota and GM entered into a joint venture that reopened the plant,
now named New United Motor Manufacturing, Inc., or NUMMI. Toyota’s goals
were to gain a foothold in the U.S. market, learn about working with U.S.
suppliers, and see if their manufacturing and management approaches could
work with U.S. employees. GM’s goals were to learn about Toyota’s production
system and to add a small vehicle (the Nova) to its product line. Toyota’s pro-
duction system was the result of a tight integration of tacit, explicit, and cultural
knowledge:

Toyota’s knowledge of how to make cars lies embedded in highly specialized
social and organizational relationships that have evolved through decades of
common effort. It rests in routines, information flows, ways of making decisions,
shared attitudes and expectations, and specialized knowledge that Toyota
managers, workers, suppliers and purchasing agents, and others have about
different aspects of their business, about each other, and about how they can all
work together. (Badaracco 1991, p. 87)

At NUMMI, Toyota assumed responsibility for all plant operations, includ-
ing product design and engineering. NUMMI’s management was first headed by
Tatsuro Toyoda, son of Toyota’s founder. Eighty-five percent of the initial work-
force of 2,200 came from the pool of laid-off GM employees. In the first year,
NUMMI built almost 65,000 Novas, a car rated by Consumer Reports as one of
the highest-quality small cars in the world. Moreover, absenteeism at the plant
was down to less than 3 percent, and only a handful of grievances were filed.
Within two years, NUMMI was more productive than any other GM plant and
had quality that rivaled its sister Toyota plant in Japan. At first, Toyota was con-
cerned that American workers and the United Auto Workers Union would not un-
derstand or be willing to follow Toyota production concepts. This fear proved to
be unfounded. According to Kan Higashi, NUMMI’s second president, he did
not see much difference between American and Japanese employees: “We found
people here to be capable and flexible,” and that “Basically the NUMMI plant
is the same as the plant in Japan—only smaller” (O’Reilly and Pfeffer 2000,
p. 197). What was different at NUMMI from the previous GM-Fremont plant
was the values of trust, respect, and continuous improvement that guided opera-
tions and relationships within the plant:

The NUMMI approach begins with a different set of basic values and assumptions.
The underlying belief is that all the people in the plant have a common interest. In
a highly competitive global automobile market, success for everyone requires that
NUMMI produce the highest-quality car at the lowest possible cost. Doing this
will ensure profits for the company and job security for employees. . . . It is a
system predicated on the belief in a common fate and one that rests on mutual trust
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and respect for the contribution of all members of the organization. (O’Reilly and
Pfeffer 2000, pp. 197–98)

Work at NUMMI was organized based on Toyota’s lean production system,
which sought to utilize labor, materials, and facilities as efficiently as possible.
The system was guided by the principles that quality should be assured in the
production process itself with no defects overlooked or passed on, and that team
members should be treated with consideration, respect, and as professionals.
The NUMMI system combined employee involvement and continuous im-
provement processes. In order to ensure that each job was done in the most ef-
ficient way, performance of the work was specified explicitly by sequences or
procedures. NUMMI team members themselves were responsible for setting the
work standards and continuously improving the job standards for maximum
efficiency. NUMMI also used production leveling in an attempt to produce no
more vehicles and parts than could be sold. Through production leveling,
NUMMI was able to implement just-in-time scheduling and maintain employ-
ment stability.

O’Reilly and Tushman (1997) observed that at NUMMI, the organizational
culture included norms about continuous improvement and team responsibility.
Instead of feeling unmotivated, workers felt a sense of autonomy and responsi-
bility. Instead of feeling monitored, workers “controlled” their own behaviors. In
lieu of industrial engineers (there are none at NUMMI; the old GM Fremont
plant had 82 industrial engineers), NUMMI workers were trained in industrial
engineering techniques and the team itself took on work redesign and improve-
ments. Methods and standards were determined by work teams themselves:
workers were taught how to time their own jobs, compare alternative procedures
to determine the most efficient one, document the standard procedure to ensure
that everyone can understand it, and propose improvements in that procedure.
The task of standardized work analysis might be delegated to a team leader or
a team member, but everyone could participate in the process. (O’Reilly and
Tushman 1997)

In a comparison of the Toyota-GM venture (NUMMI) and Volvo’s Uddevalla
plant, Adler (1993) noted that

the Japanese production model explicitly focuses on strategies for organizational
learning. Standardization of work methods is a precondition for achieving this
end—you cannot identify the sources of problems in a process you have not
standardized. Standardization captures best practices and facilitates the diffusion of
improvement ideas throughout the organization—you cannot diffuse what you
have not standardized. And standardization stimulates improvement—every
worker is now something of an industrial engineer. At NUMMI, the skill
development strategies for individual workers are managed as a component of this
process, rather than as a way of maximizing personal opportunities. As a result,
training focuses on developing deeper knowledge, not only of the relatively narrow
jobs but also of the logic of the production system, statistical process control, and
problem-solving processes. (p. 92)
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Although much has been published about Toyota’s production system, with-
out the NUMMI experience, GM might have permanently missed the essence of
Toyota’s management process. Co-practice to learn the system was necessary be-
cause the capabilities were “tacit know-how in action, embedded organization-
ally, systemic in interaction and cultivated through learning by doing” (Doz and
Hamel 1997, p. 570). Badaracco (1991) concluded that through NUMMI, GM
had the chance to learn firsthand Toyota’s collaborative approach to worker and
supplier relationships, just-in-time inventory management, and efficient plant
operations. For Toyota, the project helped it learn about managing U.S. workers,
suppliers, and logistics, and about cooperating with the unions and the state and
local governments.

Scores of GM managers and thousands of workers have worked at NUMMI or at
least visited the operation. It would have been much simpler for GM to buy from
Toyota the manual How to Create the Toyota Production System, but the document
does not exist and, in a fundamental sense, could not be written. Much of what
Toyota “knows” resides in routines, company culture, and long-established
working relationships in the Toyota Group. (Badaracco 1991, p. 100)

VIII. KNOWLEDGE UTILIZATION

This section begins with a view of organizations as knowledge integrators that
coordinate, integrate, and combine the organization’s specialized skills and ca-
pabilities in order to utilize that knowledge (Grant 2002; Kogut and Zander
1992). We then consider communities of practice as social settings in which the
use of knowledge is situated, negotiated, and given meaning (Lave and Wenger
1991; Wenger 1998). Finally, we look at the Eureka project in Xerox as a dis-
tinctive case of community-based knowledge sharing.

Knowledge Integration

Grant (1996b, 2002) sees organizational capability as the outcome of knowledge
integration—the result of the organization’s ability to coordinate and integrate
the knowledge of many individual specialists. In Grant’s view, knowledge
creation is an individual activity, and this means that the primary role of an orga-
nization is to apply knowledge rather than to create it. More specifically, the
organization exists as an institution that “can create conditions under which
multiple individuals can integrate their specialist knowledge” (Grant 1996a,
p. 112). The fundamental task of an organization is to integrate the knowledge
and coordinate the efforts of its many specialized individuals. Whereas Nonaka and
Takeuchi (1995) emphasize the creation of new knowledge, Grant stresses the de-
ployment of organizational knowledge, particularly through integration. Whereas
Dixon (2000) and others emphasize the transfer of knowledge, Grant (1996a)
maintains that transferring knowledge is not an efficient approach to integrating
knowledge. The key to efficiency here is to achieve effective integration while
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minimizing knowledge transfer: that is, to develop modes of communication that
integrate knowledge while reducing the time and effort required to transfer
knowledge between collaborators.

Grant (2002) identifies four mechanisms for integrating specialized knowl-
edge that economize on communication and coordination: rules and directives;
sequencing; routines; and group problem solving and decision making. Rules
and directives regulate the actions between individuals and can provide a means
by which tacit knowledge is converted into readily comprehensible explicit
knowledge:

it is highly inefficient for a quality engineer to teach every production worker all
that he knows about quality control. A more efficient means of integrating this
knowledge into the production process is for him to establish a set of procedures
and rules for quality control. (Grant 2002, p. 139)

Sequencing organizes production activities in a time sequence so that each
specialist’s input occurs independently in a preassigned time slot. Routines can
support relatively complex patterns of behaviors and interactions between indi-
viduals without the need to specify rules and directives. Organizational routines
may be designed to be flexible, permitting individuals to vary their responses and
interactions. Group problem solving and decision making, in contrast with the
other mechanisms, rely on high levels of communication and nonstandard coordi-
nation methods to deal with problems that are high in task complexity and task un-
certainty. All four mechanisms depend upon the existence of common knowledge
for their operation. Common knowledge may take the form of a common lan-
guage between organizational members; commonality in the individuals’ special-
ized knowledge; shared meanings and understandings between individuals; and
awareness and recognition of the individuals’ knowledge domains (Grant 2002).

In a related perspective, Kogut and Zander (1992) view an organization as a
repository of capabilities, capabilities that are “determined by the social knowl-
edge embedded in enduring individual relationships structured by organizing
principles” (p. 396). These organizing principles establish a common language
and set of mechanisms through which people in an organization cooperate, share,
and transfer knowledge. They enable sets of functional expertise to be communi-
cated and combined so that the organization as a whole can exist as an integrated
community. However, the stability of these relationships and principles induces
inertia in the organization’s capabilities, making it difficult for the organization to
switch to new capabilities (cf. Leonard’s concept of core rigidities in the last sub-
section). Instead, the organization learns new skills by recombining its current ca-
pabilities, synthesizing and applying its current and acquired knowledge:

Creating new knowledge does not occur in abstraction from current abilities.
Rather, new learning, such as innovations, are products of a firm’s combinative
capabilities to generate new applications from existing knowledge. By
combinative capabilities, we mean the intersection of the capability of the firm to
exploit its knowledge and the unexplored potential of the technology. (Kogut and
Zander 1992, p. 390)
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This view is consistent with Schumpeter’s (1934) thesis that innovations
generally are combinations of existing knowledge and incremental learning.
Kogut and Zander (1992) suggest that the main reason why organizations tend
to learn in areas that are related to their present practice is because the introduc-
tion and exploitation of innovations occur by building on social relationships that
currently exist in the organization, since “a firm’s capabilities cannot be sepa-
rated from how it is currently organized” (p. 392).

While Grant (2002), Kogut and Zander (1992), and others regard organiza-
tions as settings for integrating and combining knowledge, Tsoukas (1996) sug-
gests that there may be limits to the extent that organizational knowledge may be
integrated. As we have noted, an organization’s knowledge is distributed over
time, physical and social space, as well as over different groups and individuals.
Tsoukas (1996) carries the conceptualization of the firm as a distributed knowl-
edge system further by using a constructionist approach. Organizations are ana-
lyzed as “distributed knowledge systems in a strong sense: they are de-centered
systems. A firm’s knowledge cannot be surveyed as a whole: it is not self-
contained; it is inherently indeterminate and continually reconfiguring” (Tsoukas
1996, p. 13). The utilization of organizational knowledge cannot be known by
a single agent—no single individual or agent can fully specify in advance what
kind of knowledge is going to be relevant, when, and where. There is no “master
control room” where knowledge may be centrally managed.

Instead, organizational knowledge is continually constituted and reconsti-
tuted through the activities undertaken within the organization. Knowledge is
the emergent outcome of engaging in work as social practices that consist of
three dimensions: role-related normative expectations; personal dispositions;
and local interactions with particular situations (Mouzelis 1995; Bourdieu 1988).
First, there are the normative expectations that are associated with the carrying
out of an organizational role. Second, personal dispositions are the mental pat-
terns of perception, thought, and action acquired by an individual through past
socializations and experiences. Third, local interactions with particular situations
arise when normative expectations and personal dispositions interact with spe-
cific features and circumstances of the work situation. Whereas an organization
may have some control over role-related normative expectations, it has little or
no control over members’ dispositions or how these dispositions and role expec-
tations play out in particular situations. An organization’s knowledge is therefore
always emergent and contingent. Moreover, expectations, dispositions, and situ-
ations are rarely congruent, so that three elements are separated by gaps. To close
these gaps, practitioners exercise their judgment by selecting what they consider
to be relevant features from each of the three dimensions and attempting to fit
them together.

Viewing the organization as a distributed knowledge system thus refines our
perspective of what knowledge management needs to entail:

Organizations are seen as being in constant flux, out of which the potential for the
emergence of novel practices is never exhausted—human action is inherently
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creative. Organizational members do follow rules but how they do so is an
inescapably contingent-cum-local matter. In organizations, both rule-bound action
and novelty are present, as are continuity and change, regularity and creativity.
Management, therefore, can be seen as an open-ended process of coordinating
purposeful individuals, whose actions stem from applying their unique
interpretations to the local circumstances confronting them. . . . Given the
distributed character of organizational knowledge, the key to achieving
coordinated action does not so much depend on those “higher up” collecting more
and more knowledge, as on those “lower down” finding more and more ways of
getting connected and interrelating the knowledge each one has. A necessary
condition for this to happen is to appreciate the character of a firm as a discursive
practice: a form of life, a community, in which individuals come to share an
unarticulated background of common understandings. Sustaining a discursive
practice is just as important as finding ways of integrating distributed knowledge.
(Tsoukas 1996, pp. 22–23)

Knowledge Use in Communities of Practice

Given that organizational knowledge is a tightly bundled package of the tacit, the
explicit, and the cultural, how do participants assimilate this knowledge effec-
tively? Lave and Wenger (1991) suggest a process of “legitimate peripheral
participation.” The process emphasizes that learning takes place through active
participation, but that this participation needs to be modified to enhance periph-
erality and legitimacy. Thus, the novice starts by staying safely on the periphery
of practice as a participant observer. Peripherality provides an approximation of
full participation that allows learners to engage fully in the actual practice, while
at the same lowering the intensity, risk, cost of error, stress levels, and need for
close supervision. When she feels sufficiently comfortable or when the mentor
feels she is ready, the learner can move from the periphery to the center to engage
the task, and then move back out again. In this sense the learner is also a legiti-
mate participant who can move to the center of practice from time to time.
Legitimacy gives new learners enough authority to be treated as potential mem-
bers. Legitimacy can take many forms, for example, being sponsored, being use-
ful, being the right kind of person, having the birth right. Being legitimately on
the periphery also means that learners have access to the various modes of com-
munication used by the competent practitioner (mail, meetings, stories, reports)
so that they can pick up valuable know-how on technique and nuance.

Instead of treating knowledge as being individually acquired, knowledge in
organizations is often tacitly shared by members of social groups: “With indi-
viduals, tacit knowledge means intuition, judgment, common sense—the capac-
ity to do something without necessarily being able to explain it. With groups,
tacit knowledge exists in the distinct practices and relationships that emerge
from working together over time—the social fabric that connects communities of
knowledge workers” (Brown and Gray 1995, p. 80). Research suggests that a
group holds this tacit knowledge as a community that forms around a shared
practice. Members of such communities of practice participate in a shared
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practice informally but legitimately. The community of practice provides a
context in which the meaning of objects, problems, events, and artifacts gets
constructed and negotiated, and in which people live, work, communicate, and
understand the environment and themselves (Brown 1993). Communities of prac-
tice emerge naturally from the organization’s web of interactions and need not be
formally controlled or designed. By reconceiving organizations as comprising
communities of practice, working, learning, and innovation are integrated in a
unified view (Brown and Duguid 1991).

In a parallel argument, Wenger (1998) sees work practices as social activities
that link people through mutual engagement. Workgroups form around these
practices, creating communities of practice. Communities of practice emerge of
their own accord and tend to self-organize: people join and stay because they
have something to learn and to contribute. By sharing and jointly developing
practice, communities of practice evolve patterns of relating and interacting with
one another. Over time, they develop a common understanding of the meaning
and value of their work, as well as a shared repertory of resources that include
both the tacit (“war stories,” workarounds, heuristics) and the explicit (notebooks,
tools, communication devices). Communities of practice therefore constitute
historical and social settings that embrace all three categories of organizational
knowledge (cultural, tacit, explicit):

It [a community of practice] includes what is said and what is left unsaid; what is
represented and what is assumed. It includes the language, tools, documents,
images, symbols, well-defined roles, specified criteria, codified procedures,
regulations, and contracts that various practices make explicit for a variety of
purposes. But it also includes all the implicit relations, tacit conventions, subtle
cues, untold rules of thumb, recognizable intuitions, specific perceptions, well-
tuned sensitivities, embodied understandings, underlying assumptions, and shared
world views. Most of these may never be articulated, yet they are unmistakable
signs of membership in communities of practice and are crucial to the success of
their enterprise. (Wenger 1998, p. 47)

Within such communities, knowledge is shared and applied through learning
in practice that is composed of the processes of (1) evolving mutual engage-
ment, (2) understanding the nature of the joint enterprise, and (3) developing a
shared repertoire (Fig. 4.4). Wenger enumerates the elements of each of these
processes:

1. Evolving forms of mutual engagement: discovering how to engage, what
helps and what hinders; developing mutual relationships; defining identi-
ties, establishing who is who, who is good at what, who knows what, who
is easy or hard to get along with.

2. Understanding and tuning their [the joint] enterprise: aligning their en-
gagement with it, and learning to become and hold each other account-
able to it; struggling to define the enterprise and reconciling conflicting
interpretations of what the enterprise is about.
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3. Developing their [the shared] repertoire, styles, and discourses: renegoti-
ating the meaning of various elements; producing or adopting tools,
artifacts, representations; recording and recalling events; inventing new
terms and redefining or abandoning old ones; telling and retelling stories;
creating and breaking routines.

(Wenger 1998, p. 95)

Through these processes, a form of group-based tacit knowledge emerges as
each member of a community of practice contributes not only his or her own
competence, but also involves the competence of others (Wenger 1998, p. 76).
These competences may be complementary (as when different members of a
team have different roles) or overlapping (as when members have some knowl-
edge of each other’s work). When the collective capabilities of a group depend
on the interaction between multiple sets of competencies possessed by its mem-
bers, it becomes more important for members to know how to give and receive
help than to try to know everything.

Communities of practice are not self-contained entities: “they develop in
larger contexts—historical, social, cultural, institutional—with specific resources
and constraints” (Wenger 1998, p. 79). Members define their enterprise by taking
into account their position within a broader industry or job system and the
influence of the institution that employs them. The enterprise of a community of
practice also establishes relations of accountability that answer questions on

what matters and what does not, what is important and why it is important, what to
do and not to do, what to pay attention and what to ignore, what to talk and what to
leave unsaid, what to justify and what to take for granted, what to display and what
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FIGURE 4.4. Knowledge-in-Use: Communities of Practice (Adapted from Wenger 1998,
Fig. 2.1, p. 73)
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to withhold, when actions and artifacts are good enough and when they need
improvement or refinement. (Wenger 1998, p. 81)

In developing a shared repertoire, explicit knowledge becomes a source of
coherence for a community of practice. The repertoire of a community of prac-
tice includes routines, tools, and concepts that Wenger describes as “shared” in
order to stress its rehearsed character and its availability for further engage-
ment in practice. Thus, routines and artifacts reflect and encode a history of
learning and practice and so provide “recognizable histories of interpretation
and usage” that facilitate communication and coordination. At the same time,
the shared repertoire of a community of practice also includes stories, symbols,
gestures, and ways of doing things. Members use these resources to retain and
reintroduce ambiguity in the process of negotiating new meanings and creating
new practices. Explicit knowledge therefore has a dual function: it encodes
past learning and serves as initial material for the production of new under-
standing.

Wenger (1998) describes a community of practice that he studied in a medical
claims processing center operated by a large U.S. insurance company. Medical
claims processing is based on well-structured procedures. Claims processors fol-
low sequences of steps and make use of work objects such as forms, worksheets,
computer screens, and manuals.They learn these procedures through formal as well
as on-the-job training. However, their learning to use the knowledge embodied in
procedures also includes much more:

What claims processors learn cannot easily be categorized into discrete skills and
pieces of information that are useful or harmful, functional or dysfunctional.
Learning their jobs, they also learn how much they are to make sense of what they
do or encounter. They learn how not to learn and how to live with the ignorance
they deem appropriate. They learn to keep their shoulders bent and their fingers
busy, to follow the rules and to ignore the rules. They learn how to engage and
disengage, accept and resist, as well as how to keep a sense of themselves in spite
of the status of their occupation. They learn to weave together their work and their
private lives. They learn how to find little joys and how to deal with being
depressed. What they learn and don’t learn makes sense only as part of an identity,
which is as big as the world and as small as their computer screens, and which
subsumes the skills they acquire and gives them meaning. They become claims
processors. (Wenger 1998, pp. 40–41)

Although the claims processors appear to work individually following set
procedures, these explicit policies, metrics, training programs, and system designs
are often in conflict with the reality of their work. In order to make it possible to
meet the demands of the organization, claims processors collectively construct a
local practice that allows them to invent and maintain ways of reconciling institu-
tional requirements with the shifting contingencies of actual work situations. The
claims processors create a community of practice that functions by (1) resolving
contradictions between explicit, institutionalized knowledge and personal, situ-
ated actions; (2) supporting a communal memory so that individuals can do their
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work without having to know everything; (3) helping newcomers to join the
community; (4) creating a cultural environment in which the monotonous
aspects of the work become part of the rituals, customs, and rhythms of commu-
nity life.

Community-Based Knowledge Sharing:
The Eureka Story

The work of service technicians is vital to the photocopier business of Xerox. It
is an important point of contact between the firm and its customers and a primary
means of maintaining customer satisfaction and brand loyalty. In the early 1980s,
with a shortage of technicians, Xerox decided to use less-skilled and -experienced
service staff by moving toward what was called “directive” repair and adjust-
ment procedures. Service instructions would be documented in the form of a
decision tree, and technicians need only be trained in using the documentation to
be able to diagnose and repair machine failure.

A group in Xerox PARC had a background in artificial intelligence as well as
expertise in building programs to diagnose machine faults. In 1991, the group
developed a model-based expert system covering one complex module of a par-
ticular photocopier that could support a technician in diagnosing repairing prob-
lems in this module. The system was shown to some technicians. Here’s how the
PARC group described the reaction:

“That’s amazing,” they said. “Would it really be useful if we had a complete model
for the machine?” we asked proudly. “Not really—though it is amazing—rather
like a bear dancing. It is surprising to see it do it at all.” (Bobrow and Whalen
2002, p. 49)

The research group was surprised by the unenthusiastic response and probed
further. It found out that many products (those from Xerox’s Japanese partners)
did not have full descriptions of their operation. Diagnostic documentation was
being produced by inducing faults in machines in a laboratory and then analyz-
ing symptoms. However, the hardest problems in the field were new problems
that were not covered by the documentation. This was understandable since
photocopy machines operate in a broad range of complex environments. Ex-
tremes of temperature, humidity, and dust; vibrations and network interactions;
the age of the machine—all these can lead to new failure modes. Moreover, a
fault may appear intermittently, making it hard to track down.

The PARC group decided to observe what service technicians actually did in
their day-to-day practice by accompanying them on service calls. They saw that
when technicians faced a new, undocumented problem that stumped them, they
might use their two-way radios to call on a buddy for ideas or turn to the experts
(former technicians now serving as field engineers) as part of the escalation
process. When tough problems were solved, they would often tell the stories
about these successes when they met their peers in the café, the parts depot, or a
workgroup meeting.
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Eureka in France. A member of the PARC group, a French national (Olivier
Raiman), then spent time riding with French technicians to understand if their
practices were similar to those in the United States. One interesting observation
was that many technicians carried cheat sheets of solutions their workgroup had
invented to solve undocumented hard problems. New technicians would ask
more-experienced technicians for copies of these cheat sheets.

Through a series of workshops with technicians in France, the PARC re-
search group concluded that a wider sharing of this knowledge across different
workgroups would be valuable. The PARC group received the backing of the
French service organization—including management and expert field engineers
(“tigers”)—to try an experiment. An initial database of 100 to 200 tips was cre-
ated by having the tigers edit and validate the stories volunteered at the work-
shops, as well as adding tips that the tigers themselves used. Tips were structured
simply in terms of symptom, cause, test, and action. Access to the database was
via a standard laptop running an easy-to-use program (Colombus) written by the
PARC group that included a simple search function.

The experiment was a success, and it was decided to extend the use of
technician-invented solutions to the entire French service force. There were two
problems: the project needed a distribution and access method that would fit
technicians’ work practice and a social process to sustain the database so that it
had continuing value. For the first requirement, the French Minitel system was
chosen as the distribution infrastructure. (Minitel was a nationally deployed sys-
tem of the French telephone company that consisted of a small keyboard con-
nected to a phone line and a display monitor.)

The second problem was more daunting: service technicians liked the idea
that their knowledge could travel beyond their own workgroup but were con-
cerned about several issues: “If they submitted a tip, would it disappear into a
black hole? Would they get credit? How would they know they could trust all the
tips? And how would they get the right tips at the right time?” (Bobrow and
Whalen 2002, p. 51). In workshops and meetings with all the different commu-
nity members, people came up with solutions to these problems:

To ensure the quality of each tip, each is warranted by a respected valida-
tor known to have expertise on the particular product family. Tigers would
oversee the process.

When a new tip is submitted to Minitel, a message is sent to relevant val-
idators. The validator engages in a dialogue with the submitter to edit and
improve the tip, making sure that it is complete and clear. The process is
not just an accept or reject decision but is more like a conversation with
a respected expert aimed at discovering new solutions. A validated tip
would carry the names of both the submitter and the validator.

New screens (information pages) were added to Minitel to allow service
technicians to search the database based on key symptoms in a call
record. They could also access at a customer’s site if there was a local
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Minitel terminal. The organization of the tips was simplified to problem,
cause, solution. Service technicians were encouraged to comment and
vote on the success of using existing tips as well as to enter new tips.

A major challenge was how to encourage technicians in the field to use the
system. A champion from the French tiger group went around the country with
one of the PARC staff, talking with each workgroup and explaining how techni-
cians could use this system to help themselves and others. They met with nu-
merous product leaders and helped train the French technicians.

In 1995, the Minitel system was deployed with only three product databases.
By the end of the first year, technicians had created over forty databases cover-
ing a wide range of products, and more than one new tip was being added each
day. The service organization in France went from being an average or below-
average performer to being a benchmark performer: its service metrics were
better than the European average by 5–20 percent, depending on the product
(Bobrow and Whalen 2002).

Eureka in Canada. In June of 1996, the PARC group decided to introduce
Eureka to another community. Canada was considered, partly because laptops
had been deployed to all Canadian technicians, and partly because the Canadian
service force was comparable in size to the French. The PARC group garnered
support from one senior manager in Canada and was able to team up with an ex-
perienced field engineer who would become a local champion for the development
and deployment of Eureka. For the distribution infrastructure, a server-client
system was built, allowing a technician to use client software running on a lap-
top to access a local database that is synchronized with the community database
on the server. Tip validation was done by product specialists in each customer
business unit, similar to what was done in France. Unlike in France, Canadian
service management wanted to continue its financial incentive program for ser-
vice suggestions, so technicians received a small financial reward for tips.
Eureka was successfully launched for 20 products in early 1997. Extensive
training of product specialists by the Canadian champion, with the specialists
then training service technicians, took place over four months. After six months,
Canadian Eureka had become accepted as the technicians’ tool (Bobrow and
Whalen 2002).

Eureka in the United States. Eureka was rolled out in the United States in 1997
with a pilot program in several locations. Again, where these locations were sup-
ported by local champions, the pilot took hold. In 1998, Eureka was distributed
generally via CD-ROMs mailed to field managers who were then expected to
pass them along to technicians in their workgroups. The PARC group did not
favor this “mass distribution” approach but had difficulty persuading U.S. man-
agement to adopt the “participatory deployment” strategy that had worked well
in France and Canada.
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Nevertheless, U.S. technicians were accepting Eureka enthusiastically after
they had learned the system. Bobrow and Whalen (2002) cite one technician’s re-
marks as being typical: “In all my years in Xerox, the two best things ever given
to us are the (two-way) radios and Eureka.” One story was featured in the 1999
Xerox annual report. A technician from Montreal traced a chronic problem with
a customer’s high-speed color copier to a 50¢ fuse holder and authored a Eureka
tip. A technician in Brazil working on a similar problem with the same copier—
a problem so severe the customer wanted the machine replaced—discovered this
tip during a test run of Eureka, saving Xerox the $40,000 replacement cost. It
turned out that demand for Eureka in other countries became so strong that
Xerox had to begin distributing the system before it had completed the U.S.
deployment.

In early 2001, the tips database had grown considerably as the number of
countries using Eureka increased. There were close to 50,000 technician-
authored tips, and the number of problems solved using Eureka had increased to
nearly 200,000 annually. Solving a problem with Eureka can mean saving sev-
eral hours of downtime, not having to escalate the problem to experts, or avoid-
ing the replacement of a machine. Xerox reports that the use of Eureka provides
many millions of dollars in savings annually and has led to increases in both
customer and employee satisfaction.

Lessons Learned

What and where is the valuable knowledge? In the initial stages of the project,
Xerox management did not believe that there was much value in what the techni-
cians learned on their own in the field. As part of its “directive repair” strategy, it
was more important to ensure that technicians followed the manual than to sup-
port them in creating new knowledge. The PARC research group found that the
documentation provided only standard solutions to common problems and was of
little use in diagnosing and fixing unusual problems that were “not in the manual.”
The perception that repair work could be highly routinized was inaccurate:

The practice of experienced Xerox technicians maintaining photocopiers . . . is 
a continuous highly skilled improvisation within a triangular relationship of
technician, customer, and machine. Technical service work is commonly conceived
to be the fixing by rote procedure of uniform machines, and routine repair is
indeed common. However, individual machines are quite idiosyncratic, new failure
modes appear continuously, and rote procedure cannot address unknown problems.
Technician’s practice is therefore a response to the fragility of available
understandings of the problematic situations of service and to the fragility of
control over their definition and resolution. Understanding is fragile in that
accurate information about the state of the machine is only sometimes available,
and the meaning of available information cannot always be found. Control is
fragile both because the technicians come to work when the relationship between
customer and machine is already askew and because the technicians cannot keep
the machines working and the customers satisfied; they can only restore that state
after the fall. Work in such circumstances is resistant to rationalization since the
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expertise vital to such contingent and extemporaneous practice cannot be easily
codified. (Orr 1996, p. 439)

The solutions that technicians invented to overcome difficult, unusual ser-
vice problems turned out to be knowledge valuable to the firm in improving
customer satisfaction and avoiding the cost of service escalation or replacing
a machine. Thus, there was a new belief in the importance of drawing on the
experience and creativity of frontline employees and the effectiveness of knowl-
edge sharing at the grassroots level.

How is knowledge being shared? How can a process be designed to support this
sharing? Service technicians take pride in their work, especially in solving in-
tractable problems that have stumped their peers. They enjoy talking about solu-
tions to hard problems and gaining the respect and recognition of their peers. The
Eureka process evolved as a result of consultations with the service technician
community. Solutions discovered by field technicians would be submitted as
pending tips; tips were validated by respected field engineers; validated tips were
distributed with the names of submitters and validators; and technicians com-
mented and voted on their usefulness (see Fig. 4.5). Thus, Eureka works as a
knowledge system because it honors the norms of the technicians as a social
community—it respects the community norms of peer recognition, trust, respect,
and cooperation. Trust is fundamental to Eureka:

Trust developed further because the knowledge captured was reliable and the
system worked. Service technicians trusted the knowledge that was documented in
the system and it made a difference in their work and to their customers. There was
a great deal of socio-technical systems alignment in Eureka. (Douglas 2001)
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In terms of incentives, Eureka relied more on peer recognition to motivate
technicians to share knowledge and contribute to the tips database. Although fi-
nancial incentives were sometimes included, they tended to be modest, and it
was the status and reputation gained from being able to solve hard problems that
was the principal inducement for sharing knowledge.

How can people’s behavior be changed so that they will use the new system for
sharing knowledge? The PARC group recognized early on that building a
system did not mean that users will accept and use it. A key factor in the suc-
cessful deployment of Eureka in France and Canada was the adoption of a
participatory implementation approach, described here by members of the PARC
group:

A champion from the French tiger group went around the country with one of our
group. They talked with each group about problems with service, and how the
[technicians] could use this system to help themselves and others improve. They
met with over 60 product leaders, and helped train all 1300 French technicians.
Participation was carefully tracked, both in terms of the number of times that the
database was referred to, and in terms of the number of new tips entered. There
were strong differences among workgroups. While one region may have been high,
another of the same size might have quite low usage rates. Revisiting the latter
regions, providing some training through examples of use, and reintroducing the
purpose of the system helped encourage broader participation. The strategy, then,
can best be described as “hands-on participatory implementation,” which is a
marked contrast to the top-down, cascade model. (Bobrow and Whalen 2002,
p. 52)

In contrast, the rollout in the United States followed a top-down, mass dis-
tribution strategy, and the uptake was slow. Tom Ruddy, manager of Customer
Service Knowledge Programs, noted that

Eureka had a very slow adoption in the USA—two pilots were actually done in the
US, but it took a significant longer time for the USA to embrace Eureka. It was not
taking hold in the USA, as Eureka was seen initially as a technology program as
there was the belief that there was nothing that the technicians don’t already know.
What it really took was testimonial video clips of stories of old school hard nosed
twenty five years of experienced service technicians to tell their personal stories of
how Eureka made a difference to them—hearing the voice of the technicians
helped to escalate the belief and value realization. . . . It took more of a marketing
approach—value, examples, voice of their peers, benefits to help move the
program along. (Ruddy 2001, p. 35)

What is the role of information technology? What constitutes effective techno-
logical support for work practice? The PARC research group had started out by
building an expert system using artificial intelligence to support service work,
based on the assumption that important knowledge had already been captured in
the lab. Instead, it found that some of the most valuable knowledge was being
invented in the field as technicians grappled with tough problems, and that this

174 The Knowing Organization



knowledge was being shared through “war stories.” This suggested to the PARC
group that they “could stand the Artificial Intelligence approach on its head, so to
speak, with the work community itself becoming the expert system, and with
ideas flowing upward from the people actually engaged in work on the organiza-
tion’s frontlines” (Bobrow and Whalen 2002, p. 50).

The telling of war stories by itself does not scale well. While the stories may
get told to the dozen people around a water cooler, they would not get shared
among the 20,000 service technicians that Xerox had. What was needed a way to
share these stories and discoveries more quickly, so that when someone found a
solution, it would be made available to the rest of the technicians. Information
technology played the crucial role of accelerating and expanding this sharing.
Important elements included a distribution infrastructure (initially the French
Minitel, then the client-server network in Canada, and now an Intranet); the use
of portable laptops; a simple and fast search engine; a standardized format for
displaying the content of each tip; easy-to-use templates for submitting tips; and
so on, all of which were selected or designed to fit in well with the technicians’
work practices.

Technically, Eureka is a relational database of hypertext documents available
online via the Intranet. It can also be viewed as the distributed publishing of local
community know-how. In practice, Eureka is an electronic version of war stories
told around the water cooler—with the added benefits of a user-friendly search
engine, institutional memory, expert validation, and corporate-wide availability. It
is a way to simultaneously grow both intellectual capital and social capital.
(Douglas 1999, pp. 217–18)

In the end, Eureka’s effectiveness is not based on the sophistication of its
technology but on its insights about how and why people share knowledge. The
system is built on a technological infrastructure that supported existing work ac-
tivity patterns, as well as a set of social processes and practices that respects the
norms of communication and cooperation among service technicians. What
made Eureka an interesting story was its distinctive way of marrying the techni-
cal with the social—the alignment between technology that enabled distribution
and access and the social ties based on trust and peer relations that supported
sharing and collaboration.

IX. INFORMATION NEEDS, SEEKING, AND USE
IN KNOWLEDGE CREATION

In this section, we consider information seeking and use in the context of knowl-
edge creation, knowledge transfer, and knowledge utilization. Following the
framework developed in Chapter 2, we examine (1) information needs, (2) in-
formation seeking, and (3) information use in terms of cognitive needs, affective
responses, and situational dimensions. A summary of the ensuing discussion is
in Table 4-2.
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Information Needs. In knowledge creation, information needs arise from gaps
in the organization’s existing knowledge or capabilities. Such gaps may stand in
the way of the organization being able to solve a problem or take advantage of an
opportunity. To initiate information gathering, the needs pertaining to a problem
or opportunity situation have to be identified and elaborated. This process is
guided by beliefs and assumptions the organization holds about what knowledge
would be advantageous for the organization, which ideas appear to be promising,
as well as what levels of effort would be required. These beliefs give shape and
direction to the specification of information needs and provide the criteria by
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TABLE 4-2. Information needs, seeking, and use in knowledge creation.

Information Needs Information Seeking Information Use

Knowledge
Creation

Cognitive Needs

Affective Responses

Situational
Dimensions

• Identify gaps in ex-
isting knowledge,
capabilities

• Assign value to new
knowledge

• Information about
sources of knowl-
edge, capabilities

• Effect of culture and
subcultures

• Knowledge from
customers, partners

• Innovation as initia-
tion and implemen-
tation

• Types of emotion in
organizational
learning

• Feelings of uncer-
tainty

• Emotive and expert
intuition

• Design versus dis-
covery, complex,
amorphous

• Technology matu-
rity and market
alignment

• Culture of
innovation

• Information seeking
and information
sharing

• Information crosses
boundaries

• Information flows in
social networks

• Stories as carriers of
knowledge

• Boundary roles
• Information sticki-

ness

• Redundant informa-
tion and uncertainty

• Emotional attach-
ment to signature
skills

• Engagement and
safety in sharing
information

• Information politics
• Market research or

market discovery
• Social capital in

organizations

• Absorbing new
knowledge

• Exploiting new
knowledge

• Knowledge use as
social process

• Absorptive capacity
• Common knowl-

edge effect
• Boundary objects

• Not-invented-here
syndrome

• Care in organiza-
tional relations

• Trust in organiza-
tions

• Fair process
• Direct and indirect

relations
• Knowledge institu-

tionalization



which new information and knowledge would be evaluated as they are encoun-
tered in information seeking. Gaps in knowledge or capability are usually filled
in three ways: by locating expertise within the organization, by developing new
capabilities, or by transferring knowledge from outside the organization. An
important part of the elaboration of information needs is therefore to discover
sources and develop strategies for acquiring specific know-how.

Information Seeking. The ability to share information—between groups in the
organization or between organizations—is an important part of information
seeking. Information seeking and access has to be able to negotiate boundaries
inside and outside the organization. The flow of information often takes place in
social networks that are built on trust and cooperation. Generally, information
seeking begins by scanning broadly and sharing information extensively, con-
necting with many internal and external sources. The initial objectives are to as-
sess the state of development of an area, understand the range of possibilities,
and identify new opportunities or market needs. At some stage, when the prob-
lem is sufficiently defined, information gathering can become more focused and
intensive. Two sets of difficulties are commonly encountered in the scanning and
focusing of information: the difficulties of sourcing and transferring information
from outside the organization or group and the difficulties of retrieving and mak-
ing explicit the tacit knowledge of the experienced and the expert.

Information Use. Information use is an integral part of assessing, absorbing,
and applying new knowledge. The organization evaluates new knowledge in
relation to its beliefs about how the application of the knowledge will enhance its
competitive position, its interpretations about how the market will react to new
products or services, and its expectations about how the new capability supports
its longer-term goals and vision. These beliefs are embedded in evaluation rou-
tines and norms that determine the usefulness of new information and appraise
the value of new knowledge. The use of external knowledge requires the organi-
zation to be ready to absorb the new knowledge and to be able to address accep-
tance issues such as dealing with the not-invented-here syndrome. In either case,
the creation, absorption, and exploitation of new knowledge is not just a techni-
cal activity but a social process that needs to take into account the culture and
context of the organization.

Information Needs in Knowledge Creation

Information Needs and Cognitive Needs

Effect of culture and subcultures. Culture is reflected in values, norms, and prac-
tices. At the deepest level, culture consists of values, which are deeply held, tacit
preferences about the organization’s goals, identity, and modes of operation.
DeLong and Fahey (2000) believe that values have the greatest impact on knowl-
edge creation and use. For example, a firm that holds the value that customer
interaction is important would be more likely to ask customers questions about
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product use and satisfaction, to listen carefully to their replies, and to develop
relationships over time. Again, values that regard customers as partners are more
likely to motivate behaviors that create useful knowledge about customers.
Generally speaking, we may expect the values of an organization to influence the
way that different aspects of an information need are elaborated and emphasized.
Norms are usually derived from values but are more observable in the behaviors
of employees. For example, if employees believe that sharing information incurs
personal risk and a loss of power, then the social norms governing interaction
will not support behaviors needed to create and exchange knowledge. DeLong
and Fahey (2000) found that one of the most important consequences of culture
is the way it influences assumptions about what knowledge is important. In par-
ticular, the subcultures in an organization heavily influence what is perceived as
useful, important, or required knowledge for an organization. Subcultures con-
sist of distinct sets of values, norms, and practices of specific groups or units
such as R&D, sales, engineering, MIS, different levels of management, and
different geographic regions. For example, “R&D’s values may seem focused on
elegant product features to the detriment of product marketability and profits,
while finance appears to value only controlling costs. MIS, on the other hand,
may seem concerned only with maintaining strict adherence to its technology
standards. . . . Subcultures often lead their members to define important knowl-
edge differently than other groups in the organization” (DeLong and Fahey 2000,
p. 117).

Knowledge from customers, partners. Wikström and Normann (1994) distin-
guish three kinds of knowledge processes in organizations: generative processes,
productive processes, and representative processes. Generative processes are
those in which “new knowledge is created largely in activities which are geared
to the solving of problems” (p. 107). First produced in the course of problem
solving, generative knowledge is important for increasing the overall pool of
knowledge resources in the organization and for providing the organization
with capabilities to enter new businesses or bring forth better products. Produc-
tive processes are those in which new knowledge is accumulated and used by
the organization to produce customer offerings. Productive processes thus yield
knowledge that is manifest and used. Representative processes are those in
which the organization conveys its knowledge to the customer, so that its
knowledge is made available to customers for their own value-creating processes.
Representative processes are increasingly important because organizations are
forming cooperative networks to offer products and services that enable cus-
tomers to create value for themselves. Thus each organization’s value-creating
processes receive contributions from many different sources, including suppli-
ers, the suppliers’ suppliers, its own customers, its customers’ customers, and
so on (Normann and Ramirez 1993; Wikström and Normann 1994). The flow
of knowledge may be drawn as a star, where the organization’s value-creating
processes are at the hub of many incoming flows of knowledge from many
sources. This knowledge may be in the form of new modes of collaboration,
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training and education, and information sharing through networks of users,
suppliers, and others. Each of the three knowledge processes influences the
type and content of information needs. In generative processes, information
needs are focused on understanding a problem (or an opportunity) so that it
can be resolved. In productive processes, information needs are focused on op-
erationalizing new knowledge or information so that it is used in production.
Unlike the first two processes, the information needs of representative
processes are externally directed: the focus is on the needs of customers, sup-
pliers, and partners in relation to the knowledge and capabilities of the focal
organization.

Innovation as initiation and implementation. The innovation process in organi-
zations may be divided into two general stages of initiation, which include “all
of the information gathering, conceptualizing, and planning for the adoption of
an innovation, leading up to the decision to adopt,” and implementation, which
includes “all of the events, actions, and decisions involved in putting an innova-
tion into use” (Rogers 1983, p. 363). During initiation, the organization “sets its
agenda” by identifying problems or performance gaps that create a need for in-
novation or by scanning the environment for new innovations of potential value.
The organization then “matches” a problem from its agenda with an innovation
to assess how well they are likely to fit. In agenda setting and matching, new in-
formation is needed with reference to the organization’s intention and core capa-
bilities. During implementation, the organization “redefines” the innovation as it
is modified to fit the situation of the organization and the demands of the prob-
lem. The organization may also “restructure” how work is organized around the
new innovation. During implementation and as the innovation becomes more
widely used, information is needed to clarify the interaction between the innova-
tion and other established processes, so that the innovation may be assimilated
and eventually “routinized.” Stinchcombe (1990) argues that the introduction of
an innovation in an organization must be accompanied by the development of a
social system that supports the innovation. Information needs therefore are not
limited to technical concerns but must also reflect the social and economic re-
quirements that have to be addressed. Stinchcombe (1990) structures the social
requirements of an innovation around six elements (which he also calls theories),
with each element identifying the largely cognitive information needs to be
addressed: (1) a core theory of the innovation, or what is technically involved
in the design of the innovation; (2) a theory of the investment in the innovation,
or what the risks and profits are that justify the innovation; (3) technical costs of
the innovation, or what it will cost to produce the innovation; (4) the market or
benefits of the innovation, or who will want the goods, at what price, and how the
organization can reach them; (5) a theory of the division of benefits, or how
benefits are to be distributed, and what promises of future returns can attract
investors; (6) a personnel part of the theory, or what the levels of competence,
trustworthiness, motivation, and so on are of the personnel involved (Stinchcombe
1990, pp. 167–68).
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Information Needs and Affective Responses

Types of emotion in organizational learning. In a literature survey of the posi-
tive and negative effects of emotions on individual and organizational learning,
Scherer and Tran (2001) suggest grouping emotions into five major classes: ap-
proach emotions, achievement emotions, deterrence emotions, withdrawal emo-
tions, and antagonistic emotions. (1) Approach emotions refer to affective states
such as interest, hope, or joyful anticipation, all of which are likely to increase
the motivation and energy to explore and develop a problem or interest. While
usually a positive influence, approach emotions can also be dysfunctional, as
when the energy is driven mostly by imitation or fashion-following. (2) Achieve-
ment emotions such as satisfaction, happiness, and pride celebrate success based
on accomplishment. Scherer and Tran (2001) note that its effects can be para-
doxical: it can reinforce new learning but can also lead to stagnation. (3) Deter-
rence emotions denote anxiety, fear, distress, pessimism, and other affective
states that limit the individual’s interest and effort in seeking new or more infor-
mation. Scherer and Tran (2001) write that “emotions of this type can have quite
deleterious effects on learning because they often prevent learners from even ex-
posing themselves to new information and experiences, thus vitiating the poten-
tial for learning” (p. 386). (4) Withdrawal emotions include sadness, resignation,
shame, and guilt, again forming a negative context for learning and information
seeking. Individuals or organizations characterized by these emotions tend to
focus internally rather than externally and lack the necessary energy to pursue
new information or ideas. (5) Antagonistic emotions may be expressed as anger,
irritation, hate, and aggression. Such emotions are usually triggered when an in-
dividual experiences obstacles to goal attainment. Antagonistic emotions can di-
vert focus from what is important, limit attentiveness, and redirect energy toward
ulterior goals. Scherer and Tran (2001) suggest that “often, a blend of the various
classes of emotions is what seems to foster optimal learning” (p. 386). The ap-
propriate “emotional blend” depends on the situation, for example, in periods of
rapid environmental change, an optimal climate would be high in approach emo-
tions but tempered by deterrence emotions in order to avoid overshooting.

Feelings of uncertainty. Feelings of uncertainty and doubt are characteristic of
the initial stages of information seeking when organizational members are trying
to clarify the information needs that should guide their knowledge exploration
processes. As Kuhlthau (1993b) has observed, the state of uncertainty about the
nature of information needs causes affective symptoms of anxiety and lack of
confidence during early phases of the information search. The feeling of uncer-
tainty begins to ebb once the individual is able to formulate some kind of focus
or guiding idea which can be used to steer further search. Kuhlthau regards this
formulation of a theme as a pivotal point in the search process and suggests that
it is an outcome of the individual reflecting thoughtfully on the information
encountered thus far in the search. During the first phases of the knowledge-
creation process, information needs are progressively answered through infor-
mation scanning, knowledge sharing, and participative dialogue. By a process of
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collective reflection, members of a project team develop a shared mental model
which can be verbalized into explicit concepts using words and expressions as
well as metaphors and analogies. It is through the activities of “sharing tacit
knowledge” and “creating concepts” (Nonaka and Takeuchi 1995) that the initial
feelings of uncertainty and doubt give way to a heightened sense of direction,
confidence, and optimism about what is desirable and achievable. The early feel-
ings of stress and anxiety can be channeled to increase motivation and foster
creativity. For example, corporations are known to have tackled hard R&D prob-
lems by forming “skunkworks” of small research teams that are set outside the
main organization structure and given the mandate to work intensively and unin-
hibitedly on complex problems and challenging goals.

Emotive and expert intuition. Intuition may play a significant role in situations
when information needs are unclear or when a guiding theme does not readily
crystallize. Since intuition generally refers to a form of knowing or sensing
without the use of rational processes, it is helpful to differentiate between expert
intuition and emotive intuition (Simon 1987). Emotive intuition is based on
emotional responses, often precipitated by conditions of stress. For example,
managers in stressful situations are known to behave in nonproductive ways to
allay feelings of guilt, anxiety, and embarrassment (Simon 1987). Expert intu-
ition is based on accumulated knowledge and experience that results in a capa-
bility to recognize and retrieve patterns from memory. Leonard (1995) describes
companies that make the effort to identify industry experts and technologists
who have developed a fine “intuition” of what the market wants now and will
need in the future. Such expert intuition is built upon the individual’s immersion
in a rich and sizeable pool of personal knowledge about customers, competitors,
markets, technologies, standards, and so on. Emotions are not absent in the exer-
cise of expert intuition, but they are used to signal to the experts the affective
values of current options, affective values which recall their past experience in
working with similar options.

Information Needs and Situational Dimensions
Design versus discovery. Information needs may also be clarified by examining
the problem dimensions that characterize the situation in which those needs arise.
Of the eleven problem dimensions identified by MacMullin and Taylor (1984),
four are particularly relevant to understanding information needs in organiza-
tional knowledge creation. (1) The problem to be solved can lie on a continuum
between design and discovery. Design problems may be solved by applying
existing knowledge in new ways, while discovery problems may require infor-
mation and expertise about new technologies and markets. (2) The problem is
likely to be complex, with many variables interacting simultaneously, so that in-
formation is needed to reduce the problem to simpler tasks. (3) The problem’s
goals are likely to be amorphous and challenging, requiring information to give
substance and priority to design objectives and preferences. (4) The problem
is likely to be of a new pattern or unfamiliar, so that information is required to
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clarify and understand what is possible and what would constitute a significant
advance. Generally, because problem solving and knowledge creation often
involves thinking broadly and making surprising connections, organizational
members can benefit from access to information that goes beyond their immediate
operational requirements.

Technology maturity and market alignment. In new-product development situ-
ations, two sets of factors determine the kinds of information that are needed:
“the maturity of the technological design underlying the product line and the de-
gree of alignment between the proposed product line and the current customer
base” (Leonard 1995, p. 180). When the maturity of the technological design is
low, the product will be new to the world, so the developer’s questions revolve
around whether he or she can solve the problems to make the product work.
When the technological maturity is high, the product incorporates incremental
improvements to a well-established or “dominant design” (Utterback 1994).
When the market alignment is high, the product is intended for current cus-
tomers, so the main issue is understanding what features are most desirable to
existing customers. When the market alignment is low, the product is attempt-
ing to create a new market, so the major concerns are identifying who the
customers will be and how they will use the product. Depending on the degree
of technological maturity and market alignment in a particular new-product sit-
uation, an organization can adopt the appropriate product definition strategy.
For example, when both technological maturity and market alignment are high,
explicit customer demands often drive technological enhancements along known
performance parameters for current products (Leonard 1995). Conversely, when
both technological maturity and market alignment are low, the technology and
the market co-evolve together, with technological potential attempting to match
or better respond to market need (which may have to be revealed or discovered).

Culture of innovation. Both Nonaka and Takeuchi (1995) and Leonard (1995)
observe that much of managing knowledge creation and use involves establish-
ing the conditions that enable those outcomes. Nonaka and Takeuchi identify five
enabling conditions. First, since knowledge creation is driven by organizational
intention or aspirations, the organization needs to clearly conceptualize a vision
about what kind of knowledge would be most valuable to realizing the organiza-
tional intention and to apply this vision as the principal yardstick for judging the
usefulness of new knowledge. Second, organizational members, either on their
own or in self-organizing teams, should be given the freedom to act with auto-
nomy so that they can motivate themselves to experiment and discover new
knowledge. Third, the organization can stimulate the knowledge-creation process
by inducing fluctuation and creative chaos by, for example, introducing break-
downs of set routines or habitual frameworks, evoking a sense of crisis, and
stating ambiguous visions and goals. Fourth, information should be made avail-
able to organizational members that goes beyond their immediate operational
requirements. Information redundancy promotes the sharing of tacit knowledge
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and the exchanging of ideas. Fifth, according to the principle of requisite variety,
an organization’s internal diversity must match the variety and complexity of its
external environment. This implies that organizational members should have
prompt access to a wide range of information so they can cope with fast-changing
contingencies. There are echoes of these enabling factors in Leonard’s discussion
of management strategies to support organizational knowledge-building. She
emphasizes that organizations need to have a clear understanding of their core
capabilities and strategic intent; that members be encouraged to experiment
continuously; that creative abrasion is an effective way of parlaying members’
cognitive diversity and variety of signature skills; and that group boundaries
should be kept porous so that information can be broadly diffused.

Information Seeking in Knowledge Creation

Information Seeking and Cognitive Needs

Stories as carriers of knowledge. War stories, or anecdotes of experience, can be
effective vehicles for sharing and transferring otherwise hard-to-articulate
collective wisdom. In an ethnographic study of photocopier repair technicians,
Orr (1990) found that the technicians used stories to preserve knowledge and to
explore it in subsequent diagnoses. In one incident, a sophisticated new machine
had been recently installed but had never worked reliably. Changing the compo-
nent indicated by the error code did not rectify the problem. According to Orr, a
dozen stories were exchanged between the assigned technician and the team’s
technical specialist,

as the two searched their memories for possible culprits, looking for the key
perspective which would integrate their random facts. . . . They are faced with a
failing machine displaying diagnostic information which has previously proved
worthless and in which no one has any particular confidence this time. They do not
know where they are going to find the information they need to understand and
solve this problem. In their search for inspiration, they tell stories. (Orr 1990,
pp. 176, 178–79)

The shared storytelling eventually developed the correct diagnosis that the
initial error code (E053) should not be believed, but this code may then be
followed by a second error code (F066) indicating the true source of the failure,
a shorted dicorotron. This new insight, not found in the field repair manuals, is
then communicated to other technicians as a shorter version of the story. By
including technical details and emotional coloring, stories deepen the listener’s
understanding and affective response, which facilitates subsequent retrieval and
evaluation. By providing more details than are necessary, stories also supply
additional information that might turn out to be important for a different prob-
lem: “the apparent object is to keep all knowledge as closely connected as possi-
ble, so that if a new problem connects to any known facts at all, it connects to an
understanding of the system with known failures and solutions on which to base
a diagnostic strategy” (Orr 1990, p. 184). In this way stories become carriers of
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knowledge, carriers that can transfer general principles through the telling about
particular situations (Brown 1993).

Boundary roles. It is well known that certain individuals perform special roles in
the movement and assimilation of information across organizational peripheries.
Allen (1977) found that in science and engineering organizations, information
from the outside world does not move directly into the organization. Instead, the
information flow is indirect and involves two or more steps. External information
passes through technological gatekeepers who read more, including the more re-
search-oriented journals, and who have a broad range of personal contacts both
outside and inside the organization which they maintain on a continuing informal
basis. It is the gatekeepers who keep their colleagues informed, and who are
often consulted about current, external developments. Tushman and Scanlan
(1981) noticed a similar phenomenon. Because organizations limit their scope
and specialize in certain activities, they evolve local norms, languages, and con-
ceptual frameworks. While this specialization increases the efficiency of internal
information processing, it also sets up obstacles to information transfer from the
external environment. As a result, it becomes necessary to recode information
messages at the firm’s boundaries. Boundaries can be spanned effectively only
by individuals who understand the coding schemes used on both sides of the
perimeter, enabling them to recognize significant information on one side and
disseminate it on the other side: Tushman and Scanlan name this process infor-
mational boundary spanning. The phenomenon of information gatekeeping, or
boundary spanning, is not limited to scientific organizations but can be found in
a wide spectrum of social communication patterns, including voting behavior
and the diffusion of innovations (e.g., opinion leaders influencing the voting
decisions of friends, and the adoption of innovations such as hybrid seed corn
and new drugs). Allen summarizes:

The phenomenon of the gatekeeper is not an isolated one. Rather it is one example
of a much more general class of phenomena. There will always be some people
who, for various reasons, tend to become acquainted with information sources
outside their immediate community. They either read more extensively than most
or develop personal contacts with outsiders. A large proportion of these people in
turn attract colleagues from within the community who turn to them for
information and advice. (Allen 1977, p. 150)

Information stickiness. The information required for technical problem solving
is often hard to acquire and transfer, necessitating significant expenditures of
cognitive effort, time, and money. To reflect the costs of information transfer,
von Hippel (1994) defines the “stickiness” of a unit of information as “the incre-
mental expenditure required to transfer that unit of information to a specified
locus in a form usable by a given information seeker” (p. 430). Information stick-
iness is a function of the attributes of the information itself as well as the attrib-
utes and choices made by the information seeker and information providers.
Thus, stickiness increases when the information to be transferred is part of the
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tacit knowledge of a skilled individual, or when the user is unfamiliar with or un-
trained in acquiring a type of information, or when the provider charges for ac-
cess to its databases. Information may be made easier to transfer by “unsticking”
the information, as when tacit knowledge is made explicit through narrating or
recording procedures, or when gatekeepers filter and selectively introduce out-
side information. Information stickiness can also be avoided by changing the
place where the problem solving is done. For example, in the development of in-
formation systems, systems developers would do a great deal of work at the user
site to understand the needs of the system to be built. After acquiring this infor-
mation, the developers return to their firm to design the system. Von Hippel
would argue that a more effective approach would be to move the locus of the
problem-solving effort: the developer and the user could then draw only upon
their own local and idiosyncratic information sets without having to move be-
tween locations. Arara, Fosfuri, and Gambardella (2001) highlight how informa-
tion systems providers increasingly develop system “templates” built quickly
from initial user specifications. Users try out these templates and identify prob-
lems or issues. The system is returned to the developers, who make the necessary
adjustments, and the process is repeated until the system is built. “Through these
successive iterations, the users and the producers no longer move the informa-
tion, but they move the problem-solving activity. Neither party needs to acquire
the sticky information of the other. Each relies on his own information” (Arara
et al. 2001, p. 106).

Information Seeking and Affective Responses
Redundant information and uncertainty. Information seeking in the context of
knowledge creation is likely to be influenced by the individual’s attitudes and
preferences about the types of information and the style of information gather-
ing. This may be especially true in the case of sharing information that is based
on personal, tacit knowledge. In Kuhlthau’s (1993b) model of the information
search process that we presented in Chapter 2, she drew a few corollaries from
the affective responses of uncertainty and anxiety that characterize stages of the
search process. Among these corollaries, two are particularly pertinent to our
discussion here, and they concern the effects of redundant information and the
searcher’s personal choices about how and where to gather information.
Kuhlthau (1993b) observed that redundant information fits into what the indi-
vidual already knows or recognizes, and its relevance and usefulness is easily
judged. Redundant information can therefore build confidence and reduce the
level of uncertainty. Unique information is new and can extend knowledge, but
it may not match the individual’s current cognitive framework, requiring the in-
dividual to reconstruct meaning and significance. Too much redundant informa-
tion leads to boredom, while too much unique information causes anxiety.
Nonaka and Takeuchi (1995) define redundant information somewhat differently
and show that it can be used to generate a sense of creative tension. For them,
redundant information is information that goes beyond immediate operational
needs and includes other functional areas that are not one’s own. The effect is
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that “sharing redundant information promotes the sharing of tacit knowledge, be-
cause individuals can sense what others are trying to articulate. . . . redundant in-
formation enables individuals to invade each other’s functional boundaries and
offer advice or provide new information from different perspectives. In short, re-
dundancy of information brings about ‘learning by intrusion’ into each individ-
ual’s sphere of perception” (Nonaka and Takeuchi 1995, p. 81).

Emotional attachment to signature skills. Kuhlthau (1993b) noted that the
search process is a series of unique, personal choices about what sources and
information-seeking strategies will be effective or expedient. Beliefs and expec-
tations about what sources to use or not use, about the sequence of sources to be
approached, and about the information selected from the sources as relevant or
irrelevant are based on the individual’s own experience, training, and cognitive
style. Information relevance is therefore a matter of personal judgment and pref-
erence. Leonard (1995) makes a similar but more general argument in her dis-
cussion of the signature skills that people use in problem solving. She observes
that the skilled individual becomes emotionally attached to a particular style of
problem solving and information seeking, a style by which the individual estab-
lishes her own professional identity. Signature skills are the result of three inter-
acting influences—the individual’s preferred type of task, preferred cognitive
approach to problem solving, and preferred technology (tools and methods) for
performing the task. Specialists tend to pursue their signature skills in depth, and
the signature skills become “emotionally tied to people’s egos and identities”
(Leonard 1995, p. 63). This is partly the reason why many experts resist new
ideas. Starbuck (1992) attributes this resistance to five factors: clients or peers
may view the expert’s need to learn as evidence of deficient knowledge; experts
account carefully for their use of time and are reluctant to spend it on learning
something new or unproven; experts’ specialization necessarily reduces versatil-
ity and flexibility; experts protect their niches as partial monopolies; and experts’
perceptual filters keep them from noticing some social and technological
changes.

Engagement and safety in sharing information. A study by Cross et al. (2001)
asked 40 managers to reflect on a recent project that was important to their
careers and indicate where they obtained information critical to the project’s
success. The managers overwhelmingly indicated that they received critical
information from other people far more frequently than impersonal sources such
as their personal computer archives, the Internet, or the organization’s knowl-
edge database. The managers also identified the people most important to them
as sources and described the relationships with them. Four relational dimensions
distinguished effective from ineffective relationships. (1) Knowledge dimension:
knowing what another person knows and thus when to turn to them. The man-
agers reported that “people they turned to for information provided a critical
extension to their own knowledge when the manager had at least a semi-accurate
understanding of her or his contact’s expertise” (Cross et al. 2001, p. 108).
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(2) Access dimension: being able to gain timely access to that person. Many crit-
ical issues on which outside help or advice is needed often require turnaround
within tight time frames. (3) Engagement dimension: willingness of the person
to engage in problem solving rather than just “dump” information. The person
was willing to cognitively engage with the information seeker. This usually
means first understanding the other person’s problem and then actively shaping
what they knew to the problem so that it could be acted on. (4) Safety dimension:
a degree of safety in the relationship that promotes learning and creativity. Safe
relationships encourage more learning, as people are not overly concerned about
admitting a lack of knowledge. In safe relationships, people are more willing to
take risks with their ideas, often leading to creative solutions. This safety dimen-
sion is also evident in the way Lave and Wenger (1991) show that apprenticeship
is effective when novices learn through legitimate peripheral participation. The
novice starts by staying safely on the periphery of practice as a participant ob-
server. When she feels sufficiently comfortable or when the mentor feels she is
ready, the learner can move from the periphery to the center to engage the task,
and then move back out again. In this sense the learner is a legitimate participant
who moves to the center of practice from time to time, and who has access to the
modes of communication used by the competent practitioner so that she can pick
up know-how on technique and nuance.

Information Seeking and Situational Dimensions

Information politics. The sharing of information is a necessary condition of or-
ganizational knowledge creation. Ironically, the more information-intensive that
an organization is the less likely it is that its members would share their infor-
mation freely: “As people’s jobs and roles become defined by the unique infor-
mation they hold, they may be less likely to share that information—viewing it
as a source of power and indispensability—rather than more so. When informa-
tion is the primary unit of organizational currency, we should not expect the
owners to give it away” (Davenport et al. 1992, p. 53). From their analysis of
more than 25 organizations, Davenport and associates found that the major rea-
son for the inability to create information-based organizations was the failure to
manage the politics of information use. Among the organizations studied, five
models of information politics were observed: technological utopianism, anar-
chy, fedualism, monarchy, and federalism (Davenport et al. 1992). The most
common political model of information sharing was a form of information
feudalism, in which individual managers and their departments control informa-
tion acquisition, storage, distribution, and analysis. Managers act as powerful
feudal lords who not only rule over the creation and circulation of information,
but also determine the meanings and interpretations that should be attached to
information. This fragmentation of information integrity undermines the organi-
zation’s efforts to consolidate and cross-fertilize its knowledge assets so that the
organization as whole can learn and adapt. Instead of feudalism Davenport et al.
recommend a form of information federalism as being the most appropriate
model in today’s environment. Federalism recognizes that politics is a necessary
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and legitimate activity for people with divergent interests to work out a collective
purpose and the means for realizing it. Under federalism, managers negotiate
among themselves the use and definition of information. Managers bargain with
each other to cede some of their information assets in return for producing a
larger pool of knowledge that they can tap into and exploit to advantage.

Market research or market discovery. In new-product or new-service develop-
ment situations, information seeking varies according to how mature the product
or service technology is and how well the product or service matches with current
customer needs (Leonard 1995). When the new product is an extension of an
established product line, an appropriate information-gathering strategy is to
make use of traditional market research techniques such as conducting surveys
and focus group discussions and interacting with “lead users,” “whose present
strong needs will become general in a marketplace months or years in the future”
(von Hippel 1988, p. 107). When either the technology is immature or the market
is likely to be a new or unknown set of customers, traditional market research
techniques work less well because no analogous product exists and users and de-
velopers cannot easily visualize the new product. In this situation, Leonard (1995)
suggests the use of data collection techniques based on “emphatic design,” which
she defines as “the creation of product or service concepts based on a deep
(emphatic) understanding of unarticulated user needs” (p. 194). This deep under-
standing is achieved by collecting data about actual observed customer behavior,
allowing product developers and users to interact directly so that market and tech-
nological potential can be assessed, and redirecting existing technical capabilities
imaginatively toward new products or services. When neither the technology nor
the market is certain, market research and emphatic design techniques are not
applicable because it is not clear how the technology will shape the product and
who the customers will be. In this situation, new markets are being evolved, and
information seeking may involve extrapolating current trends, re-imagining
scenarios about the future, and conducting market experiments (Leonard 1995).

Social capital in organizations. Nahapiet and Ghoshal (1998) define social
capital as the sum of the actual and potential resources embedded within, avail-
able through, and derived from the network of relationships possessed by an
individual or social unit (p. 243). It thus comprises both the network and the as-
sets that may be mobilized through that network. They identify three features of
social capital: structural embeddedness, relational embeddedness, and cognitive
dimension. Structural embeddedness comes from the properties of the social
system and the network of relations as a whole. It refers to the overall pattern of
connections between actors: who you reach and how you reach them. Its most
important facets are the presence of network ties between actors; network con-
figuration measured in terms of density, connectivity, and hierarchy; and the
existence of networks created for one purpose that may be used for another.
Relational embeddedness describes the kind of personal relationships people



have developed with each other through a history of interactions. It focuses on
the particular relations people have, such as respect and friendship, that influence
their behavior. Its key facets are trust and trustworthiness, norms and sanctions,
obligations and expectations, and identity and identification. Cognitive dimen-
sion refers to those resources providing shared representations, interpretations,
and systems of meaning among parties. These resources are of particular impor-
tance in knowledge creation and exchange, which often depend on shared lan-
guage and codes and shared narratives. There are two important consequences of
social capital for action. First, social capital increases the efficiency of action.
For example, networks of social relations characterized by weak ties or structural
holes increase the efficiency of information diffusion by reducing redundancy
(Burt 1992). (Weak ties are more distant acquaintances who move in different
circles and who are more likely to link to unexpected information than strong ties
such as friends and kin [Granovetter 1973]. Structural holes are individuals [or
gaps] who are not benefiting from connecting with others and with resources that
could be valuable [Burt 1992]. In the statement above, structural holes refer more
generally to disconnections or nonequivalencies among players in an arena.) So-
cial capital in the form of high levels of trust also diminishes the risk of oppor-
tunism and reduces the need for costly monitoring. The second consequence is
that social capital promotes adaptive efficiency, creativity, and learning. Social
capital encourages cooperative behavior and information sharing, facilitating the
development of new forms of association and innovative organization.

Information Use in Knowledge Creation

Information Use and Cognitive Needs

Absorptive capacity. The ability to recognize the potential value of new, exter-
nal knowledge, assimilate it, and then exploit the knowledge is vital to the
knowledge-creating enterprise. The organization’s absorptive capacity to evalu-
ate and utilize outside knowledge is largely a function of the level of prior related
knowledge that the organization already possesses (Cohen and Levinthal 1990).
Absorptive capacity is generated and increased when the organization conducts
its own R&D, is directly involved in manufacturing operations, sends its person-
nel for advanced technical training, and so on. Cognitive research on individual
learning suggests that the accumulation and richness of the preexisting knowl-
edge increases the ability to put new knowledge into memory as well as the abil-
ity to recall and use it. Thus, learning is cumulative, and learning capability is
greatest when what is to be learned is related to what is already known (Cohen
and Levinthal 1990). The implication here is that the existence of a diversity of
knowledge and knowledge structures possessed by members of the organization
would increase the probability of relating new incoming knowledge to what is al-
ready known. In practical terms, Cohen and Levinthal suggest that the organiza-
tion requires an existing internal staff of technologists and scientists who are
not only competent in their fields but are also familiar with the organization’s

The Management of Learning: Organizations as Knowledge-Creating Enterprises 189



idiosyncratic needs, procedures, routines, complementary capabilities, and exter-
nal relationships. They also note that

firms may conduct basic research less for particular results than to be able to
provide themselves with the general background knowledge that would permit
them to exploit rapidly useful scientific and technological knowledge through their
own innovations or to be able to respond quickly—to become a fast second—when
competitors come up with a major advance. . . . we may think of basic research as
broadening the firm’s knowledge base to create critical overlap with new
knowledge and providing it with the deeper understanding that is useful for
exploiting new technical developments that build on rapidly advancing science and
technology. (Cohen and Levinthal 1990, p. 148)

An interesting corollary of the need for an organization to invest in absorp-
tive capacity is that when an organization intends to acquire and use knowledge
that is relatively unconnected to its current activities and capabilities, then the or-
ganization may need to first work at or invest in creating the absorptive capacity
(by, for example, R&D or specialized training) to assimilate and exploit the new
knowledge.

Common knowledge effect. In an experiment conducted by Gigone and Hastie
(1993), three-person groups were asked to make judgments about the likely per-
formance of students in a course based on six facts or cues (e.g., the student’s
high school performance, number of classes skipped, standardized test scores).
Before the discussion of each student, cues were distributed so that two cues
were given to all members (shared information), two cues were given to two
members (partially shared information), and two cues were given to only one
member (unshared information). The results showed that the influence of an item
of information on group judgment was related directly to the number of members
who had the item before the discussion. This common knowledge effect is
defined as “the more group members who knew an item of decision-relevant in-
formation before discussion, the greater the impact of that information on group
judgment” (Gigone and Hastie 1997, p. 132). In another experiment, groups con-
sidered pairs of students and chose the one who would obtain the higher grade.
As before, group members received six cues for each student. Again, the impact
of a cue on group choice was related to the number of members who had the cue
before the discussion. Only under one cue distribution scheme (out of three) did
the discussion of shared cues modify this overall finding, and only rarely was an
initial majority opinion reversed by the discussion. Thus, the common knowl-
edge effect was mediated by members’ initial opinions. Information pooled
during discussion had almost no effect on group judgments. It was as if group
members exchanged and combined their opinions but paid little attention to
anything else (Gigone and Hastie 1997). Groups wanting to use shared knowl-
edge effectively will need to take compensatory action to counter the common
knowledge effect, perhaps introducing procedures to consider all of the informa-
tion at its disposal, not just the information that members have in common.
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Boundary objects. The term boundary object was coined to understand how
scientists balance different categories and meanings in order to allow them to
cooperate without agreeing about the classification of objects or actions. Star and
Griesemer (1989) first noticed the phenomenon in a museum, where specimens
of dead birds had very different meanings to amateur bird-watchers and profes-
sional biologists, although “the same” bird was used by each group. These objects
had different meanings in different social worlds but their structure is common
enough to make them recognizable in different worlds and act as a means of
translation. Boundary objects are defined as

those objects that both inhabit several communities of practice and satisfy the
informational requirements of each of them. In working practice, they are objects
that are able both to travel across borders and maintain some sort of constant
identity. They can be tailored to meet the needs of any one community. At the same
time, they have common identities across settings. This is achieved by allowing the
objects to be weakly structured in common use, imposing stronger structures in the
individual site tailored use. They are thus both ambiguous and constant; they may
be abstract or concrete. (Bowker and Star 1999, p. 16)

Boundary objects arise over time from ongoing cooperation among commu-
nities of practice. They embody and represent essential knowledge and can be
shared across domains and levels of expertise. For example, experts can produce
prototypes or sketches of products as a way of conveying their thoughts about
how a product might work and how it should be designed. The prototype has
extensive tacit knowledge embedded within it and can serve as a basis for com-
munication, discussion, and elaboration without requiring that the expert articu-
late a priori all of her thinking about the product design. Through boundary
objects, people can see for themselves the way that knowledge is represented and
negotiate shared meanings.

Information Use and Affective Responses

Not-invented-here syndrome. The introduction of new knowledge from outside
the organization may meet with resistance. One of the most well-known forms
that this resistance can manifest itself as is the not-invented-here (NIH) syn-
drome, defined as “the tendency of a project group of stable composition to
believe it possesses a monopoly of knowledge of its field, which leads it to reject
new ideas from outsiders to the likely detriment of its performance” (Katz and
Allen 1982, p. 7). Such behavior may be a natural consequence of individuals
who, over time, increase order and stability in their work environments so as to
reduce the amount of stress and uncertainty that they need to face. As a result, the
longer the individuals’ tenure in a group, the stronger their emotional attachment
to strategies and decisions that they were (perhaps partly) responsible for, and the
more resistant they become toward outside new ideas that upset the familiarity
and confidence of their work environments. In their study of 345 R&D profes-
sionals working on 50 projects in a large corporate research facility, Katz and
Allen (1982) found that project performance increases up to 1.5 years tenure,
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stays steady for a time, but by 5 years has declined noticeably. The performance
decline is best explained by

a project team’s tendency to ignore and become increasingly isolated from sources
that provide more critical kinds of evaluation, information, and feedback. . . . Thus,
overall performance will suffer when research teams fail to pay sufficient attention
to new advances and information within their relevant external R&D community,
when technical service groups fail to interact among themselves, or when
development project members fail to communicate with individuals from other
parts of the organization, particularly R&D, marketing, and manufacturing. (Katz
and Allen 1982, p. 16)

Care in organizational relations. Von Krogh, Ichijo, and Nonaka (2000) stress
how the ways people interact strongly affect the distribution of tacit knowledge.
Their empirical and theoretical work suggests that the concept of “care” de-
scribes well the relations that have a positive impact on knowledge creation.
Care in organizations is conceptualized as having five dimensions: mutual trust,
active empathy (being proactive in seeking to understand the other), access to
help (access to knowledgeable persons who are willing to help), lenience in judg-
ment, and courage among members (to experiment, to voice opinion, to receive
criticism). These dimensions work together to encourage the sharing of tacit
knowledge: “Trust among participants makes it easier to articulate emotional as-
pects of an experience. Participants extend help to each other in finding new
means to convey and share experiences; they practice lenience in judgment;
courageously defend their ideas and offer constructive criticism of others”
(p. 58). Using these dimensions, organizational relationships can range from
high care to low care. Under conditions of low care, individual knowledge cre-
ation may be more like a process of seizing (everyone out for himself), and so-
cial knowledge sharing occurs through transacting (swapping documents or
other explicit knowledge). When care is high, however, individuals create
knowledge through a process of bestowing (helping by sharing insights), and
groups share or create social knowledge through indwelling (living with a
concept together). Indwelling is especially important to the sharing of tacit
knowledge and creation of new concepts. It involves a shift of perspective: from
looking at the concept to looking with the concept (e.g., moving from formulat-
ing a new concept to thinking about how to achieve the desired result).
Indwelling requires high care in organizational relationships.

Trust in organizations. Rousseau et al. (1998), in considering a multidiscipli-
nary collection of research papers on trust in organizations, concluded that schol-
ars do appear to agree fundamentally on the meaning of trust. A widely held
definition of trust would be that “Trust is a psychological state comprising the
intention to accept vulnerability based upon positive expectations of the inten-
tions or behavior of another” (Rousseau et al. 1998, p. 394). There is also agree-
ment across disciplines on two conditions that must exist for trust to arise. The
first condition is risk. Trust would not be needed if actions could be undertaken
with complete certainty and no risk: risk creates an opportunity for trust, which



in turn leads to risk taking. The second necessary condition of trust is interde-
pendence, where the interests of one party cannot be achieved without reliance
upon another. Trust then is a psychological state expressed as the willingness to
be vulnerable under conditions of risk and interdependence. Trust is not a
behavior (such as cooperation) or a choice (such as taking a risk), but an under-
lying psychological condition that can cause or result from such actions. Trust
opens up access to people for the exchange of knowledge and increases anticipa-
tion of value through these exchanges (Nahapiet and Ghoshal 1998). Where trust
is high, people are more willing to take risks in such exchanges, including an in-
creased willingness to experiment with combining different sorts of information.
Boisot (1995) highlights the need for interpersonal trust for knowledge creation
in situations of high ambiguity and uncertainty: “When the message is uncodi-
fied, trust has to reside in the quality of the personal relationships that bind the
parties through shared values and expectations rather than the intrinsic plausibil-
ity of the message” (p. 153). There is also a two-way interaction between trust
and cooperation—“trust and cooperation: trust lubricates cooperation, and coop-
eration itself breeds trust” (Nahapiet and Ghoshal 1998, p. 255)—leading to the
development of norms of cooperation that group members can rely on to support
cooperation and coordination. Mishira (1996) argues that trust is multidimen-
sional, and it indicates a willingness to be vulnerable to another party based upon
confidence in four beliefs: (1) belief in the good intent and concern of exchange
partners, (2) belief in their competence and capability, (3) belief in their reliabil-
ity, and (4) belief in their perceived openness. The influence of trust and per-
ceived openness was investigated by Wathne, Roos, and von Krogh (1996), who
looked at 62 partner representatives involved in project-oriented cooperative
arrangements in 45 Nordic companies. Focusing on partner representatives and
their perceptions of the cooperative setting, the study found that perceived open-
ness, trust, richness of the channel of interaction, and prior experience of repre-
sentatives all had a significant effect on the effectiveness of knowledge transfer,
with perceived openness being an especially important factor.

Information Use and Situational Dimensions

Fair process and procedural justice. Nearly every individual possesses unique
information that can only be put to use with that individual’s active cooperation
(Hayek 1945). Kim and Mauborgne (1997) suggest that getting this active coop-
eration may well turn out to be one of the key managerial concerns. They note
that conventional management is based on distributive justice or outcome fair-
ness: when people get the compensation they deserve, they feel satisfied with the
outcome and will reciprocate by fulfilling their obligations to the firm. In con-
trast, the psychology of fair process, or procedural justice, “builds upon trust and
commitment, trust and commitment produce voluntary cooperation, and volun-
tary cooperation drives performance, leading people to go beyond the call of
duty by sharing their knowledge and applying their creativity” (p. 71). In knowl-
edge work, ignoring fair process creates high opportunity costs in the form of
ideas that never surface and initiatives that are never seized. Innovation requires
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this exchange of ideas, which in turn depends on trust. There are two main
reasons why fair process is rare in organizations. The first involves power. Some
managers believe that knowledge is power, and they retain power by keeping
what they know to themselves and keeping employees at arm’s length, with
memos and forms taking the place of direct communication. The second reason
is the belief that people are concerned only with what’s best for themselves.
However, “when the process is perceived to be fair, most people will accept out-
comes that are not wholly in their favor. People realize that compromises and
sacrifices are necessary on the job. They accept the need for short-term personal
sacrifices in order to advance long-term interests of the organization. Acceptance
is conditional, however, hinged as it is on fair process” (p. 75).

Swift trust. Meyerson, Weick, and Kramer (1996) developed the concept of swift
trust for temporary groups formed around a common task for a defined life span
(e.g., film crews, theater and architectural groups, presidential commissions, senate
select committees, and cockpit crews). Because group members are unable to
develop expectations of others based on firsthand information, members import
expectations of trust from other settings with which they are familiar. Whereas tra-
ditional conceptualizations of trust are based strongly on interpersonal relation-
ships, swift trust is based more on cognition, action, and contextual cues. The basis
for swift trust include the credibility of the person who formed the group; expecta-
tions about individual skills and competence in well-defined roles; membership in
professional and social groups that enforce standards of conduct; reputations of
group members and their supervisors; and perceived interdependence among
members. Thus, conferring swift trust often means rendering judgments more
about other individuals’professionalism than their character. Swift trust also relies
on action. Evidence of the reasonableness of swift trust is provided by the actions of
the temporary group itself, where people often act as if trust were in place. Because
trust behaviors are enacted without hesitation, reciprocally and collectively, they
provide a form of social proof that a particular interpretation of reality is correct:
“Thus, by observing others acting in a trusting manner, individuals can infer that
such a stance is neither foolish nor naïve. In this respect, each individual enactment
of swift trust in the group, no matter how small, contributes to the collective per-
ception that swift trust is reasonable” (p. 186). Group members also adopt hedging
behaviors to reduce interdependence and perceived risks: for example, they create
backups or documents or software; make sure they have a way out; and identify
alternative sources for key resources. Overall, swift trust in temporary groups
facilitates the sharing and use of new information by reducing perceived risks.

Direct and indirect relations in knowledge networks. Hansen (2002) analyzed
the effects of direct and indirect relations on knowledge transfer and use, based
on results of a study of 120 new product development projects in 41 business
units of a large electronics company. For indirect relations (i.e., connections
through intermediaries), he argues that task teams in focal business units with
short path lengths in a knowledge network (i.e., few intermediaries are needed to
connect with other units) are likely to obtain more knowledge from other units
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and perform better than those with long path lengths because of search advantages
due to short path lengths. Long path lengths, in contrast, lead to information dis-
tortion in the knowledge network, making the search for useful knowledge more
difficult. Hansen also argues that a focal unit’s direct established relations in a
knowledge network bring both positive and negative effects. While they provide
immediate access to other business units that possess related knowledge, they are
also costly to maintain. They are, therefore, most effective when they help teams
solve difficult transfer problems, as when the knowledge to be transferred is non-
codified. When there is no transfer problem, they are likely to be harmful for
task-unit effectiveness because of their maintenance costs. In summary, direct
relations are beneficial to transferring noncodified knowledge, whereas indirect
relations are beneficial to the extent that they provide nonredundant information.
The transfer benefit of direct relations is less important when that knowledge is
highly codified. In these situations, direct interunit relations are not useful for
transfer, but they still carry maintenance costs, which take time away from the
completion of the project to the extent that team members do not have slack
resources to give to maintaining these relationships.

Knowledge institutionalization. Patriotta (2004) notes that in order to make
knowledge usable, firms need to incorporate such knowledge in stable organiza-
tional devices such as structures, routines, procedures, cognitive maps, and so on.
Institutionalization is the process by which human agency and knowledge are pro-
gressively delegated to the organization and inscribed into stable structures of
signification: “Institutionalization adds two important aspects to the process of
knowledge creation. First, it implies an act of social acceptance whereby certain
codes, patterns, structures, and practices become progressively taken for granted
within a given community. . . . Second, once it has been recognized as valid, knowl-
edge needs to be represented and formalized in order to be transferred and diffused
at a corporate level” (Patriotta 2004, p. 181). Through this formalized representa-
tion or articulation, controversies recede and legitimate knowledge is “sealed” into
organizational “black boxes” (Latour 1987). In addition, Patriotta (2004) suggests
that “institutionalization refers to the degree of tacitness of knowledge” (p. 41)
because it is a “phenomenological process by which certain social relationships and
actions come to be taken for granted” (Zucker 1983, p. 2). This taken-for-granted
quality of certain practices and their reproduction in existing institutional arrange-
ments (Powell and Di Maggio 1991) is a source of persistence, which accounts for
accumulation and maintenance of knowledge in organizations.

X. SUMMARY

The knowledge of an organization may be categorized as tacit knowledge,
explicit knowledge, and cultural knowledge.

Tacit knowledge is the implicit knowledge used by people in organizations
to do their work and to make sense of their worlds. Tacit knowledge is
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personal knowledge derived from practice and experience that is hard to
verbalize and cannot be reduced to rules or recipes.

Explicit knowledge is knowledge that has been codified formally using a
system of symbols or made tangible as a physical artifact and can there-
fore be easily communicated.

Cultural knowledge consists of the shared assumptions and beliefs about
an organization’s identity, goals, capabilities, customers, and competitors.
These beliefs are used to assign value and significance to new information
and knowledge, as well as to give meaning and purpose to the use of or-
ganizational knowledge.

Knowledge creation. An organization creates new knowledge through the
interaction and conversion between its tacit and explicit knowledge. A
cycle of four processes are involved: socialization, externalization, com-
bination, and internalization (Nonaka and Takeuchi 1995).

Knowledge creation. Knowledge-creating activities build up an organiza-
tion’s core capabilities. An organization grows its core capabilities over
time by managing four knowledge-creating activities: shared problem
solving, implementing and integrating new processes and tools, experi-
menting and prototyping, and importing new knowledge from outside the
organization (Leonard 1995).

Knowledge transfer. The transfer of knowledge across boundaries inside
an organization is a major challenge. The most effective mechanism for
sharing knowledge is that which best fits the requirements of the intended
recipient, the nature of the task, and the type of knowledge that is being
transferred. Five transfer methods are important: serial transfer, near
transfer, far transfer, strategic transfer, and expert transfer (Dixon 2000).

Knowledge transfer. The transfer of knowledge can be mapped in an In-
formation Space bounded by the three dimensions of codification, ab-
straction, and diffusion. Within this space, the diffusion of new knowledge
follows a particular sequence composed of six phases: scanning, problem
solving, abstraction, diffusion, absorption, and impacting (Boisot 1998).

Knowledge use. The fundamental task of an organization is to integrate the
knowledge and coordinate the efforts of its many specialized individuals.
Four mechanisms for integrating specialized knowledge are rules and di-
rectives; sequencing; routines; and group problem solving and decision
making (Grant 2002).

Knowledge use. Work practices are social activities that link people through
mutual engagement. Workgroups then form around these practices, creating
communities of practice. Within these communities, knowledge is applied
through learning in practice that is composed of the processes of (1) evolv-
ing mutual engagement, (2) understanding the nature of the joint enterprise,
and (3) developing a shared repertoire (Wenger 1998).
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Information needs. Information needs arise from gaps in the organiza-
tion’s existing knowledge or capabilities. To initiate information gather-
ing, the needs pertaining to a problem or opportunity situation have to be
identified and elaborated. This process is guided by beliefs and assump-
tions the organization holds about what knowledge would be valuable and
what knowledge it can absorb and use.

Information seeking. In knowledge creation and use, the ability to share
and find information—between groups in the organization or between
organizations—is an important part of information seeking. There are two
distinctive features: information has to negotiate boundaries inside and
outside the organization; and information sharing often takes place in
social networks that are built on trust and cooperation.

Information use. Information use is an integral part of assessing, absorb-
ing, and applying new knowledge. The use of external knowledge requires
the organization to be at a stage of readiness to assimilate the new knowl-
edge and to be able to address acceptance issues. The exploitation of new
knowledge is not just a technical activity but a social process that needs to
take into account the culture and context of the organization.
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5C H A P T E R

THE MANAGEMENT OF

UNCERTAINTY: ORGANIZATIONS 

AS DECISION-MAKING SYSTEMS

Reason sits firm and holds the reins, and she will not let the feelings burst
away and hurry her to wild chasms. The passions may rage furiously, like true
heathens, as they are; and the desires may imagine all sorts of vain things: but
judgement shall still have the last word in every argument, and the casting vote
in every decision.

—Charlotte Brontë, Jane Eyre, chapter 19, 1847

The essence of ultimate decision remains impenetrable to the observer—often,
indeed, to the decider himself. . . . There will always be the dark and tangled
stretches in the decision-making process—mysterious even to those who may
be the most intimately involved.

—John Fitzgerald Kennedy, preface to Decision-Making in the White House by
Theodore Sorensen, 1963

On October 16, 1962, President John F. Kennedy was informed that the Soviet
Union had installed offensive missiles in Cuba. Located approximately 90 miles
off the Florida coast, the nuclear-capable missiles had the range to strike many
major U.S. cities, including Washington, D.C. The ensuing 13 days of the Cuban
Missile Crisis was the closest the world had come to the brink of nuclear war.
Decision making during crisis situations is always marked by confusion, but a
clearer picture of the Cuban Missile Crisis has emerged recently from analysis
using newly available information, including tape recordings that Kennedy had
made of cabinet meetings during the confrontation (the so-called Kennedy tapes)
(Allison and Zelikow 1999; Blight and Welch 1998; Chang and Kornbluth 1993;
May and Zelikow 1997; Stern 2003).

When they were first informed of the installation of Soviet ballistic missiles,
Kennedy and his advisors were stunned and struggled to make sense of why the
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Soviet Union would make a move that could bring about nuclear conflict. Four
hypotheses were developed that framed the subsequent decision making (Allison
and Zelikow 1999). One hypothesis was that the missiles were deployed to
defend Cuba against a U.S. invasion. A year earlier, a force of U.S.-trained
Cuban exiles had landed at the Bay of Pigs in an invasion attempt that failed
disastrously. In November 1961, the United States had authorized Operation
Mongoose, a covert plan to instigate internal revolution in Cuba. For the Soviet
Union, Cuba was important as the only communist showcase in the Western
world. The Soviet position throughout the crisis was that the missiles were there
to protect Cuba. Another hypothesis was based on cold war politics. In 1962,
American leaders viewed the cold war as a competition against the Soviet Union
for global preeminence. The failure of the Bay of Pigs incursion suggested that
Kennedy had lacked resolve. The Soviet plan was to present the deployment of
missiles in Cuba as a fait accompli, to which the United States would react inde-
cisively and weakly, thereby undermining further the credibility of U.S. commit-
ments to other nations. A third hypothesis was that the Soviet Union was
attempting to redress a strategic imbalance of missile power between the two
countries. In 1962, the U.S. strategic nuclear arsenal (180 intercontinental ballis-
tic missiles, 12 Polaris submarines, 630 long-range bombers) was significantly
larger than that of the Soviets (20 ICBMs, 6 submarines that could launch ballis-
tic missiles, 200 bombers). Moreover, the United States and NATO had installed
Thor and Jupiter ballistic missiles in the United Kingdom, Italy, and Turkey.
Deploying ballistic missiles in Cuba would fix the imbalance in one bold move.
Khrushchev thought that “it was high time America learned what it feels like to
have her own land and her own people threatened” (Khrushchev 1970, p. 494).
The fourth hypothesis was that the missiles in Cuba would be used to pressure
Western forces to withdraw from Berlin. In 1945, Berlin was divided into zones
of occupation among the Allied forces (including Americans and the Soviets).
After the division of East and West Germany, the Western sectors of Berlin
became a capitalist city located deep inside a communist state. In the spring of
1962, Khrushchev faced a looming problem in Berlin: two deadlines that he had
set for Western forces to withdraw had already lapsed, East Germany was impa-
tiently urging tougher Soviet action, and Khrushchev’s own credibility was
ebbing. Khrushchev’s deployment of missiles in Cuba would make sense in this
context. If the Americans tried to bargain, Cuba would be traded for Berlin. Since
Berlin was more important to the Soviets, this would be a win for Khrushchev. If
the Americans attacked or blockaded Cuba, this would be an excuse for
Khrushchev to do the same to Berlin. Either scenario would have Khrushchev
winning. The Berlin hypothesis was at the center of the predicament confronting
Kennedy. According to transcripts of the meeting tapes, the U.S. president had
explained to the Joint Chiefs of Staff on October 19 that “our problem is not
merely Cuba, it is also Berlin. And when we recognize the importance of Berlin
to Europe, and recognize the importance of our allies to us, that’s what has made
this thing be a dilemma for three days” (May and Zelikow 1997, p. 176).

Following the discovery of the missiles, a special committee of the National
Security Council was formed that met regularly with Kennedy to deliberate on
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options and scenarios. This group, the Executive Committee (ExComm), in-
cluded Lyndon Johnson (vice president), Dean Rusk (secretary of state), Robert
McNamara (secretary of defense), Douglas Dillon (secretary of the treasury),
Robert Kennedy (attorney general), General Maxwell Taylor (chairman, Joint
Chiefs of Staff), John McCone (director, CIA), George Ball (under secretary of
state), McGeorge Bundy (special assistant for national security affairs),
Theodore Sorensen (special counsel to the president), and Llewellyn Thompson
(U.S. ambassador-at-large) (Stern 2003). The ExComm evaluated six major
alternatives before finally selecting a course of action that combined elements of
several options. The six alternatives were

1. do nothing;

2. apply diplomatic pressures;

3. make a secret approach to Castro;

4. invade Cuba to remove missiles and Castro;

5. launch air strikes to destroy the missile sites;

6. impose a U.S. blockade of Cuba.

Doing nothing was not an option acceptable to Kennedy, as it would weaken
his reputation and standing. Diplomatic actions considered were sending a secret
ultimatum to Khrushchev demanding missile removal and working through the
UN or the Organization of American States for a diplomatic resolution. Dean
Rusk suggested going to Castro directly, warning him that the Soviets would sell
him out for Berlin. The Joint Chiefs of Staff wanted an invasion to eliminate what
they saw as a communist threat close to the United States, but this was seen as a
costly, risky last resort. More preferable was an air attack to destroy the missile
sites, an option that Kennedy favored at the outset and kept alive. An air strike
also has disadvantages: it could escalate, kill Russians working at the sites, leave
some missiles undestroyed, and the United States could be accused of doing a
“Pearl Harbor” on a small nation. The sixth alternative was an indirect military
action in the form of a blockade. First suggested by McNamara, it was later com-
bined with the “ultimatum” approach by Thompson (ambassador-at-large) and
Dillon (secretary of the treasury). The blockade would be the vehicle for deliver-
ing the ultimatum to remove the missiles. There would be no negotiations, and not
complying would precipitate direct U.S. military action. This hybrid approach
was eventually chosen, with the important change that the “blockade” would be
called a “quarantine” since the former is legally an act of war.

On October 22, 1962, Kennedy announced in a televised speech that offen-
sive missile sites were being built on Cuba, and that the following steps would be
taken:

First, to halt this offensive build up, a strict quarantine of all military equipment
under shipment to Cuba is being initiated. . . . Second, I have directed the
continued and increased close surveillance and its military buildup. . . . Third, it
shall be the policy of this nation to regard any nuclear missile launched from Cuba
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against any nation in the Western Hemisphere as an attack by the Soviet Union on
the United States, requiring a full retaliatory response on the Soviet Union. (Chang
and Kornbluth 1993, pp. 160–64)

The ensuing days saw a number of tense moments. Soviet ships tested but
did not breach the quarantine line. An American U-2 spy plane had strayed into
Soviet air space off western Alaska, prompting both sides to despatch their
fighter planes—fortunately the U-2 left Soviet air space in time. Another U-2
was shot down over Cuba by a surface-to-air-missile. This turned out to be the
action of a Soviet commander in Cuba and not a planned escalation of the con-
frontation. Finally, on October 28, Khrushchev announced the decision to dis-
mantle the missiles and return them to the Soviet Union. Why did the Soviet
Union withdraw the missiles? Allison and Zelikow (1999) make the following
conclusions:

In sum, the blockade did not change Khrushchev’s mind. Only when coupled with
the threat of further action . . . did it succeed in forcing Soviet withdrawal of the
missiles. Without the threat of air strike or invasion, the blockade alone would not
have forced the removal of the missiles already present. . . . Khrushchev’s belief
[was] that he faced a clear, urgent threat that America was about to move up the
ladder of escalation. In this ladder, America benefited from its advantages in both
its nuclear and conventional forces. (Allison and Zelikow 1999, pp. 128, 129)

If we set aside temporarily the anxiety and tension generated in the Cuban
Missile Crisis, we may discern five important features of organizational decision
making. First, decision making is concerned with attention: How do we recog-
nize or frame a situation as calling for decision? What is going on here? Who are
the actors and their relationships? What are the cause-and-effect connections? In
the missile crisis, the first challenge for the decision makers was developing
hypotheses that could make sense of an unexpected and dangerous situation.
Understanding the history and the geopolitical context as well as the linkages
between interests all help to fix an underlying logic that provides a plausible nar-
rative explaining the situation. The process of allocating attention also involves
defining the qualities of desirable alternatives (“In view of our understanding of
the situation, what would constitute a desirable outcome?”) as well as the infor-
mation that needs to be obtained and the facts that need to be established (“What
information do we need in order to make a decision?”). Recognizing and fram-
ing a decision situation is an important first step of the decision process, and it
can vary from perceiving very quickly a familiar problem (such as hiring a new
employee) to wrestling with enormous uncertainty to understand an unprece-
dented situation (as in the missile crisis).

Second, decision making is about search: finding alternatives and elabo-
rating them in some detail so that they can be differentiated and compared. In
the missile crisis, much of the time and energy of the decision makers were
consumed in looking for and developing alternatives. The information search
was extensive and intensive, involving consultations with a large number of
experts with contrasting perspectives and lengthy discussions to dissect and
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dispute the information put forward. Janis (1982) described the information
seeking thus:

To broaden the scope of information available to the core group of decision
makers, departmental spokesmen and outside experts were invited to give their
views and then were carefully questioned about the grounds for their conclusions.
With an eye to obtaining fresh points of view, new advisers were brought in
periodically. Recognizing the usual tendency for visitors to remain silent, members
of the group deliberately asked them to give their reactions during the discussions.
(Janis 1982, pp. 141–42)

In most consequential decisions, much of the time, energy, and resources are
expended in information-search activities, and indeed, the quality of the infor-
mation obtained has a huge impact on the quality of the decision made, as was
the case in the Cuban Missile Crisis. For more-routine decisions, organizations
avoid the need for extensive search by following policies and procedures that
predetermine what specific information is needed, where it should be obtained,
and how it should be processed.

Third, decision making is about choice, and making a choice is generally
what comes to mind when we say we are making a decision. As we shall see later
in this chapter, there are in fact many ways by which a choice can be made. A
decision maker may rely on personal judgment based on experience and intu-
ition. Formal, perhaps quantitative analysis may have been done to compare
alternatives. Different groups or individuals may have tried to influence the se-
lection of preferred options. An important dynamic of choice making in extended
decision processes is that participants do change their minds:

The views of ExComm members, of course, shifted, evolved and even reversed
direction in response to the changing diplomatic, political and military situation,
their own beliefs and values and the arguments of their colleagues. . . . There can
be no question, after listening painstakingly to these recordings, that the often
rough give-and-take with the ExComm played a decisive role in continuing to
shape JFK’s perceptions and decisions. . . . Every major option was discussed,
frequently in exhaustive and exhausting detail—providing both the context and
an indispensable sounding board for the President in making his final decision.
(Stern 2003, pp. 416, 423–24)

Organizational choice requires evaluating alternatives in relation to some
formulation of goals and objectives. Goals may preexist in a general form,
and they may need to be clarified early in the decision process so that they
become specific to the problem at hand and can be elaborated into evaluation
criteria. More often than not, goals are in conflict, and this leads us to the next
observation.

Fourth, decision making in organizations is inherently multilateral. Decision
making typically engages multiple groups with multiple interests, so that conflict
is always latent. Conflict surfaces in decision situations when groups perceive
proposed solutions differently and adopt competing positions based on their
interpretations and preferences. Groups and individuals with common interests
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form coalitions, rally around specific choices, and use political power to influ-
ence decisions. In the Cuban Missile Crisis, the phrase “hawks and doves” was
first invented to describe the groups within ExComm that pushed for and against
strong military action. Thus, decisions in organizations often appear as a collage
of options generated by different groups over time:

The decision to blockade, and link the blockade to a demand for removal of
missiles from Cuba backed by the threat of more direct military action, thus
emerged as a collage. Its pieces included the President’s initial decision that
something forceful had to be done; the resistance of McNamara and others to a
surprise air strike; and the constant relationship, especially for President Kennedy,
between Cuba and Berlin. . . . The process by which this [decision] happened is a
story of the most subtle and intricate probing, pulling and hauling, leading,
guiding, and spurring. (Allison and Zelikow 1999, p. 346)

Finally, decision making should form part of an ongoing process of organi-
zational learning. The experiences gained from past decisions should be evalu-
ated in time to influence current processes. May and Zelikow (1997) noted a
changed decision-making (and information-seeking) style by Kennedy and his
colleagues that was fundamentally different from the methods used during the
Bay of Pigs invasion a year earlier:

The Bay of Pigs affair also had effects on Kennedy’s style of decision making.
Afterward, he recognized that he had not only listened to too few advisers but that
he had given the issues too little time. . . . When the missile crisis arrived, Kennedy
applied the lessons taught him by the Bay of Pigs affair. From the outset, he
assembled a comparatively large circle of advisers, not all of whom were obvious
choices. He included Treasury Secretary Dillon. He brought in State Department
experts on both the Soviet Union and Latin America. To be sure that knowledge
and wisdom from the past were not ignored, he also brought in Dean Acheson,
Robert A. Lovett, and John J. McCloy, key figures from the Truman
administration. And, . . . he squeezed from these advisers everything they could
say about the options open to him. If there were flaws in Kennedy’s decision-
making during the missile crisis, they are the exact opposite of those in the Bay
of Pigs affair. (May and Zelikow 1997, p. 28)

I. BOUNDED RATIONALITY

Imagine a decision situation in which an individual has to select a course of
action. In order to make a completely rational choice, the decision maker would
have to identify all available alternatives, predict what consequences would be
produced by each alternative, and evaluate these consequences according to
goals and preferences. The information requirements of a purely rational mode
of decision making are daunting. First, information is needed about the present
state—What alternatives are currently available or should be considered?
Second, information is needed about the future—What are the consequences of
acting on each of the various alternatives? Third, information is needed about
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how to move from the present to the future—What are the values and preferences
that should be used to choose between the alternatives that will, according to
the set criteria, best achieve the desired results? The information-seeking and
information-processing demands implied here are unrealistic. In most situations,
we do not have complete information about all feasible alternatives nor can we
afford the time and cost of obtaining this complete knowledge. Whichever the
alternative, acting on it always creates both intended and unintended conse-
quences, and the unanticipated consequences may well turn out to be highly
significant. We rarely have a well-defined or completely consistent set of prefer-
ences or criteria by which we can, for example, rank the available alternatives in
order to choose the most desirable one. Herbert Simon suggests instead that
humans are only “boundedly rational” so that while we may attempt to be ratio-
nal, our rational behavior is bounded in at least three ways:

1. Rationality requires a complete knowledge and anticipation of the
consequences that will follow on each choice. In fact, knowledge of
consequences is always fragmentary.

2. Since these consequences lie in the future, imagination must supply the
lack of experienced feeling in attaching value to them. But values can
only be imperfectly anticipated.

3. Rationality requires a choice among all possible alternative behaviors. In
actual behavior, only a very few of all these possible alternatives ever
come to mind.

(Simon 1997, pp. 93–94)

As a result of bounded rationality, decision making is driven by the search for
alternatives that are good enough rather than the best possible: “Most human
decision-making, whether individual or organizational, is concerned with the dis-
covery and selection of satisfactory alternatives; only in exceptional cases is it
concerned with the discovery and selection of optimal alternatives” (March and
Simon 1993, p. 162, italics in original). An alternative is considered optimal if it
is superior to all other alternatives when a single, consistent set of criteria is used
to compare all the available alternatives. An alternative is considered satisfactory
if it meets or exceeds a set of criteria that defines “minimally satisfactory alterna-
tives.” Such a limited search for good-enough alternatives Simon and March
called “satisficing.” The difference between optimizing and satisficing is likened
to “the difference between searching a haystack to find the sharpest needle in it
and searching the haystack to find a needle sharp enough to sew with” (p. 162).
For example, the owner of a retail store could set prices optimally by determining
how demand would vary with price across all her potential customers, and then
choosing the price which maximizes sales, or she could satisfice by applying a
simple markup over cost that would provide an acceptable level of profit.

Neither satisficing nor maximizing is likely to be observed in pure form. De-
pending on the situation and the nature of the goals, decision makers sometimes
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attempt to maximize on some dimensions of the problem while satisficing on
others (March 1994). When universities consider granting tenures to professors,
for instance, both satisficing rules (such as “does this person meet the
university’s standards for satisfactory performance?”) and maximizing rules
(“is this person likely to be the best possible person to be found?”) may be in-
voked at the same time. Satisficing evaluates the positions of alternatives relative
to a baseline or target, while maximizing compares the positions of alternatives
relative to each other. Satisficing behaviors “simplify a complex world. Instead
of having to worry about an infinite number of gradations in the environment,
individuals simplify the world into two parts—good enough and not good
enough” (March 1994, p. 21).

Because only a limited amount of time and effort is available to find, evalu-
ate, and select alternatives, attention becomes the scarce resource that affects the
level of participation in a decision as well as the quantity and quality of informa-
tion that is brought to bear on a decision:

The information-processing systems of our contemporary world swim in an
exceedingly rich soup of information, of symbols. In a world of this kind, the
scarce resource is not information; it is processing capacity to attend to
information. Attention is the chief bottleneck in organizational activity, and
the bottleneck becomes narrower and narrower as we move to the tops of
organizations. (Simon 1976, p. 294)

Thus, the decision maker may overlook some significant news, fail to be pre-
sent at a decision meeting, or respond hurriedly to set deadlines and the actions
of others. The capacity to attend also depends on the language or vocabulary that
the organization has developed for recording, retrieving, and transferring infor-
mation. An organization that emphasizes presenting a high level of service to its
customers may develop a rich vocabulary for differentiating many aspects of ser-
vice quality, thereby making it easier for members to attend to and to communi-
cate about customer service dimensions that are relevant for decision making.
Conversely, where service is not stressed, subtle distinctions about service are
uncoded and may not be attended to at all in choice making.

To summarize, decision makers in organizations “satisfice” rather than max-
imize, that is, they choose an alternative that exceeds some criteria rather than
the best alternative; and they follow “action programs” or routines that simplify
the decision-making process by reducing the need for search, problem solving,
or choice:

1. Optimizing is replaced by satisfying—the requirement that satisfactory
levels of the criterion variables be attained.

2. Alternatives of action and consequences of action are discovered sequen-
tially through search processes.

3. Repertories of action programs are developed by organizations and
individuals, and these serve as the alternatives of choice in recurrent
situations.
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4. Each specific action program deals with a restricted range of situations
and a restricted range of consequences.

5. Each action program is capable of being executed in semi-independence
of the others—they are only loosely coupled together.

(March and Simon 1993, p. 191)

Satisificing is more than a rule about how decisions take place in organiza-
tions; it is also a rule about how organizations search for information. The crite-
rion of satisficing specifies that search is often induced by failure, so that search
is started when performance falls below an acceptable target level and stops or
decreases when performance achieves its target. March (1994) identifies three
principal features of satisficing as a theory of search. First, search is thermosta-
tic. Search is turned on and off when performance falls below and rises above a
desired level. Second, targets are considered sequentially: “A satisficing search
process is serial rather than parallel; things are considered one at a time—one
target, one alternative, one problem” (March 1994, p. 28). Furthermore, alterna-
tives in the neighborhood of the problem symptom are searched first (a solution
to a problem in the production department is searched first in the production
department). Third, search is active in the face of adversity. When faced with a
set of poor alternatives which all fail to meet the target, the satisficing decision
maker will try to find better ones by changing the problem constraints, while the
maximizing decision maker will select the best of the poor lot.

Since satisficing is essentially a “first-past-the-post” strategy, the criteria or
standards that define minimal acceptability are not static but are adjusted over
time, so that who gets to control the standards becomes an important question:
“these standards go up and down with positive and negative experience. As
solutions are easier to find, the standards are raised; as they are harder to find, the
standards fall. The organization can control these standards, and it defines the
situation; only to a limited extent are they up to individuals” (Perrow 1986,
p. 122, italics in original).

Lindblom (1959) describes a variation of satisficing that he observed in pub-
lic policy decision making. When formulating policy on a complex issue (such as
controlling inflation), an administrator does not attempt to go to the root of the
matter to consider the myriad economic, social, and political variables that affect
and are affected by inflation. The information required would have been enor-
mous, and even if the information were available, the administrator would have
to learn and apply theoretical principles to evaluate the alternatives and out-
comes. Instead, the administrator contents herself with a relatively simple goal
(such as maintaining a period of stable prices), compares a limited range of al-
ready familiar alternatives, and avoids having to go back to theory. Lindblom
suggests that the prevalent mode of decision making by administrators is a strat-
egy of disjointed incrementalism, which is to proceed by making successive
limited comparisons. Changes are made in small increments by processes that
seem disconnected. These small changes appear to be made to move away from
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current ills rather than to move toward defined goals. Selection of goals and
analysis of needed action are closely intertwined, so that means and ends adjust
to each other, and objectives are reconciled with policies as much as policies to
objectives. Choice is simplified by considering changes at the margin and evalu-
ating few alternatives and a few outcomes of each alternative. A succession of
incremental changes reduces the risks of serious mistakes. Policies are not made
once and for all, but are made and remade endlessly. The result is that decision
making begins to look like a “science of muddling through” (Lindblom 1959).

Cognitive Simplifications

Rationality requires looking ahead into the future, since the consequences of ac-
tions are all necessarily in the future, and in this sense all rationality is based on
predictions of one kind or another (Stinchcombe 1990). Rational decisions are
therefore based on beliefs and expectations about the likelihood of uncertain
events or outcomes that lie in the future. In dealing with uncertainty, people rely
on a limited number of heuristic principles to reduce the complex task into
simpler judgmental operations (Tversky and Kahneman 1974; Hogarth and
Makridakis 1981; Kahneman, Slovic, and Tversky 1982; Kahneman and Tversky
2000; Gilovich, Griffin, and Kahneman 2002). These heuristics are two-edged,
for while they reduce mental effort in decision making, their use can also lead to
systemic biases or errors in judgment. Tversky and Kahneman (1974) identify
three sets of heuristics that are used to assess likelihoods, frequencies, and predict
values: representativeness, availability, and anchoring and adjustment.

People use heuristics of representativeness when they are assessing the like-
lihood that an event or object belongs to a certain category. They do so by judging
the similarity of the event or object to stereotypes that they believe to be repre-
sentative of category members. Managers for example may quickly categorize a
price-lowering action by a competitor as an attempt to gain market share; super-
visors may select someone based on perception of certain traits that they believe
to typify a desirable worker. Representativeness heuristics may capture learning
from experience but can lead to systemic errors when they do not take into ac-
count the size of the sample, prior or base probabilities of the various categories
in the population, the distinction between events that are independent or related,
the tendency for extreme events to regress to a mean, and so on. Schwenk (1984)
observed that strategic decision makers are insensitive to sample size when mak-
ing predictions, especially since they are often unable to collect data on a large
number of past strategies and must generalize from a small base of experience.
They tend to view strategic decisions in terms of simple analogies, assuming that
the analogy is representative of their decision situation and glossing over impor-
tant differences between the two. They also overestimate the extent to which the
past is representative of the present, including the extent to which solutions used
for problems in the past will continue to work for present problems.

People use heuristics of availability when they are assessing the likelihood or
plausibility of a particular event or occurrence. They do so by recalling familiar,
recent, and vivid instances. Consumers for example base their buying decisions
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on past satisfactory use rather than results of objective evaluations; air travelers
worry for their own safety after learning about recently publicized accidents.
Availability heuristics can save time and effort in searching for relevant prece-
dents but can lead to biases when they are unduly limited to instances that are
easy to recall or information that is easy to retrieve. Nisbett and Ross (1980) sug-
gested that decision makers may give excessive weight to one or a few vividly
described cases, basing their assessment of likelihood of a future event on this
readily retrieved example. Thus, Schwenk (1984) noted that “a single vivid
description of a new venture’s failure in a particular industry may influence the
decision about entering the industry more than volumes of statistical data indi-
cating high success rates in the industry” (p. 121).

People use heuristics of anchoring and adjustment when they are trying to
estimate value or size of a quantity. They do so by starting from an initially pre-
sented value (the anchor) and adjusting it to arrive at a final estimate. The size
and direction of the adjustment depends on the locus or magnitude of the initial
value. Managers for example may estimate sales and budgets for the next period
by simple extrapolations of values obtained in the previous period. Anchors may
also be qualitative: people form initial impressions that persist and are hard to
change. Decision makers monitoring organizational strategies may accurately
recognize important changes in the environment but fail to revise their strategies
or performance targets sufficiently as justified by the new information. Anchor-
ing heuristics may be useful in providing ballpark estimates but can lead to errors
when the adjustment is insufficient or when the adjustment fails to consider the
interdependency of related events.

While the heuristics and biases discovered by Kahneman and Tversky may
appear to be signs of bounded rationality, it is important not to equate bounded
rationality with irrationality and to re-emphasize that heuristics often work quite
well as mental shortcuts that provide compelling and serviceable solutions:

Kahneman and Tversky developed their own perspective on bounded rationality.
Although acknowledging the role of task complexity and limited processing
capacity in erroneous judgment, Kahneman and Tversky were convinced that the
processes of intuitive judgment were not merely simpler than rational models
demanded, but were categorically different in kind. . . . Several aspects of this
program are important to note. . . . First, although the heuristics are distinguished
from normative reasoning processes by patterns of biased judgments, the heuristics
themselves are sensible estimation procedures that are by no means “irrational.”
Second, although heuristics yield “quick and dirty” solutions, they draw on
underlying processes (e.g., feature matching, memory retrieval) that are highly
sophisticated. Finally, note that these heuristic processes are not exceptional
responses to problems of excessive complexity or an overload of information, but
normal intuitive responses to even the simplest questions about likelihood,
frequency, and prediction. (Gilovich et al. 2002, p. 3)

Moreover, the research agenda of the heuristics and biases program is

to elucidate the processes through which people make a variety of important and
difficult real world judgments. Is a corporation’s explosive growth likely to
continue? Is a coup more likely in Ecuador or Indonesia? What is a reasonable
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estimate of next year’s GNP? Thus, representativeness, availability, and anchoring
and adjustment were proposed as a set of highly efficient mental shortcuts that
provide subjectively compelling and often quite serviceable solutions to such
judgmental problems. (Gilovich et al. 2002, pp. 3–4)

Gigerenzer and associates at the Center for Adaptive Behavior and Cogni-
tion in the Max Planck Institute are pursuing a related but different research pro-
gram that focuses on “simple heuristics that make us smart.” Instead of viewing
heuristics as unreliable decision strategies that lead to systematic biases and er-
rors, they see “heuristics as the way the human mind can take advantage of the
structure of information in the environment to arrive at reasonable decisions”
and “focus on the ways and settings in which simple heuristics lead to accurate
and useful inferences” (Gigerenzer et al. 1999, p. 28). Their research examines
three aspects of rationality:

1. Bounded rationality, including heuristic principles for guiding informa-
tion search, stopping the search, and making decisions.

2. Ecological rationality, including heuristics that exploit the ways that in-
formation is structured in different decision environments in order to en-
able fast, frugal, accurate decision making that is also adaptive. For ex-
ample, a heuristic might make use of the cue that reputable colleges tend
to have extensive research programs in order to make judgments about
which colleges are active in a field of research.

3. Social rationality, including heuristics that exploit the information struc-
ture of social environments in order to enable adaptive interactions with
other agents. For example, social norms and emotional responses can act
as heuristic principles for search, stopping, and decision making.

From our own experiences we may recall instances when decision makers
selectively attend to striking cases; pay greater attention to more recently en-
countered incidents that are still fresh in their minds; or overlook or forget im-
portant information because of memory overload. While the heuristics we have
discussed can systematically introduce error in judgment and choice, the bound-
aries separating the rational and the intuitive are often not at all clear-cut. Human
information processing encompasses a broad repertory of cognitive strategies,
ranging from logical, reasoning methods to intuitive, heuristic-based modes, and
which approach is activated depends on the conditions of a particular decision
situation.

II. MODELS OF ORGANIZATIONAL 
DECISION MAKING

All decisions are about finding and choosing courses of action in order to attain
some goals. The difficulty of making a decision then depends on how clear the
goals are and how well we know about methods that can achieve the desired
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goals. All decision situations in organizations can be characterized by these two
basic dimensions: goal uncertainty and procedural uncertainty, as shown in
Fig. 5.1. Goal uncertainty tends to be high when goals are ambiguous; when they
are nonspecific and difficult to translate into concrete criteria for evaluating
options; and when there is disagreement about the substance or interpretation of
goals. Procedural uncertainty tends to be high when the problem is complex,
comprising many subproblems with unclear interactions; when the problem is
novel, so there is no prior experience about alternatives or even where to search
for alternatives; and when the situation imposes pressures or constraints such as
the need to act quickly in a crisis situation or a lack of options in a highly regu-
lated environment.

Depending on the level of goal and procedural uncertainty, organizational
decision making may be analyzed using the rational model, process model, po-
litical model, or anarchic model (Fig. 5.1). The (boundedly) rational model, as
developed by Simon, March, and Cyert, conceptualizes decision making as goal
directed and problem driven, where choice behavior is controlled by rules and
routines. The process model, exemplified by the work of Mintzberg, Raisinghani,
and Thêorét (1976), elucidates the phases and routines that give structure to
apparently complex and dynamic decision-making activities. The political model
sees politics as the mechanism of decision choice: different players occupy dif-
ferent stands and exercise different amounts of influence, so that decisions are
less the result of rational choice than the pulling and hauling between competing
factions. The anarchic model proposed by Cohen, March, and Olsen (1972)
likens organizations to garbage cans where problems and solutions are dumped
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by participants, and decisions are the outcomes of the meeting of independent
streams of problems, solutions, participants, and choice situations. We discuss
each model in the following sections.

III. RATIONAL MODEL

When goals and methods are clear (first quadrant of Fig. 5.1), we may expect to
see rational decision making. Completely rational decision making requires ac-
tors to (1) find all available alternatives, (2) evaluate alternatives according to
consequences, (3) choose the alternative that best accomplishes the goal with the
least amount of resources. Simon (1997) noted that this kind of maximization or
optimization approach is rarely the case in organizations. The information-
gathering and information-processing requirements are beyond the capacity of
any individual. Instead, decision makers adopt a satisficing strategy:

Because administrators satisfice rather than maximize, they can choose without
first examining all possible behavior alternatives and without ascertaining that
these are in fact all the alternatives. Because they treat the world as rather empty
and ignore the interrelatedness of all things (so stupefying to thought and action),
they can make their decisions with relatively simple rules of thumb that do not
make impossible demands upon their capacity for thought. Simplification may lead
to error, but there is no realistic alternative in the face of the limits on human
knowledge and reasoning. (Simon 1997, p. 119)

When both the goals and the available alternatives of a decision situation
are clear, the organization reduces the uncertainty of decision making by speci-
fying decision rules and routines. Thus, although the individual’s capacity for
rational behavior is bounded, the organization is able to attain its goals and as-
pirations by “simplifying” the decision process. The classic model of the orga-
nizational decision-making process developed by Cyert and March (1992) is
shown in Fig. 5.2. Beginning at the top of the flow chart, the organization ob-
serves feedback from the environment. If the uncertainty is perceived to be
high, the organization negotiates with the environment to reduce uncertainty
(“uncertainty avoidance”). When there is sufficient information to assess goal
attainment, decision makers attend to one goal at a time and evaluate goal at-
tainment using acceptable decision rules (“quasi-resolution of conflict”). If a
goal is not being achieved, decision makers activate a problem-driven search.
The search first proceeds locally, and when this is unsuccessful, the search is
expanded to include more “remote” sources and alternatives (“problemistic
search”). After the search is completed, the organization evaluates its search
rules and decision rules (“organizational learning”). If the goal is seen as being
achieved, the organization responds to the environmental feedback with stan-
dard decision rules and then evaluates its goals and attention rules. The
decision-making model developed by Cyert and March is thus built on four
theoretical concepts: (1) uncertainty avoidance, (2) quasi-resolution of conflict,
(3) problemistic search, and (4) organizational learning.
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Organizations act to avoid uncertainty by focusing on the short term and
attempting to control the environment. They use decision rules that emphasize
short-run reaction to short-run feedback rather than try to anticipate long-run un-
certain events. They arrange for a negotiated environment through the imposition
of plans, standard procedures, industry traditions, and contracts on the environ-
ment (Cyert and March 1992, p. 167). For example, environmental uncertainty
may be negotiated or controlled by the adoption of industry-wide practices es-
tablished through trade associations, standards organizations, informal agree-
ments, and so on. Prices, markups, costing procedures, and other variables may
then be decided according to agreed-upon norms.

The goals of an organization act as independent constraints imposed by
members of the organizational coalition. The organization becomes a social con-
course of intersecting interests in which a number of strategies are exercised to
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FIGURE 5.2. Organizational Decision Process (Adapted from Cyert and March 1963,
Fig. 7.1, p. 175)
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resolve conflict. These methods may not actually achieve consensus, but they en-
able the organization to continue to operate despite unresolved divergences. The
devices for the quasi-resolution of conflict are “local rationality” (whereby a sub-
unit solves problems rationally within its own specialized domain); “acceptable
level decision rules” (whereby rules that are acceptable to all interests are used,
rather than rules that are optimal overall); and “sequential attention to goals”
(whereby the organization attends first to one goal, then to another, in sequence).

Problemistic search is the means by which organizations determine what
choices are thought to be available. Search is “motivated” in the sense that the
occurrence of a problem initiates the search for ways to solve it, and that once a
solution is found the search stops. Search is “simple-minded” in the sense that
when a problem occurs, the search for a solution is concentrated in the neighbor-
hood of the problem symptom and in the neighborhood of the current alternative.
Search is “biased” in that it is influenced by the special training or experience of
the organizational groups, the differences in the goals and aspirations of partici-
pants, and the communication biases that reflect unresolved conflict within the
organization (Cyert and March 1992/1963).

Finally, organizational learning takes place in the decision-making process
through the adaptation of goals, attention rules, and search rules. Goals are
adapted by assessing past performance and experience and evaluating these re-
sults with those of other comparable organizations. Attention rules are adapted as
the organization learns to pay greater notice to some aspects of its environment,
and so to attend more closely to some criteria and to ignore some other criteria.
Search rules are adapted when the organization fails to find a viable solution
using a certain search strategy or, conversely, when it discovers an attractive al-
ternative by searching a particular way.

The model developed by Cyert and March (1992) show how organizations
rely heavily on rules and procedures for making decisions. For them, rules and
procedures are the memory of the organization that provides stability and direc-
tion for the execution of recurring activities and decisions. Decision rules and
procedures are based on three general principles. First, avoid uncertainty. The or-
ganization minimizes the need for predicting an uncertain future by adopting
methods such as using short-term feedback to trigger action and enforcing stan-
dardized decision rules. Second, maintain the rules. The organization tends to re-
tain a set of decision procedures for as long as it can, to shun the complex task of
process redesign. Third, use simple rules. Simple rules are often elaborated by
individuals using their judgment to take into account the conditions and require-
ments of specific cases or problems.

Organizations embed decision rules in standard operating procedures. Cyert
and March (1992, pp. 122–33) discuss in some detail four types of procedures,
two of which are directly concerned with information management: task perfor-
mance rules, continuing records and reports, information-handling rules, and
plans and planning rules. Task performance rules specify methods for accom-
plishing the tasks assigned to a member or a group. Task performance rules are
invoked at many levels of the organization and are just as likely to regulate the
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decision making of engineers and managers as the choice behavior of operators
and counter staff. Cyert and March observe that in most organizations, strategic
decisions about pricing, output, inventory, and sales are fixed by simple operat-
ing rules, so that complex decisions involving great uncertainty are reduced to
simple problems with minimum uncertainty. Task performance rules are impor-
tant because they encode past organizational learning, and because they help to
ensure that the activity of each subunit is consistent and coordinated with the
work of the other subunits.

Records and reports are maintained by the organization for the purposes of
control and prediction (Cyert and March 1992, p. 125). Records such as financial
statements or cost reports have a control effect because organizational members
assume that the records are being kept for a purpose and that someone will re-
view or check the records at some stage. Records are also used as a database of
past events, performance, and results to predict the future, making the simplify-
ing assumption that cause-effect relations interpreted for the past will also hold
for the future. Records also reflect the organization’s model of the world, so
much so that what records are maintained influence what aspects of the environ-
ment the organization notices and what alternatives will be considered by the
organization.

Information-handling rules define the organization’s communication sys-
tem, “in order to provide reasonable certainty that relevant information will be
available at the proper place at the proper time” (Cyert and March 1992, p. 123).
Information-routing rules specify who will communicate to whom about what
and often define “proper” channels of information flow that reflect the adminis-
trative hierarchy and technical specialization of the organization. Information-
filtering rules specify what information is to be generated and transmitted,
which are based again on the specialization and point of view of the particular
member or group and can significantly influence the formation of organizational
expectations.

Plans and planning rules serve the general purpose of deriving an intended
allocation of resources among the alternative activities of the organization, typi-
cally presented in the form of budgets or expenditure statements. Because a plan
is simultaneously a goal, a schedule, a theory (of relationships between input
factors and outcomes), and a precedent (for continuing existing decisions), a
plan, like other standard operating procedures, helps to reduce the uncertainty of
dealing with a complex world (Cyert and March 1992, p. 132).

Cyert and March (1992) summarize their analysis of organization decision
making thus:

Most of the developments described thus far are built on a conception of decision
making that is consequential and—within the limits imposed by information
constraints and conflict—intendedly rational. That is theories of limited rationality
are, for the most part, theories of rational decision making by organizations with
consistent preferences. . . . Much of the decision making behavior we observe
reflects the routine way in which people do what they believe they are supposed to
do. Much of the behavior in an organization is specified by standard operating
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procedures, professional standards, cultural norms, and institutional structures.
Decisions in organizations, as in individuals, seem often to involve finding
“appropriate” rules to follow. (Cyert and March 1993, p. 230)

IV. PROCESS MODEL

When goals are clear (lower left-hand quadrant of Fig. 5.1) but the alternatives to
achieve these goals are not, we may expect to see decision making unfold as a
process that involves a significant amount of searching for and evaluating op-
tions. Process models focus on the stages, activities, and dynamics of search and
choice behaviors. One of the best-known decision process models is that devel-
oped by Mintzberg et al. (1976), based on their analysis of 25 strategic decision
processes in various commercial and government organizations. The decisions
ranged from an airline choosing new aircraft to a hospital introducing a new form
of treatment. Although all the decisions were characterized by high levels of am-
biguity, novelty, and movement, Mintzberg and associates were able to discern
the phases and routines that form the underlying structure of the decision-making
process. Reflecting the complexity and open-endedness of strategic decisions,
the model has a large number of elements: three central decision phases, three
decision support routines, and six sets of dynamic factors.

Decision Phases

The three central decision phases are identification, development, and selection
(Fig. 5.3). The identification phase recognizes the need for decision and develops
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FIGURE 5.3. A Process Model of Strategic Decision Making (Adapted from Mintzberg 
et al. 1976)
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an understanding of the decision issues. Identification consists of decision recog-
nition routines and diagnosis routines. In the decision recognition routine, prob-
lems, opportunities, and crises are recognized and initiate decisional activity. The
need for a decision is defined as an information need: “a difference between
information on some actual situation and some expected standard” (Mintzberg et
al. 1976, p. 253). These standards are based on past experience, projected trends,
standards used in comparable organizations, people’s expectations, and theoreti-
cal models. Mintzberg and associates suggest that stimuli accumulate in the
minds of decision makers until they reach a threshold for action or decision. The
amplitude of each stimulus depends on the individual’s assessment of the source,
interest level, perceived payoff, workload, and so on. In the diagnosis routine,
management seeks to comprehend the stimuli-initiating decision as well as the
cause-effect relations relevant for the decision situation. It is primarily an infor-
mation-seeking activity involving “the tapping of existing information channels
and the opening of new ones to clarify and define the issues” (Mintzberg et al. 1976,
p. 254).

The development phase leads to the development of one or more solutions to
a problem or crisis or to the elaboration of an opportunity. Development consists
of search routines that look for ready-made, off-the-shelf solutions and design
routines that seek to create custom-made solutions. Four types of search routines
can be activated: memory search by scanning the organization’s existing memory;
passive search by waiting for unsolicited alternatives; trap search by activating
search generators (such as letting suppliers know what the firm is planning to
buy); and active search by directly seeking information about alternatives. Thus,
search appears to be hierarchical, progressing from local source to remote
sources, proceeding from memory and passive search to trap search and active
search (Mintzberg et al. 1976). Design routines involve either developing a cus-
tom-made solution or modifying an existing ready-made alternative. Designing a
custom-made solution tends to be a complex and iterative process by which vague
starting ideas gradually converge on a specific solution. Whereas organizations at-
tempting a custom-made solution focus on developing one alternative, those
choosing ready-made solutions typically keep multiple alternatives in view.

The selection phase evaluates the alternatives and chooses a solution for
commitment to action. Selection consists of screen routines, evaluation-choice
routines, and authorization routines. Screen routines eliminate what is infeasible,
thereby reducing the number of alternatives to be considered. Evaluation-choice
routines use judgment, bargaining, or analysis to arrive at a choice. In judgment,
an individual makes the choice in her own mind based on her experience and in-
tuition. In analysis, alternatives and their consequences are evaluated against a
set of criteria so as to determine the best-performing option, and the final choice
is made by judgment or bargaining. In bargaining, choice is made by a group of
decision makers with conflicting goals and interests, with each participant exer-
cising judgment. Authorization routines define a path through the organizational
hierarchy for a decision to obtain internal and external approval and to secure re-
sources for implementation.
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The simplest decision could just involve two routines: recognition and then
evaluation-choice, as shown on the horizontal axis in Fig. 5.3. Most decisions re-
quire the development phase, during which ready-made solutions (modified) are
searched or custom-made solutions are designed. Development typically takes
up the bulk of the time and resources of the decision process and tends to be it-
erative, going through multiple search and design cycles. While selection may be
the final phase, it is not uncommon for new cycles back to the development or
identification phase to be restarted from the evaluation-choice or authorization
routines. This could happen when, for example, a better alternative is desired or
a redefinition of the decision situation is necessary.

The most prominent feature of strategic decision processes is their dynamic,
open-ended character. A number of dynamic factors continuously change the
tempo and direction of the decision process: “They delay it, stop it, restart it.
They cause it to speed up, to branch to a new phase, to cycle within one or
between two phases, and to recycle back to an earlier point in the process . . . the
process is dynamic, operating in an open system where it is subjected to interfer-
ences, feedback loops, dead ends, and other factors” (Mintzberg et al. 1976,
p. 263). Six sets of dynamic factors influence the decision process—interrupts,
scheduling delays, feedback delays, timing delays and speedups, comprehension
cycles, and failure cycles. As shown in Fig. 5.3, three types of interrupts are im-
portant. Internal interrupts occur when there is internal disagreement about the
need to make a strategic decision. New option interrupts occur when a new al-
ternative is introduced, perhaps in the form of a new leader, technology, or regu-
latory requirement. External interrupts occur when outside stakeholders or
groups block the selection of a solution that has been worked out.

Scheduling delays are deliberately introduced by managers to separate and
slow down the activities of the decision process so that they may have the time
to attend to a variety of other tasks. Feedback delays arise when decision makers
await the results of or feedback on actions previously taken. Timing delays and
speedups are used by managers to time decisions so that they can tie in with or
take advantage of some other circumstance or event. Comprehension cycles are
sometimes needed to grapple with complex issues—managers cycle between
routines in order to better understand a problem, assess the available alternatives,
and reconcile multiple goals and preferences. Failure cycles happen when an ac-
ceptable solution could not be found, in which case the decision maker may
cycle back to the development phase, relax the evaluation criteria, or delay the
decision.

Undergirding the entire decision process are three decision support rou-
tines: decision control routines, decision communication routines, and political
routines (Mintzberg et al. 1976). Decision control routines guide the decision
process and consist of decision planning, which determines the boundaries of
the decision space, selection of participants, scheduling constraints, resource
commitments, and so on; and switching, which directs the decision maker’s at-
tention to the next step or the appropriate routine to activate. Decision commu-
nication routines gather as well as distribute information as part of the decision
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process. They consist of exploring, or the general scanning for information and
passive review of what becomes available; investigating, or the focused search
and research for information on a specific issue; and disseminating, or the dis-
tribution of information about the progress of the decision process to interested
parties. Political routines are important in strategic decision processes and can
take the form of bargaining, persuasion, or cooptation. Bargaining is used
among stakeholders who have some control over the choices being made to ne-
gotiate arrangements of mutual advantage. Persuasion is used to move someone
over to a different position by reasoning, influence, or, as Mintzberg et al. sug-
gest, by disseminating information early in the development and selection
phases. Cooptation is used to preempt later resistance by inviting potential ob-
jectors to participate early in the decision process, such as during the develop-
ment phase.

To illustrate the process model, here are two vignettes selected from the
twenty-five decision cases that Mintzberg and associates analyzed (refer to
Fig. 5.3 for decision routines in square brackets):

Vignette A: Purchase of aircraft by regional airline

1. A regional airline is considering acquisition of jet aircraft. [Recognition]

2. Search conducted to purchase aircraft, a choice was made. [Search]

3. A concerned board of directors brings in a new CEO. [New option
interrupt]

4. He cancels contract and starts search again. [New cycle]

5. Some alternatives rejected, remaining alternatives evaluated more closely
for performance and financing and for availability of used aircraft. [Search
and screen]

6. Narrowed down to three alternatives; negotiations for financing began.
[Analysis-bargaining]

7. Suddenly, a foreign airline went into receivership, and two used aircraft
became available at desired price and with attractive financing. [New op-
tion interrupt]

8. President acted quickly to purchase these aircraft. [Judgment]

Vignette B: Selection of switch manufacturer by telecommunications firm

1. A telecommunications company found it necessary to automate one of its
switching functions. [Recognition]

2. Requirements were drawn up. [Diagnosis]

3. Two broad options considered: electromechanical, computerized. [Search]

4. Fifteen manufacturers contacted, and 13 were eliminated. [Search and
screen]
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5. The 2 qualifying manufacturers then developed specific systems and bids.
[Design]

6. One was selected. [Analysis]

7. Decision was authorized at three successive levels of the hierarchy. 
[Authorization]

The process model makes clear how the way a decision is framed (recog-
nized and diagnosed in the identification phase) and how the alternatives are
searched or designed (in the development phase) have a major impact on the
quality of the decision outcome. Mintzberg et al. point out that the bulk of the re-
sources in a decision process is typically expended in the development phase, but
relatively little research has focused on the search and design of alternatives.
More generally, the value of the process model is in defining the phases and ac-
tivities that lend structure to the apparent chaos that characterizes strategic deci-
sion processes. The process model provides a framework for organizations to
better manage the dynamic, open-ended flow of decision activities and to antici-
pate or even exploit the interruptions, delays, and appearance of new options that
are inherent features of strategic choice making.

V. POLITICAL MODEL

The upper right-hand quadrant of Fig. 5.1 shows the situation where goal uncer-
tainty is high but procedural uncertainty is low. This situation can arise when
decision making involves multiple groups that perceive different interests and
adopt different positions with respect to the problem at hand. Between the
groups, then, there is goal conflict and uncertainty about which goals are most
salient. At the same time, each group is clear about its preferred outcomes and
the methods that can best accomplish these outcomes—in this sense, each group
sees procedural certainty. Nevertheless, no single group has all the resources or
expertise to go it alone, and so no single group can completely determine the
organizational agenda. Goal conflict is consequently a fundamental cause of the
exercise of power in decision making.

Goal conflict and thus political decision making is more likely when the
organization is experiencing high levels of (1) environmental uncertainty,
(2) resource dependency, and (3) task interdependency. Environment uncer-
tainty is high when a large number of external actors and forces have a major
influence on the organization’s work but the organization has limited control
over these elements. Uncertainty is high when the environment is complex,
changing rapidly, and cause-effect relationships are hard to discern. The general
effect may be that decision makers in the organization feel vulnerable and
exposed to changes in the environment. Resource dependency is high when
the organization relies to a significant degree on external resources. These
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resources may be tangible or intangible, and could include, for example, fuel,
raw materials, components, as well as information, sanctions, and legal rights.
Resource dependency is high when the resources are vital to the organization,
when its supply is limited, when the number of suppliers is small, and when
there are no readily available substitutes. The general effect may be that orga-
nizations are sensitive to the need to ensure stable, ongoing relationships that
underwrite the supply of key resources. Task interdependency is high when the
ability of groups in the organization to complete their work effectively is linked
to a large extent to the performance and cooperation of other groups. Interest-
ingly, as groups specialize in their functional areas, they also become increas-
ingly dependent on each other. Task interdependency may be high when work
activities are specialized and yet highly coupled, when the need for coordina-
tion is great but the channels for communication are constrained. The general
effect may be that each group develops its own view of the world and regards
its interests and goals as being more important than those of other groups
(Pfeffer 1992). The cumulative effect of high levels of environmental uncer-
tainty, resource dependency, and task interdependency is a higher probability of
goal conflict in decision making.

Organizations respond to goal conflict in two generic ways: they behave as
coalitions; and they pursue procedural rationality (Fig. 5.4). Coalition behavior
begins when groups assess each others’ positions and preferences in relation to
the decision being worked on. Groups with common interests form alliances and
coalitions in order to strengthen their ability to push for preferred outcomes.
They may also negotiate pacts or treaties with opposing groups to reduce the
amount of resistance. Coalitions may be ad hoc and temporary—they are created
around specific issues, and they last for the duration that the issue is being
worked on. Another type of coalition, the dominant coalition, is a small, active
group that is able to largely determine the goals of the organization through in-
ternal bargaining (Cyert and March 1993). As was noted earlier in this chapter,
goal conflict is not actually resolved or eliminated. Instead, groups treat the
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multiple goals as constraints, seek rationality locally, use acceptable decision
rules, and attend to goals sequentially (Cyert and March 1993).

The second generic response is that organizations pursue procedural ratio-
nality instead of goal rationality. Pursuing substantive, goal-oriented rationality
would have required constructing new goals that include and satisfy the objec-
tives and interests of all groups. On the other hand, pursuing a process-based pro-
cedural rationality involves creating procedures and forums that are perceived to
be fair, and then working through these procedures to find a mutually acceptable
solution. These forums and procedures typically allow interested groups to have
a formal voice in the decision process: to present positions, ask and answer ques-
tions, seek assurances, and suggest alternatives.

In the political decision arena that includes coalitions, factions, procedures,
and forums, groups build their power base and exercise their power (Fig. 5.4). A
group can build or expand its power base by controlling strategic uncertainties,
creating dependencies, and acquiring resources. A group that has the capability
to control an uncertainty that is highly strategic to the firm (e.g., ensure an ongo-
ing supply of a critical resource or develop a long-term contract with a major
customer) is likely to be perceived as being powerful (Hickson et al. 1971). This
is more so when the group’s capability is nonsubstitutable, and when its activi-
ties are central to many other groups’ functions. A group is perceived to possess
power over another unit when the latter depends on the former. Here power is the
property of a social relationship between two actors, and the greater the depen-
dency of one group over another, the greater the power that the second party has
over the first (Emerson 1962). Again, this power dependence is proportional to
the importance of the goals being pursued, and inversely proportional to whether
the goals can be achieved through alternative means or relationships. Finally, a
group that acquires or provides for a significant proportion of an organization’s
resources is likely to be seen to have power. For example, the faculty of medicine
in a university that secures the bulk of research funding or the product division
that generates much of the revenues may be perceived as having power to influ-
ence decisions.

Fig. 5.4 shows four examples of ways that power may be exercised to influ-
ence decision making. First, groups can attempt to expand existing coalitions or
social networks. Trusted allies may be appointed to or placed in positions of power.
Dissidents may be included in committees to preempt opposition. Second, groups
can try to control decision premises. They may try to select, define, or weight value
premises so that their preferred alternatives are evaluated more favorably. They
may also control factual premises by gatekeeping, filtering, or highlighting infor-
mation selectively. Third, groups can enhance their perceived expertise. They may
claim they have experience or they may vaunt past accomplishments, and outside
experts or consultants may be hired to support their claims. Finally, groups make
as strong a case as they can for their preferred alternatives. They may try to present
a clear, reasoned case supported by data that are hard to challenge. They may try to
deploy persuasive arguments by employing metaphors and analogies that resonate
with decision makers and stakeholders.
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Allison and Zelikow (1999) describe the dynamics of political decision
making as game playing, in which players with positions, stands, and influence
make their moves according to rules and their bargaining strengths. Actions
and decisions may then be analyzed by answering four questions:

1. Who are the players?

2. What are the players’ stands?

3. What are the players’ relative influence?

4. How are the players’ stands, influence, and moves combined to yield de-
cisions and actions?

Who are the players? They are the individuals whose interests and actions have
an impact on the organizational decision-making process. Individuals become
players by occupying positions that provide them with the authority and access
to channels that can produce significant action. Players occupy positions that
give access to action channels, but positions also define what the players are
allowed to do and what they are obliged to do. Positions can confer advantages
as well as handicaps, and positions can also impose obligations for the perfor-
mance of certain tasks.

What are the players’ stands? Each player’s stand is determined by her percep-
tions of an issue; her goals, interests, and stakes; and her reactions to deadlines
and events. What the players perceive as desirable outcomes is influenced by
personal, departmental, and organizational goals and interests. Organizational
members may come to believe that the health of their own group is vital to the
organization, and the health of the group depends on maintaining influence and
securing the necessary resources and support. The overlapping of organiza-
tional, group, and personal interests constitute the individual’s stakes for which
the decision “game” is played, and it is these stakes that define the individual’s
stand on the issue. Deadlines and events such as budgets or policy changes often
bring issues to a head and require busy players to take stands. Players see
different faces of an issue, depending not only on their goals and interests, but
also on situational elements such as deadlines and the channels in which an
issue is raised.

What are the players’ relative influence? This is a question of power, which
Allison believes is the consequence of the individual’s bargaining advantages,
her skill and will in using bargaining advantages, and other players’ perception
of the first two elements (Allison 1971; Allison and Zelikow 1999). The sources
of bargaining advantages include

formal authority and responsibility (stemming from positions); actual control over
resources necessary to carry out action; expertise and control over information that
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enables one to define the problem, identify options, and estimate feasibilities;
control over information that enables chiefs to determine whether and in what form
decisions are being implemented; the ability to affect other players’ objectives in
other games, including domestic political games; personal persuasiveness with
other players (drawn from personal relations, charisma); and access to and
persuasiveness with players who have bargaining advantages drawn from the
above. (Allison and Zelikow 1999, p. 300)

How are the players’ stands, influence, and moves combined to yield decisions
and actions? In order to assert influence, players have to be connected to
action channels, which are the formal, routinized means of taking action on a
specific kind of issue. Issues are typically identified and framed within an
established action channel, and action channels then structure the decision
game by determining which players can play, their points of entrance, and
their relative advantages and disadvantages for that game. Rules define how
the game is played in three ways. They establish positions, the power of each
position, and the action channels. They limit decisions and actions, disallow-
ing some forms of behaviors. They legitimize certain moves such as bargain-
ing, persuading, or forming coalitions, while disapproving other moves. In the
political model, actions and decisions are produced as political resultants—
“political” because decisions and actions emerge from the bargaining by
individual members along regularized action channels; and “resultants” be-
cause decisions and actions are outcomes of the compromise, conflict, and
confusion of players with diverse interests and unequal influence (Allison and
Zelikow 1999).

VI. ANARCHIC MODEL

The lower right-hand quadrant of Fig. 5.1 shows the situation where both goals
and alternatives are unclear. This can happen when the decision situation is
highly ambiguous and unfamiliar to the organization—it is not clear what ought
to be done, and there is no prior experience to draw upon. As the organization
tries out ideas and actions to discover goals and alternatives, the decision-
making activity can appear to be random and disconnected. Cohen et al. (1972,
p. 2) draw the contrast between the anarchic model and the other models in
earlier sections:

Although organizations can often be viewed conveniently as vehicles for solving
well-defined problems or structures within which conflict is resolved through
bargaining, they also provide sets of procedures through which participants arrive
at an interpretation of what they are doing and what they have done while in the
process of doing it. From this point of view, an organization is a collection of
choices looking for problems, issues and feelings looking for decision situations in
which they might be aired, solutions looking for issues to which they might be the
answer, and decision makers looking for work.
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Cohen et al. (1972) suggest that organizations behave as organized anar-
chies when three conditions apply: preferences are problematic, technology is
unclear, and participation is fluid. First, the preferences used in decision making
are ill-defined and inconsistent, comprising more a loose collection of ideas than
a structured set, in which preferences may have to be discovered rather than
being known beforehand. Second, the organization’s technology is unclear in
that its processes and procedures are not well understood by its members and the
means of achieving desired ends are not readily identifiable. Third, participation
is fluid as people vary in the amount of time and effort that they give to different
activities. These features are present to an extent in any organization at least part
of the time, but Cohen and associates suggest that they are most evident in pub-
lic, educational, and “illegitimate” organizations.

Within an organized anarchy, decisions are the outcomes of four relatively
independent streams of problems, solutions, participants, and choice opportuni-
ties (Fig. 5.5). Problems are points of dissatisfaction with current activities or
performance that require attention. Solutions are products or ideas proposed by
somebody (or a group) for adoption—or, as Cohen and associates put it, they are
answers actively looking for a question. Solutions exist independently of prob-
lems. Members may be attracted to an idea and push for it as a logical choice
regardless of the problem. Participants come and go in a decision situation,
depending on other demands on the participants’ time. Participants also bring
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along with them their own preferences and perceptions about how to recognize
or define a problem or solution. Choice opportunities are occasions when an or-
ganization is expected to make a decision, such as when awarding contracts,
hiring staff, and allocating budgets. Choice opportunities provide a setting for the
streams of problems, solutions, and participants to meet up. Cohen et al. (1972)
suggest that “one can view a choice opportunity as a garbage can into which var-
ious kinds of problems and solutions are dumped by participants as they are gen-
erated. The mix of garbage in a single can depends on the mix of cans available,
on the labels attached to the alternative cans, on what garbage is currently being
produced, and on the speed with which the garbage is collected and removed
from the scene” (p. 2).

A decision situation is like a garbage can into which various kinds of prob-
lems and solutions are dumped by participants as they are generated. A decision
then happens when problems, solutions, participants, and choices coincide.
When they do, solutions are attached to problems, and problems to choices by
participants who happen to have the time and energy to do it. Which solutions are
attached to which problems is a matter of chance and timing, depending on
which participants with what goals happen to be on the scene, when the solutions
and problems are entered, as well as “the mix of choices available at any one
time, the mix of problems that have access to the organization, the mix of solu-
tions looking for problems, and outside demands on the decision makers”
(Cohen et al. 1972, p. 16).

In an interesting study of editors in the college textbook publishing indus-
try, Levitt and Nass (1989) concluded that the garbage can model fits well with
many aspects of the decision behavior observed. Interviews with editors of the
ten best-selling introductory textbooks in physics and sociology found the
editors consistently describing their work in gambling terms (“a lottery with bad
odds,” “a crapshoot”) and that decision making was best described as “guess-
work, intuition, and opinion.” A sociology editor expresses this feeling of
ambiguity and confusion: “Editors can become schizophrenic. You think a man-
uscript is good and it doesn’t make money. Then you get a manuscript that you
think is bad, and it makes money—but not always” (quoted in Levitt and Nass
1989, p. 192). In textbook publishing, decision situations are characterized by
ill-defined preferences, unclear technology, and fluid participation. Preferences
are ill-defined because interpreting and differentiating between success and fail-
ure is highly equivocal and malleable. For example, one editor stated that a
physics book which sold poorly was still considered a success because “it was
important for the company to have an entry, any entry, in the physics market”
(p. 193). The organizational technology is unclear because the connections
between means and ends are unclear. There are no specifiable procedures or
formula for producing a successful textbook, and editors often work in disci-
plines in which they are not trained. Participation is fluid because editors change
departments and publishing houses relatively frequently. Levitt and Nass
observed that “it is part of the occupational culture of editors that being fired
(even more than once) is no indication of incompetence” (p. 195). Besides, the
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gestation period of textbooks is three to five years, with projects often being
handed down to new successors. As predicted by the garbage can model, timing
is an important element in deciding about projects. For example, introductory
texts sell better in their second or later editions, but the decision to do this depends
on whether the publisher is planning a new entry into that market segment.
Serendipitous or random events often play a significant part in the acquisition of
manuscripts, so that textbook editors recognize the importance of maintaining
strong links with academics. Problems, solutions, and participants also track
each other through time, as, for example, when academics in the artificial intel-
ligence field claim that they would teach introductory AI courses if there were a
suitable text, while editors counter that such texts would be produced if there
were courses (Levitt and Nass 1989). Despite the disorderly decision process,
the textbooks produced as outcomes show significant levels of homogeneity in
terms of the ordering of contents and topics. It was as though a lid was being
placed on the garbage can. Levitt and Nass (1989) showed that textbook homo-
genization was the result of the forces of coercive, mimetic, and normative
isomorphism (DiMaggio and Powell 1983). Thus, established paradigms define
the essential contents and topics that should be included (normative isomor-
phism); editors imitate successful textbooks produced by others (mimetic
isomorphism); and the organizational structure of publishing houses often
mirror that of the higher education institutes who are their customers (coercive
isomorphism).

Cohen and associates suggest that in the garbage can model, decisions are
made in three different ways: by resolution, by oversight, and by flight. Resolu-
tion is decision making to resolve problems by working on them over time.
Resolution is the standard mode of choice behavior according to rational princi-
ples. Oversight occurs “if a choice is activated when problems are attached to
other choices and if there is energy available to to make the new choice quickly”
(Cohen et al. 1972, p. 8). In oversight, a choice is adopted quickly and inciden-
tally to other choices being made. Decision by flight occurs when the problems
leave the choice—the original problem has flown away, as it were, leaving a
choice that can now be made, but the decision resolves no problems. In orga-
nized anarchies, choice by flight and oversight may be more common than deci-
sion by resolution. For example, Cohen and associates observe that university
decision making often does not resolve problems but choices are made by flight
or oversight. A university unable to deal with an unproductive faculty member
who is protected by tenure may one day find that the problem has disappeared
because the member has decided to relocate to another city (decision making by
flight). Again, a department struggling to recast its role finds the decision made
by oversight when it is merged with a larger department and its purpose is then
defined as a component of the new parent’s mission. Cohen et al. (1972) stress
this relative independence of problems and solutions:

A major feature of the garbage can process is the “partial decoupling” of problems
and choices. Problems are worked upon in the context of some choice, but choices
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are made only when the shifting combinations of problems, solutions, and decision
makers happen to make action possible. Quite commonly this is after problems
have left a given choice arena or before they have discovered it (decisions by flight
or oversight). (p. 16)

Although an anarchic model of decision making may seem unproductive,
the garbage can process is not dysfunctional, for it can produce decisions under
uncertain and conflictual conditions when goals are ambiguous, problems are
poorly understood, and decision makers vary in the amount of time and energy
they give to issues. Cohen and March (1986) present several case studies of
decision making mainly at educational institutions in Denmark, Norway, and the
United States which illustrate many of the ideas in the garbage can model. These
studies include the location decisions of a new Norwegian medical school, reor-
ganization in the University of Oslo, ideology and management of a Danish free
school, and structural changes at a medium-size American university. Other
researchers have also analyzed government organizations using the garbage
can model, including Sproull, Weiner, and Wolf (1978), Pinfield (1986), and
Kingdon (1984/1995).

Sproull et al. (1978) found the organized anarchy model useful in analyzing
the early years of the new National Institute of Education (NIE), created within
the U.S. Department of Health, Education, and Welfare in 1972. The NIE’s
goals were ambiguous and expressed in general terms (“to seek to improve
education”); the technology was unclear—education R&D was then regarded as
one of the least mature of the social science research efforts; and participation
was fluid, with many changing sets of external and internal actors. In the three
decision processes that were analyzed (developing conceptual framework, de-
signing a planning process, and creating an annual budget), a decision was
made only after a large number of cycles had occurred, when closure was forced
by external deadlines, with the final decision the result of a top manager making
somewhat arbitrary judgments: “As decision processes continued without clo-
sure, they became receptacles into which were dumped the latest important
issues. Attempting to resolve the latest issue within the particular process in-
evitably changed the focus of the decision. Certain issues were never resolved. . . .
They tended to appear and reappear in all the decision contexts” (Sproull et al.
1978, p. 200).

Pinfield (1986) found the garbage can model helpful in understanding the
decision-making process of the Canadian federal government as it worked to-
ward a set of policies to manage its corps of senior governmental executives. The
model elucidated the sequence of events, the effects of changes in participants,
the evolution of problems, and the timing of these changes, but neglected to ad-
dress how the content of issues can link decision streams and how participation
is channeled by hierarchy and specialization.

Kingdon (1984/1995) analyzed policy making in the areas of health and
transportation at the U.S. federal government level and found the garbage can
model useful in describing the process. Policy making may be conceived as “three
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process streams flowing through the system—streams of problems, policies, and
politics. They are largely independent of one another, and each develops according
to its own dynamics and rules. But at some critical junctures [‘policy windows’]
the three streams are joined, and the greatest policy changes grow out of that cou-
pling of problems, policy proposals, and politics” (Kingdon 1995, p. 19).

The anarchic model suggests that decision making in organizations is ecolog-
ical: there is random variation in the ideas and solutions that are put forward;
selection of ideas by individuals who connect solutions to problems; and retention
of solutions in the minds of decision makers. More generally, organizations are
seen to behave as ecologies or collections of choices and decisions that are being
worked upon, with decision makers allocating their attention unequally between
decisions and varying significantly in the amount of search effort they expend.

Decision-Making Dynamics

Although we discussed each of the four models independently, it is clear that
many decisions change their character as the decision-making activity unfolds.
This can happen for example when new goals are added, perception of goals
changes, new alternatives are introduced, or implications of alternatives become
better understood. Fig. 5.6 illustrates the dynamic, evolving nature of decision
making with a few possible pathways. We could imagine a decision situation that
is initially following rational rules and procedures (such as a staff promotion
decision) becoming highly politicized when, for example, it sets a precedent seen
as undesirable by others (path 1 in Fig. 5.6). Similarly, a process mode to decide
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FIGURE 5.6. Decision-Making Dynamics
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about whether and how to outsource a service may lead to a conflict of goals
(path 2). A firm that is applying new technology to enter a new market may ini-
tially operate in an anarchy mode: goals are problematic, technology is unclear.
As goals become better defined, the firm might shift to a process mode to develop
alternatives and decide which segments of the market to target, what product fea-
tures to prioritize (path 3). Yet another variation might be that as the options for
a new project take shape, different stakeholder groups diverge in their prefer-
ences, leading to the political mode. Assuming that these differences are worked
out in some way and the project is able to move into the implementation stage, it
might then be following rules and routines in a rational mode (path 4 in Fig. 5.6).

VII. INFORMATION NEEDS, SEEKING, AND USE
IN DECISION MAKING

In this section, we elaborate on the gathering and use of information that lies at
the heart of organizational decision making. Once again we will apply the frame-
work developed in Chapter 2 to analyze information needs, seeking, and use in
terms of cognitive needs, affective responses, and situational dimensions. A sum-
mary of the ensuing discussion is in Table 5-1.

Information Needs. Organizational decision making requires information to
reduce uncertainty in at least three ways. First, information is needed to frame a
choice situation. Boundaries are drawn to delimit a problem space in which so-
lutions are to be searched, stakeholders are to be identified, and influence is to be
wielded. The framing of a problem to a large extent determines the types and
content of information that would be needed in order to be able to make a deci-
sion. Second, information is needed to define preferences and to select rules.
Multiple goals and interests are clarified, prioritized, and expressed as choice
criteria. Decision rules are activated by matching information about the current
situation with categories of problems that the organization has learned to deal
with. Third, information is needed about available courses of action and their
projected outcomes. In some modes of decision making, a great part of the
information-seeking effort is on identifying, developing, and evaluating alterna-
tive courses of action. Information needs then depend on whether alternatives
already exist, whether existing solutions may be customized or modified, or
whether new solutions have to be discovered.

Information Seeking. Individual information seeking is shaped by the habits
and heuristics that the decision maker has acquired as a result of training, educa-
tion, or experience. At the same time, organizations design and institutionalize
rules and routines to structure search behaviors based on premises derived from
goals and experience. Information seeking is therefore a function of individual
preferences, institutional values, and the decision situation’s attributes. As an
activity, information seeking is problem-driven—it begins when a problem
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(including the problem of how to exploit an opportunity) is attended to and rec-
ognized as requiring decision and action. Search seems to respect a hierarchy of
information sources in which more accessible and familiar sources are searched
first. Information search is satisficing: it stops when the first good-enough solu-
tion is found (rational decision model), or when ample evidence is gathered to
support a preferred option (political decision model), or when courses are devel-
oped or investigated sufficiently to be presented for final evaluation (process
decision model). In the anarchic decision model, information is continually
generated and dumped into decision situations, but they are initially uncoupled
from the problems being considered. Interested participants may then attach
information about solutions or problems to choice situations, but which solutions
become linked to which problems depend on factors such as temporal sequence,
individual interest, and the current mix of solutions and problems.
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TABLE 5-1. Information needs, seeking, and use in decision making.

Information Needs Information Seeking Information Use

Decision Making

Cognitive Needs

Affective Responses

Situational
Dimensions

• Determine
problem frame
and boundaries

• Clarify prefer-
ences and rule
appropriateness

• Information about
alternatives, out-
comes, preferences

• Needs vary in
phases of decision
making

• Identification and
development
needs

• Stress due to com-
plexity, risk, inter-
ests, aspirations

• Affective factors
in problem
formulation

• Programmed and
non-programmed
decisions

• Tactics to frame
decision problems

• Guided by
heuristics, habits

• Search is problem
driven

• “Satisficing”
strategy

• Multiple manager-
ial decision roles

• High-velocity
decision making

• Stress in a conflict
model of decision
making

• Avoiding informa-
tion seeking

• Information
seeking varies by
decision mode

• Structure,
incentives, and
information access

• Limited by human
information
processing

• Structured by rules
and routines

• Many issues
compete for
attention

• Cognitive
simplifications

• Selective
information
processing

• Groupthink, group
polarization

• Overcommitment
in escalation
situations

• Information use
varies by decision
mode

• Information-
handling rules



Information Use. Decisions are made by individuals or groups of individuals.
Although human information processing has attained a high degree of adaptive
versatility by applying rules of thumb that reduce mental effort, these same
shortcuts can systematically limit and bias information processing in some situ-
ations. Moreover, humans seek to maintain order, consistency, and self-esteem
when evaluating choices, and this may lead them to avoid, hide, or discount in-
formation that does not support their beliefs or preferences. Decision making in
groups can introduce additional social forces, including pressures to conform to
group norms or to preserve group cohesiveness, which when accentuated can
warp information use. The situation is exacerbated when decision makers carry
heavy work and information loads and try to juggle multiple demands and agen-
das at the same time. Many simultaneous, competing claims on their attention
weaken their ability to allocate time and energy according to some objective
appreciation of the relative importance of issues. Organizations attempt to com-
pensate for limitations in human information processing by establishing decision
rules and routines that define what information and values are important (factual
and value premises) for a type of problem.

Information Needs in Decision Making

Information Needs and Cognitive Needs

Information needs in decision phases. Information needs vary according to the
phases of decision making. Simon (1977) identifies four phases: intelligence, de-
sign, choice, and review. The intelligence phase involves searching the environ-
ment for conditions calling for decision, where “executives and their staff spend
a large fraction of their time surveying the economic, technical, political, and so-
cial environment to identify new conditions that call for new actions” (Simon
1977, p. 40). Research has found that environmental scanning by business orga-
nizations tends to be focused on market-related sectors of the environment.
Information about customers, competitors, and suppliers are the most intensively
gathered. In industries where other environmental forces such as technology,
demographics, or regulatory policies have a strategic impact on the industry,
scanning these sectors also becomes a high priority (Choo 2002). The design
phase involves seeking information in order to invent, design, or develop courses
of action that can address a decision situation. Here the information needs are to
locate, elaborate, and analyze alternatives in terms of their outcomes and contri-
butions to organizational objectives. The choice phase is when a particular
course of action is selected from the courses that have been developed. Choice
may be influenced by information about the context in which the decision is to be
taken, such as the mix of other decisions being considered at the same time and
forthcoming events that may affect the success or perception of the decision. The
review phase involves “assessing the outcomes of past actions as part of a repeat-
ing cycle that leads again to new decisions” (Simon 1977, p. 40). Learning from
past actions requires having the information to infer cause-effect relationships
between decisions and outcomes that may be separated in time and space.
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Identification and development needs. Simon’s first three phases are the precur-
sors of the identification, development, and selection phases derived by
Mintzberg et al. (1976) from their field study of strategic decision processes. The
identification phase is similar to Simon’s intelligence activity. For Mintzberg and
associates, it is information need that drives the decision need, so that decision
making is initiated by a difference between information on some actual situation
and some expected standard. The scope and content of information need depend
on whether the decision situation is perceived as a problem, opportunity, or
threat. Problem decisions typically require information from multiple sources
and stimuli, in order to enable decision makers to read the situation and weigh
the options before taking action. Opportunity decisions generally attempt to take
advantage of some particular idea or innovation or some set of circumstances so
as to improve on an already secure position. The idea may have been nestling in
the decision maker’s mind for some time, waiting for an appropriate time and
setting to be translated into action. Crisis decisions, on the other hand, are reac-
tive, requiring decision makers to respond to some pressing, threatening event.
Information needs and information seeking may be narrowly pursued to enable
prompt and effective measures to be taken. After a decision situation is recog-
nized as a problem, opportunity, or crisis, the next step is “the tapping of existing
information channels and the opening of new ones to clarify and define the
issues” (Mintzberg et al. 1976, p. 254). Each decision situation is unique and
has to be diagnosed on the basis of information that describes the situation’s
more pertinent dimensions. In the development phase information is required
about possible solutions. Mintzberg and associates categorize solutions as being
ready-made solutions, custom-made solutions, and solutions modified from
ready-made options. Information to identify and evaluate a ready-made solution
is typically more structured and better defined than the broader, more tentative
information required to develop a new solution or modify an existing one. In the
selection phase, information is required to compare the relative values of the
various developed alternatives. Additional information may be necessary to an-
swer specific concerns or fill in particular information gaps. Where such con-
cerns are not adequately met, the selection phase may define new information
needs and initiate a new cycle of identification and development activities.

Information Needs and Affective Responses

Stress due to complexity, risk, interests, aspirations. At least four aspects of
organizational decision making can evoke strong affective responses in partici-
pants. First, the complexity of the problem and the lack of clarity about its struc-
ture (that is, the alternatives, outcomes, and preferences) induce uncertainty
leading to feelings of doubt and confusion. Second, most consequential decisions
involve an amount of risk because of the inability to control or predict the future.
The larger this perception of risk, the greater the feeling of stress. Where the risks
are seen as necessary or worth taking, information may be sought on how better
to manage or limit these risks. However, if the decision maker is risk averse, un-
certain options might be discounted or avoided altogether. Third, organizational
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choice typically faces a multiplicity of interests and stakeholders, requiring
bargaining, coalition building, and negotiation among interested parties. When
political “pulling and hauling” is intense or confrontational, feelings of frustration
or impotence may lead decision makers to steer away from unpleasant or conflict-
laden situations and outcomes. Fourth, a gap between personal aspirations or
values and those set by the organization may generate feelings of dissatisfaction
or frustration. For example, a decision maker disagreeing with organization-
defined premises may feel that having to abide by them would compromise per-
sonal integrity.

Affective factors in problem formulation. The process by which a problem situa-
tion is formulated in initial decision stages affects the ensuing information seeking
and processing. Problem formulation is sensitive to the perceptions and affective
responses of individual decision makers participating in the process. An analysis of
strategic problem formulation by upper-level managers of Fortune 500 companies
in six industries found that managers used three sets of subjective criteria to form
their attitudes as well as affective and cognitive responses to the formulation
process (Lyles 1987). These subjective criteria are clarity, politicality, and com-
plexity. Clarity refers to the managers’ perception that the problem formulation
process is clear and understandable. The analysis found that a clear process was
perceived to be one in which several views were debated followed by a synthe-
sis that is approved by consensus. Politicality “represents an affective side of the
process which suggests that the process is pleasant when it is relaxed and apolit-
ical” (Lyles 1987, p. 271). Where the process involves strong debate between
opposing values or gathering support of the powerful, the process would be
perceived as “tense, unpleasant, and political.” A similar study conducted earlier
(Lyles and Mitroff 1980) had found that fear and political power were recurring
themes affecting how individuals formulated problems. Specific causes included
the fear of retaliation by the politically powerful (for example, the fear of uncov-
ering an error by senior management), the desire for the acquisition of power,
and the use of political power to influence problem formulation. Complexity
“represents a view of a complex process that is dynamic, tense and emotional be-
cause the problem is important and has widespread consequences” (Lyles 1987,
p. 271). A process is perceived as complex when participants hold different
views of the problem situation and there is a continued disagreement about the
nature of the problem.

Information Needs and Situational Dimensions

Programmed and nonprogrammed decisions. Simon (1977) places decisions
along a continuum between two polar decision-types—programmed and non-
programmed decisions. This range may also be used to differentiate decision
situations and their information-processing needs. Decisions are programmed
to the extent that they are repetitive and routine, so that a definite procedure has
been worked out for handling them. The decision situation is simplified by a set
of common expectations, a system of subgoals, and well-defined information
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requirements and channels for processing the decision. Programmed decisions
lend themselves to decision support technologies such as computer-based
transaction processing and mathematical modeling. Decisions are nonpro-
grammed to the extent that they are novel, unstructured, and unusually conse-
quential. The decision situation is ill-structured and requires participants to ex-
ercise judgment, intuition, and creativity. Nonprogrammed decisions tend to be
made using rules of thumb or learned heuristics, both of which are influenced
by individual training and experience. Simon’s separation of decision types
may be amplified by the problem dimensions proposed by Taylor (1986). Just
as decisions fall between programmed and nonprogrammed, their problem di-
mensions would fall between the well-structured and ill-structured, simple and
complex, specific goals and amorphous goals, initial state understood and not
understood, assumptions agreed and not agreed upon, assumptions explicit and
not explicit, and familiar pattern and new pattern. Each dimension implies in-
formation needs, so that, for example, well-structured problems may require
hard, quantitative data; specific goals require data for monitoring and mea-
surement; and familiar pattern problems are handled with procedural and his-
torical information.

Tactics used to frame decision problems. The perception of information needs
depends on how the decision problem is initially framed. While we looked at the
effects of individual attitudes earlier, the application of specific types of tactics
creates a broader context by introducing external ideas, targets, and new norms.
From an analysis of 177 decision cases collected from mostly high-level managers
in organizations across the United States and Canada, Nutt (1992) concluded that
the types of tactics used to frame decision problems not only shaped information
needs and sources but also influenced decision success. Four problem-framing
tactics emerged from the study: idea tactics, problem tactics, target tactics, and
reframing tactics. Idea tactics were the most frequently used, where an idea from
outside the decision process is introduced into a decision situation as a solution.
Ideas may originate from “the decision maker’s visions and beliefs, educational
activities, the media, the literature, vendors, joint venture opportunities, the
notions of key people, and staff proposals” (Nutt 1992, p. 527). These ideas are
then elaborated, tested, and refined through the decision process. Problem tactics
begin by identifying the problem and, based on this identification, exploring and
analyzing the problem’s distinctive features in order to develop a remedy. Target
tactics specify desired objectives or directions expressed as performance im-
provements, cost reductions, and so on. Subsequent decision making then
searches for alternative solutions and selects the solution most likely to meet the
target. Reframing tactics highlight the need for action by introducing new norms
that magnify the problem and amplify the importance of acting to rectify it. New
norms may be derived from “the experiences of competitors, breakthroughs by
innovation, developments described in the literature, and in other ways” (Nutt
1992, p. 529) and are justified by citing their origins. The study also found that
reframing, although the least frequently used, was the most successful tactic in
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that using the tactic led to all of the decisions being implemented, in the shortest
average time, with the best results. Conversely, idea tactics were more frequently
used but much less successful. Nutt (1992) suggests that decision makers pre-
ferred idea tactics because they reduced uncertainty, because decision makers
believed that implementing their own visions constituted good leadership, and
because the tactic was economical as “time and money was not spent in idea
finding, just idea testing” (Nutt 1992, p. 537).

Information Seeking in Decision Making

Information Seeking and Cognitive Needs

Multiple managerial roles. How managers seek information in decision making
depends on the roles the manager plays in an organization. From a study of man-
agerial work based on direct observation, Mintzberg (1973) developed three sets
of managerial roles: interpersonal, informational, and decisional roles. The man-
ager plays three interpersonal roles. Because of the formal authority invested in
him, he takes on the role of a figurehead, representing his organization in formal
and social matters. As a leader, he defines relationships with his subordinates
through staffing, motivating, and so on. Finally, as a liaison, he interacts with
peers and external persons to gain information and favors. The interpersonal
roles give the manager access to many internal and external sources of informa-
tion, and he becomes the nerve center of organizational information. He acts in
three informational roles. As monitor, he seeks and receives information about
the organization and the environment. As disseminator, he transmits special in-
formation into the organization. As spokesman, he disseminates the organiza-
tion’s information out to the environment. The unique information access com-
bined with status and authority place the executive at the focal point of the
organization where decisions are made. Four decisional roles are discerned. As
entrepreneur, the executive searches for problems and opportunities and uses
information to initiate and design controlled change through “improvement
projects” that exploit an opportunity or solve a problem.As disturbance handler, the
executive deals with unexpected but important events for which there is no clear
programmed response. Such stimulus may arise from conflicts between subordi-
nates, loss of resources, and difficulties between one organization and another.
As resource allocator, the executive controls the distribution of all forms of or-
ganizational resources by scheduling time, programming work, and authorizing
decisions made by others. Finally, as negotiator, the executive engages in major,
nonroutine negotiation and communication activities with other organizations or
individuals. Negotiation is regarded as “resource trading in real time” in which
someone in authority commits the quantity of resources at stake. The three sets
of ten managerial roles form an integrated whole, where “the manager is an
input-output system in which authority and status give rise to interpersonal rela-
tionships that lead to inputs (information), and these in turn lead to outputs (in-
formation and decisions). One cannot arbitrarily remove one role and expect
the rest to remain intact. . . . It is the manager’s informational roles that tie all
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managerial work together—linking status and the interpersonal roles with the
decisional roles” (Mintzberg 1973, pp. 58, 71).

High-velocity decision making. Time scales have shrunk in today’s environ-
ments. Technologies and market forces now compel organizations to respond in
hours and days where before they had weeks and months. How do managers seek
and use information in such high-velocity environments? Eisenhardt (1989, 1990)
studied the information behaviors of top management teams in 12 microcomputer
firms that were operating in “high-velocity” environments where the market and
technology were moving so rapidly that information available was poor, mistakes
were costly, and recovery from missed opportunities was difficult. In such dy-
namic environments, the ability to make fast decisions was found to be linked to
strong performance. Contrary to expectations that fast decision makers would
limit their information gathering and analysis to save time, the study found that
fast managers used as much, and sometimes more, information as did their slower
counterparts. However, fast managers concentrated on real-time information
about current operations and current environment which was reported with little or
no time lag, whereas slow decision makers relied on planning and future-oriented
information. Real-time information is gathered in several ways: fast managers
tracked operational measures of performance, shared information in frequent
operational meetings, and sought advice from experienced, trusted managers.
Again surprisingly, fast managers used the information to develop a larger number
of alternatives than the slower decision makers. However, they analyzed the
information quickly by comparing alternatives with each other rather than exam-
ining each alternative in depth. Fast managers adopted information strategies that
accelerated their decision making without compromising decision quality.

Information Seeking and Affective Responses

Conflict model of decision making. Janis and Mann (1977) maintain that deci-
sional conflicts are likely whenever consequential choices are made, and they arise
because the decision maker simultaneously experiences the opposing tendencies
to accept and reject a course of action. Decisional conflicts are sources of stress,
which vents itself in feelings such as apprehensiveness, a desire to escape from the
choice situation, and self-blame. Janis and Mann develop a conflict model of deci-
sion making that examines the distinctive patterns by which individuals cope with
the stress of decision situations. The model is based on a series of questions that
are raised in sequence by every decision maker. Faced with information suggest-
ing a need for change, the decision maker asks herself these four questions:

1. Are the risks serious if I do not change?

2. Are the risks serious if I do change?

3. Is it realistic to hope to find a better solution?

4. Is there sufficient time to search and deliberate?

(Janis and Mann 1977)
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If the risks of not changing are not serious (1), the individual behaves as be-
fore with no sense of conflict (unconflicted adherence). In this case, the individual
is indifferent toward information, taking only casual notice of messages about an
unworrisome issue. If the no-change risks are or may be serious, then the second
question asks what are the risks of taking on change (2). If the risks of effecting
change are not serious, then the individual will carry out the change action again
with no feeling of conflict (unconflicted change). As before, the individual is non-
chalant about information, since change is uncontentious. However, if the risks of
effecting change are or may be serious, the individual becomes emotionally
aroused as she starts to search earnestly for information about solutions or ways
to avoid making a choice. The next question asks, for each of the contemplated
alternatives, if there is hope of finding a better solution by furthering the infor-
mation search (3). If it is unrealistic to hope for a better solution, and if the present
alternatives are unacceptable or unsatisfactory, the individual will cope by avoid-
ing cues that aggravate anxiety or other painful feelings about being trapped in a
hopeless situation (defensive avoidance). The individual thus becomes close-
minded and biased in her information seeking. However, if it is realistic to hope
to find better solutions, the next question asks whether there is sufficient time to
search and deliberate (4). If there is too little time available to search for a better
solution that exists, as when the individual is given a deadline that it too tight
or she can see the danger closing in, the individual enters a state that Janis and
Mann call “hypervigilance,” a feeling of being trapped with little time left to find
a safe way out. An extreme form of hypervigilance is panic, in which the individ-
ual makes a snap decision, often by simply following what others are doing. The
individual shows indiscriminate openness to all information, failing to discern the
relevance of messages and eventually becoming overloaded by information.
However, if there is sufficient time to search and deliberate, the individual feels
confident about finding a safe or workable solution and exercises care and dis-
criminating openness in her information seeking (vigilance). The model therefore
implies that vigilant information seeking and processing requires four conditions
to be met: awareness of serious threat if no change is taken; awareness of serious
risk in acting to change; hope or confidence that a satisfactory solution can be
found; and sufficient time to search and evaluate (Janis and Mann 1977).

Avoiding information seeking. Johnson (1996) finds that there may be as many,
if not more, reasons for not seeking as for seeking information. He identifies six
reasons to avoid information seeking. First, managers avoid information that
would force them to have to make a decision. Avoiding decision making can
mean not being exposed to the risk of culpability and accountability. Second,
ignorance can be used as a justification for inaction, as when a manager says that
“I cannot do anything until I know more about the problem.” Third, asking for
information can imply a lack of trust. A specialist might suggest that a manager
should trust the former’s actions without having to require information about
reasons and risks. Fourth, not seeking information is often a way of avoiding
conflict. This may be especially true when the information is negative or likely to

238 The Knowing Organization



harm or embarrass some party. In contentious situations, agreement is often
assumed without detailed probing. Fifth, not seeking information can allow a
comfortable status quo to continue. Finding new information may require action
to learn more or to change from a familiar to an unfamiliar state. Sixth, the very
act of seeking information can imply revealing or admitting one’s ignorance.
Allen (1977) found that engineers preferred not to lose self-esteem in the eyes of
colleagues by seeking information from them. Blau (1954) found that advice
seeking in a government bureaucracy was associated with perceived status: a
person’s status would be lowered by the constant seeking of information from
higher-status members, especially when the latter did not in turn ask the person
for information.

Information Seeking and Situational Dimensions

Information seeking and decision modes. Information seeking in decision mak-
ing varies according to the task and organizational demands that constrain or direct
the process. From a database of 136 strategic decisions, Hickson et al. (1986)
categorized decisions based on process variables which included information-
seeking attributes. These attributes concerned the number of sources used, vari-
ability in the quality of information, use of external sources, and the amount of
effort spent in acquiring information. (Other process variables described the
nature of interaction, flow disruptions and impedances, process and gestation
time, and the authority level at which decision ends.) The analysis showed that
there were three kinds of decision processes: sporadic processes, fluid processes,
and constricted processes (Hickson et al. 1986). Sporadic decision processes are
protracted, informal, and spasmodic, taking over a year or two to come to a
conclusion, but not before they have come up against many obstacles and dis-
ruptions that delay progress. Work is concentrated in short bursts of activity, and
information gathering is characterized by the use of multiple sources, variability
in information quality, and informal personal contacts. In sporadic processes,
decision makers will find that “not all the information they get can be relied
upon, so they and their staff will have to sift out that which they feel they have
confidence in, and that which is better ignored. They will be drawn into bursts of
activity in corridors and offices, in between the delays, when the matter is on
everyone’s mind and answers to questions are demanded there and then, until the
excitement dies down as other things become even more pressing” (Hickson
et al. 1986, p. 118). In contrast, fluid decision processes move along swiftly at a
steady pace and make use of formal channels. Work is handled by committees
and project groups, requiring decision makers to attend a greater number of
meetings, but “far from getting in the way, these formally-arranged proceedings
seem to facilitate a rapid conclusion” (p. 120). In fluid processes, fewer sources
of expertise are consulted, and there is also less variability in the level of confi-
dence of participants. Constricted decision processes are more narrowly channeled
and are more restrained than the other two processes. Meetings and committees are
still the mode, but there are fewer of them. Information seeking still involves
multiple sources, but less effort is expended in acquiring information. These
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processes do not generate as much bustle because there is clarity about what in-
formation is required and how that information may be found.

The four models of decision making presented in this chapter are also char-
acterized by distinctive approaches in information seeking. We show this in
Fig. 5.7, which compares the intensity of information seeking across the four
modes. By intensity we mean the depth and breadth of the information seeking,
as well as the effort and resources that are consumed in the process. In the ratio-
nal mode, information seeking is relatively low in intensity since it is guided by
rules and routines that are designed to simplify the search process. Seeking is
limited to local searches in the neighborhood of symptoms or recent experience
and is driven by the appearance of well-defined stimuli or problems. In the
process mode, information seeking is probably the most intense, mainly because
there is little prior knowledge about available alternatives, or even about where
to look for possibilities. Information gathering is spread out over time and iter-
ates through many cycles, with a substantial amount of effort being expended
during the development phase of the process. In the political mode, information
seeking intensifies in order to gather and select information that supports a posi-
tion or some preferred option. This may require a broad scan covering a number
of sources, including expert or well-regarded sources. Moreover, information
may need to be verified to ensure that it can withstand adversarial scrutiny.
Information seeking may be selective and biased in favor of information that
supports preferred options. In the anarchy mode, information seeking in the form
of purposeful search is at a low level in the sense that solutions and alternatives
are uncoupled from problems, and information leaves or enter decision situations
with a certain degree of randomness.
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FIGURE 5.7. Information Seeking in Organizational Decision Making
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Structure, incentives, and information access. Information availability and ac-
cess is influenced by many institutional characteristics, notably the organiza-
tional structure that regulates information flow and incentive systems that reward
the pursuit of certain goals and information. Hierarchy and specialization is a
traditional means for organizations to increase their information-processing
capacity to match task performance requirements (Galbraith 1973), but in some
situations, hierarchy and specialization may impede or distort information flow.
In a well-known study, Pettigrew (1972) described how a senior manager occu-
pying a strategic position in the organizational structure was able to influence the
board of directors’ decision to purchase a large computer system through artfully
gatekeeping the information reaching the directors. Besides structure, incentive
systems influence information use by encouraging the transmission of certain
types of information while discouraging the transmission of other types. Incen-
tive systems also draw decision makers’ attention to a few highly rewarded out-
comes while excluding other important, possibly superior alternatives (O’Reilly,
Chatman, and Anderson 1987). For example, O’Reilly et al. (1987) observed that
“subordinates attempt to present themselves in a favorable light to those above
them in the hierarchy and are willing to suppress certain important pieces of in-
formation while transmitting unimportant information if it reflects favorably on
themselves” (p. 612).

Information Use in Decision Making

Information Use and Cognitive Needs

Cognitive simplifications. In an earlier section, we contrasted two views of cog-
nitive simplifications that people use in making judgments and decisions. The
heuristics and biases school found that people use mental shortcuts to reduce
cognitive effort, but these heuristics can lead to errors and biases. Thus, decision
makers may over-rely on the use of stereotypes, information that is easy to recall,
and initial impressions or estimates (Tversky and Kahneman 1974; Gilovich
et al. 2002). Many of these biases may be amplified in organizational decision
situations, as when the subject matter is complex, the information is ambiguous,
or time pressure or information overload forces decision makers to curtail their
analysis. Another view believes that simple heuristics do in fact work well in
enabling individuals to arrive at reasonable decisions (Gigerenzer et al. 1999).
These heuristics exploit the ways that information is structured in different envi-
ronments in order to find and use information cues that seem to work well for the
problem at hand.

Eisenhardt and Sull (2001) studied dozens of firms that operated in turbu-
lent, unpredictable environments and found many that made use of a few simple
rules to decide what action to take. For example, when Cisco first moved to
an acquisitions-led strategy, its rule was that it could acquire companies with at
most 75 employees, 75 percent of whom would be engineers. In the mid-1980s,
when Asian chip manufacturers were disrupting world markets, Intel followed a
simple rule: allocate manufacturing capacity based on a product’s gross margin.
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At the Danish hearing-aid company Oticon, executives would pull the plug on a
product in development if a key team member left for another project. Where do
these rules come from? The study suggested that many grew out of experience,
including mistakes. Here are two examples:

Take Yahoo! and its partnership-creation rules. An exclusive joint venture with a
major credit card company proved calamitous. The deal locked Yahoo! into a
relationship with a particular firm, thereby limiting e-commerce opportunities.
After an expensive exit, Yahoo! developed two simple rules for partnership
creation: deals can’t be exclusive, and the basic service is always free. . . . eBay,
for example, started out with two strong values: egalitarianism and community—
or, as one user put it, “capitalism for the rest of us.” Over time, founder and
chairman Pierre Omidyar and CEO Meg Whitman made those values explicit in
simple rules that helped managers predict which opportunities would work for
eBay. Egalitarianism evolved into two simple how-to rules for running auctions:
the number of buyers and sellers must be balanced, and transactions must be
as transparent as possible. (Eisenhardt and Sull 2001, pp. 110–11)

Selective information processing. Besides heuristics and shortcuts, human deci-
sion makers in organizational settings are also biased by their tendency to selec-
tively seek out and use information that confirms their beliefs or supports their
desired outcomes. This selective processing does not imply that decision makers
abbreviate their information search, but rather decision makers seek more infor-
mation than is required and use this information to increase their confidence
in their choices (O’Reilly 1983). In organizational decision situations sur-
rounded by high levels of uncertainty, “preferences for outcomes may be the
least ambiguous component of the decision process, more certain than the defin-
ition of the problem, the range of feasible alternatives, or the probabilities asso-
ciated with various alternatives” (O’Reilly 1983, p. 109). Decision makers may
therefore reduce uncertainty by focusing on information that helps them to
achieve preferred outcomes.

In public policy decisions, it is not uncommon for preferred outcomes to be
selected first, and then for information to be gathered and presented to justify the
desired alternative and outcome. Meltsner’s (1976) study of policy analysts found
two categories of information sought by decision makers: information used to
make decisions and information used to support decisions that have already been
made (pp. 72–79). Thus, decision makers would hire external consulting groups
to do evaluation studies not for the purpose of discovering better alternatives but
to garner expert support for options already chosen. A different situation is when
information is not used in policy decision making. Based on research by herself
and others, Feldman (1989) observes that “bureaucratic analysts work in a situa-
tion characterized most of the time by a lack of attention by decision makers or
policy makers. Many reports they write are not read; many contracts they set up
are not used; much expertise they acquire is not called upon. Decisions about poli-
cies seem to be made on the basis of politics and personal loyalties rather than the
information and expertise that the analysts have to offer” (p. 93).
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Information Use and Affective Responses

Groupthink and group polarization. Based on his analysis of well-documented
fiascoes in policy decision making (including the Bay of Pigs invasion, the attack
on Pearl Harbor, and the escalation of the Vietnam War), Janis (1982) attributed
the errors to a tendency of people working in highly cohesive groups to seek
concurrence to such an extent that it interferes with the vigilant processing of in-
formation. Janis (1982) coined the term groupthink to refer to “a mode of think-
ing that people engage in when they are deeply involved in a cohesive in-group,
when the members’ strivings for unanimity override their motivation to realisti-
cally appraise alternative courses of action” (p. 9). The symptoms of groupthink
are divided into three types. First, group members share a feeling of invulnera-
bility which leads to optimism and a willingness to take risks. Second, group
members are close-minded, collectively rationalizing or discounting aberrant
information and maintaining stereotyped views of opposing parties as weak and
ineffectual. Third, group members press toward uniformity, sustaining a shared
impression of unanimity through self-censorship as well as direct pressure
against dissenting views. As a result of these affective illusions of invulnerabil-
ity and solidarity, the group’s seeking and use of information is compromised,
and decision making becomes defective. Specifically, members fail to survey
alternatives and objectives adequately; do not examine risks of preferred choice
or reappraise alternatives that were initially rejected; search for information
poorly; process information in a biased, selective way; and do not make contin-
gency plans (Janis 1982). Groupthink is more likely when decision makers are
members of a cohesive group, when organization structure insulates the group or
lacks norms to require methodical procedures, and when the decision situation is
highly stressful due to external and internal threats. Threats can cause the group
to close ranks and rely on each other for social and emotional support, thereby
heightening the desire to seek concurrence and consensus.

Groups can tend to make more-extreme decisions than individuals working
alone. During group discussion we compare our decisions with the decisions of
others. Initially we may think of ourselves as being fairly risk taking, especially
when this is considered a valued trait in the organization or society. As discussion
proceeds, we may realize that we are not particularly risk seeking compared to
others in the group. We then increase the level of risk of our decision when asked
to remake the decision. A reverse cautious shift (toward greater risk aversion)
can occur in situations where caution rather than risk is the socially valued norm
(Stoner 1968). This group polarization can be the result of informational factors
and reputational factors (Sunstein 2003). The informational influence arises be-
cause people respond to arguments made by other people, and the argument pool
in any group with some predisposition in one direction would be skewed in that
direction. If a number of people seem to believe that some proposition is true,
there is reason to believe that the proposition is in fact true. Most of what we
know comes not from firsthand knowledge but from what we learn from what
others do and think. The reputational influence arises because people want to be
perceived favorably by others in the group and also to perceive themselves
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favorably. There is a pervasive human desire to enjoy the good opinion of others:
if a number of people seem to believe something, there is an incentive not to
disagree with them, at least not in public.

The relationship between group diversity and group performance is com-
plex. Jehn, Northcraft, and Neale (1999) conducted a field study of 92 work-
groups in one of the top three firms in the household goods moving industry.
They analyzed the influence on workgroup performance of three types of diver-
sity: social category diversity (sex, age), value diversity (goals, beliefs), and
information diversity, which refers to differences in knowledge and perspectives
that members bring as a function of differences in education, experience, and
expertise. Information diversity is found to be more likely to lead to improved
performance when tasks are nonroutine. Their general conclusion is that

For a team to be effective, members should have high information diversity and
low value diversity. For a team to be efficient, members should have low value
diversity. For a team to have high morale (higher satisfaction, intent to remain,
and commitment) or to perceive itself as effective, it should be composed of
participants with low value diversity. What these consistent findings suggest is the
value, for most measures of group performance, of low value diversity among
members. (Jehn et al. 1999, p. 758)

Overcommitment in escalation situations. In some situations, decision makers
become increasingly locked into failing courses of action. Decision makers con-
tinue to positively evaluate and pursue a course of action even when objective
facts indicate withdrawal is necessary to reduce further losses. Our past decisions
become what economists term sunk costs—old investments of time or money
that are now irrecoverable. We know, rationally, that sunk costs are irrelevant to
the present decision, but nevertheless they prey on our minds, leading us to make
inappropriate decisions (Arkes and Blumer 1985). Organizations often find
themselves in escalation situations, “where things have not only gone wrong, but
where potential actions aimed at curing the problem can actually deepen or com-
pound the difficulty” (Staw and Ross 1987, p. 40). A classic example of escala-
tion is when an organization continues to pour resources into an ailing project
rather than pulling the plug. (Two real-world case studies on escalation situations
concern the world exposition [Expo 86] in Vancouver [Ross and Staw 1986], and
Long Island Lighting Company’s decision to build a nuclear power plant [Ross
and Staw 1993].) Staw and Ross (1987) identify a number of psychological, so-
cial, and organizational factors that can induce escalation and overcommitment.
An important psychological factor is the need for self-justification: in order to
protect our own self-esteem, we may hang on or even allocate further resources
to “prove” that the project is a success. Another psychological factor is biased
information use. If facts challenge project viability, managers try to find reasons
to discredit the information sources or the quality of the information. If the in-
formation is ambiguous, managers may only make use of favorable facts that
support the project. In terms of social factors, managers persist in a project
because they do not wish to expose their mistakes to others. They continue a
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project in order to justify the decision to others, to save face, and to avoid public
admission of poor judgment. Culturally, we associate persistence with strong
leadership, as implied in exhortations such as “staying the course,” “weathering
the storm,” and “sticking to your guns.” Persistence and determination is seen as
a sign of leadership and withdrawal as a sign of weakness. An important organi-
zational factor is administrative inertia. A decision to cancel a major project can
be disruptive and expensive: it may require changing rules and policies, moving
or firing people, litigating, or compensating for cancelled contracts, so much so
that “killing a project is as costly as saving it.” Another organizational factor is
institutional embeddedness, which can happen if a long-standing project or line
of business becomes closely identified with the organization. Stakeholder groups
develop vested interests in the project. Reputations become tied to the project. In
this case, decision makers may believe that “killing the project is like killing the
very purpose of the organization.”

Information Use and Situational Dimensions

Information use varies by decision mode. The four models of decision making
presented in this chapter are also characterized by distinctive approaches in
information use. We show this in Fig. 5.8, which compares the degree of control
in information use across the four modes. By control we mean the effort that is
expended in attempting to direct or influence the use of information. In the
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rational mode, information use is relatively controlled, being guided by the
principle of selecting an alternative that is good enough to pass acceptable
criteria. In the process mode, information use is focused as repeated cycles of
information processing converge on a solution which is a specific answer to a
specific problem, and which has to be presented to and authorized by upper
management. In the political mode, information use is highly controlled and
directed as a political tactic to justify preferred outcomes. Information is selec-
tively processed, so that information that contradicts assumptions or expectations
is ignored or reinterpreted. In the anarchic mode, information use is uncon-
trolled, as solutions are attached to problems through happenstance and indi-
vidual interest, and decisions are made by flight and oversight more often than
by rational resolution.

Information handling rules. An important category of any organization’s
standard operating procedures is its information-handling rules. These rules
direct and constrain the flow and use of information. In particular, information-
handling rules define the characteristics of the input information taken into the
organization; the rules for distributing and condensing the input information;
and the characteristics of information leaving the organization (Cyert and March
1992, p. 127). As a result of these rules, not everyone in the organization seeks
or receives all of the information the organization uses. The choice of who is to
gather which information can be significant because the individual who encoun-
ters the information initially may also be the first to evaluate its relevance, de-
termine its routing, and in general screen, condense, or highlight the information
or some aspect of it. Cyert and March make clear that standard operating proce-
dures direct information flow by setting routing rules and filtering rules. In
routing information, many organizations follow the principle that “it is appropri-
ate to process information through the hierarchy defined in terms of task
specialization” (p. 129), since information needs are presumably tied to task spe-
cialization. In filtering information, each functional department (finance, person-
nel, production, sales) will select information using its specialized knowledge or
view of the world. Routing and filtering rules interact to affect the seeking and
availability of information: “What makes the routing rules important is their
linkage with filtering at various communication relay points and the fact that
there are dead ends in the routes. Information is condensed and summarized as it
goes through the organization and some information never reaches some points”
(Cyert and March 1992, p. 130). The increasing summarization of information as
it travels up the levels of an organization is a well-known phenomenon. March
and Simon (1993) call this uncertainty absorption, where “inferences are drawn
from a body of evidence and the inferences, instead of the evidence itself, are
then communicated. The successive editing steps that transform data obtained
from a set of questionnaires into printed statistical tables provide a simple
example of uncertainty absorption” (p. 186). While uncertainty absorption may
reduce information load, the recipient is generally unable to judge its correctness
but must trust the source and transformation process. As March and Simon
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quipped, the “facts” communicated may be disbelieved, but they can only rarely
be checked (p. 187).

A different view of decision making is adopted in the research on natural-
istic decision making (NDM), which focuses on decision making by skilled
professionals such as firefighters, critical care nurses, pilots, nuclear power plant
operators, and military personnel:

The study of NDM asks how experienced people, working as individuals or groups
in dynamic, uncertain, and often fast-paced environments, identify and assess their
situation, make decisions and take actions whose consequences are meaningful in
them and to the larger organization in which they operate. (Zsambok 1997, p. 5)

NDM analyzes real-world decision making in situations with these charac-
teristics: problems are ill-structured; environment is uncertain and dynamic;
goals are shifting, ill-defined, or competing; decisions are ongoing with action
and feedback; time available is limited; stakes are high; multiple players are
involved; and organizational goals and norms form the context. An important
result of NDM is recognition-primed decision making. The model combines two
processes: the way decision makers size up the situation to recognize which
course of action makes sense, and the way they evaluate that course of action by
imagining it (Klein 1998, p. 24). The basic strategy is that decision makers rec-
ognize the situation as typical and familiar; they understand what types of goals
would make sense, which information cues are important to attend to, what to
expect next, and the typical ways of responding in a given situation, including a
course of action that is likely to succeed. Thus, decision makers do not start with
goals and expectations and then analyze the situation. Instead, the recognition of
goals, cues, expectancies, and actions is part of what it means to recognize a sit-
uation (Klein 1998, p. 25). Courses of action are quickly evaluated by imagining
how they will be carried out, and not by formal analysis and comparison. By
imagining the course of action, they can spot weaknesses and find ways to avoid
these, thereby making the option stronger.

VIII. SUMMARY

The ability of individuals in organizations to behave rationally is limited
by their cognitive capacities, information constraints, and differences be-
tween personal values and organizational goals. The concept of bounded
rationality is fundamental in the study of organizational decision making.

Decision makers “satisfice” rather than maximize, that is, they choose an
alternative that exceeds some criteria rather than the best alternative. They
follow rules and routines that simplify the decision-making process by
reducing the need for search, problem solving, or choice.

All decisions are about finding and choosing courses of action in order to
attain goals. The difficulty of making a decision then depends on how
clear the goals are and how well we know about methods that can achieve
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the desired goals. All decision situations in organizations can be charac-
terized by these two basic dimensions: goal uncertainty and procedural
uncertainty.

Depending on the level of goal and procedural uncertainty, organizational
decision making may be analyzed using the rational model, process
model, political model, or anarchic model.

In the rational model, when both goals and available alternatives are clear,
the organization reduces the uncertainty of decision making by specifying
decision premises, rules, and routines (March and Simon 1993).

The process model identifies the phases and activities that form the struc-
ture of many strategic decision processes. The quality of a decision
process depends on the way a decision is framed and the way alternatives
are developed (Mintzberg et al. 1976).

Goal conflict is a fundamental cause of the exercise of power in decision
making. In the political model, organizations respond to goal conflict in
two generic ways: they behave as coalitions, and they pursue procedural
rationality.

In the anarchic model, a decision situation is like a garbage can into which
various kinds of problems and solutions are dumped by participants as
they are generated. A decision happens when problems, solutions, partici-
pants, and choices coincide (Cohen et al. 1972).

Information needs. Organizational decision making requires information
to reduce uncertainty in at least three ways: (1) to frame a choice situation,
(2) to define preferences and to select rules, and (3) to identify available
courses of action and assess their projected outcomes.

Information seeking. Search is satisficing (March and Simon 1993): it
stops when the first good-enough solution is found (rational decision
model), or when ample evidence is gathered to support a preferred option
(political decision model), or when courses are developed or investigated
sufficiently to be presented for final evaluation (process decision model).

Information use. Organizations guide the use of information by establish-
ing decision premises, rules, and routines for different types of decision
situations. Premises and rules define what information to attend to and
what values to apply in evaluating alternatives (Simon 1997).
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C H A P T E R

A TALE OF TWO ACCIDENTS

Oh! I have slipped the surly bonds of Earth
And danced the skies on laughter-silvered wings;
Sunward I’ve climbed, and joined the tumbling mirth
Of sun-split clouds, — and done a hundred things
You have not dreamed of — wheeled and soared and swung
High in the sunlit silence. Hov’ring there,
I’ve chased the shouting wind along, and flung
My eager craft through footless halls of air. . . .

Up, up the long, delirious burning blue
I’ve topped the wind-swept heights with easy grace
Where never lark, or ever eagle flew—
And, while with silent, lifting mind I’ve trod
The high untrespassed sanctity of space,
Put out my hand, and touched the face of God.

—John Gillespie Magee, Jr. (Pilot, Royal Canadian Air Force)

The three preceding chapters looked at sense making, knowledge creation, and
decision making. This chapter will consider how the interactions between the do-
mains of meaning, knowing, and acting can both bolster and block learning in
organizations. We start with a short statement of the dynamics between sense
making, knowledge creation, and decision making, as shown in Fig. 6.1.

Sense making begins when organizations enact or bracket a significant
change in the environment. Making sense of new signals is driven by the beliefs
as well as the past actions and interpretations of the organization. The outcome
of sense making is the perception of a problem (or opportunity), set against a
flow of current and past constructions of meaning and purpose that are related to
the perceived change. It is the combination of foreground problems and back-
ground meanings that forms the context for organizational action and reflection.
Knowledge creation is set in motion when organizations face a consequential
“knowledge gap” that needs to be filled or when new knowledge is needed to
address a novel problem. Knowledge creation and use is an interplay of tacit and



explicit knowledge, situated in and shaped by shared norms and assumptions
about what new information or knowledge would be worthwhile for the organi-
zation to pursue. The result of knowledge creation is new insight that can help
the organization to make sense of a problem or new capabilities that enable deci-
sion makers to adopt a course of action. Decision making occurs when organiza-
tions are required to choose between courses of action—the organization faces a
“decision gap.” Decision making is both about respecting rules and premises that
contain what has been learned from past experience and about recognizing situ-
ations where old assumptions no longer apply and new rules need to be con-
structed. The outcome of decision making is commitment to a course of action.
Part of this commitment must rest on a shared understanding of the reasoning, in-
terpretation, and knowledge that supports the selected option. Where this com-
mitment is missing due to lack of trust and understanding, it becomes hard to act
on the new knowledge, and we see a “knowing-doing gap.”

In the following sections, we will use this framework to reflect on the two ac-
cidents that destroyed the space shuttle Challenger and Columbia. In many ways,
we admire NASA as a learning organization par excellence—an organization
with its accomplishments has demonstrated a prodigious capability to manage
innovation and change. At the same time, the accidents, and how similar they
appear to be, suggest a certain weakness in the capacity to learn. This weakness
is not unique to NASA and may be an inherent element of all organizations char-
acterized by complex structures, deeply held histories and cultures, and compart-
mentalized knowledge. We will take a detailed look at each accident, focusing on
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the interactions between meaning, knowing, and acting that can enable as well as
impede learning. We will consider information-seeking and -use processes that
underlay the construction of meaning and action and witness how structure, cul-
ture, politics, and human fallibility set the stage for the drama of organizational
learning.

I. SPACE SHUTTLE CHALLENGER (1986)

On January 28, 1986, at 11:38 A.M. EST, the space shuttle Challenger (Flight
STS 51-L) was launched from Cape Canaveral, Florida. The mission ended
73 seconds later when the Challenger disintegrated in a billowing cloud of fire
and smoke. All seven crew members, including Christie McAuliffe (“America’s
teacher in space”), were killed in the explosion. The Presidential Commission
investigating the accident subsequently determined that Challenger was de-
stroyed after hot propellant gases flew past the aft joint of the shuttle’s right solid
rocket booster, burning through two synthetic rubber seal rings called O-rings
and vaporizing the seal. The problems with the O-rings were not new. They had
been known as early as 1977 and had been formally classified and documented
as a critical, life-threatening problem for many years. NASA had in place a multi-
level system of rules and routines, checks and balances to assess risk and control
launch decisions. On the eve of the last flight of Challenger, concerns were raised
repeatedly and vocally about the safety of the mission. Why was it that, despite
the elaborate procedures and standards that had been put in place, the availabil-
ity of information about the technical problems that caused the explosion, and
the warnings and objections about the risks presented by the conditions of the
launch, the mission was allowed to proceed?

The Commission concluded that “the decision to launch the Challenger was
flawed.” Specifically, it identified “failures in communication that resulted in a
decision to launch 51-L based on incomplete and sometimes misleading infor-
mation, a conflict between engineering data and management judgments, and a
NASA management structure that permitted internal flight safety problems to by-
pass key Shuttle managers” (Presidential Commission 1986, p. 82). The U.S.
House of Representatives conducted its own hearings and also concluded that
“the fundamental problem was poor technical decision-making over a period of
several years by top NASA and contractor personnel” (U.S. Congress 1986).

We suggest that the Challenger accident was more than a case of flawed de-
cision making. In order to understand why the accident occurred, we need also to
analyze how participants made sense of the stream of events and outcomes that
preceded the launch, and why information and knowledge that could have
averted the accident were not able to exercise their influence.

In 1973, Morton-Thiokol, Inc., won the bid to develop a solid rocket motor
for NASA’s space shuttle program. Thiokol then engineered the space shuttle’s
solid rocket booster (SRB) based on the Air Force’s Titan III design because of
its reliability. The SRB’s steel case was divided into segments that were joined
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and sealed by rubber O-rings (Fig. 6.2). Although the Titan’s O-rings had occa-
sionally been eroded by hot gases, the erosion was not regarded as significant. A
second, redundant O-ring was added to each joint to act as backup should the pri-
mary O-ring fail. As early as 1977, a test of the SRB case showed an unexpected
rotation of the joints which decompressed the O-rings, making it more difficult
for them to seal the joints. In 1980, a review committee concluded that safety
was not jeopardized and the joints were classified as Criticality 1R, denoting that
joint failure could cause loss of life or shuttle (the 1 in the rating) but that the sec-
ondary O-rings provided redundancy (the R in the rating). In 1983, the SRBs
were modified to use thinner walls, narrower nozzles, and more-powerful fuel,
which worsened the joint rotation. Tests showed that the rotation could be so
large that a secondary O-ring could not seal a joint and provide redundancy. The
R rating was consequently removed from the joints’ criticality classification.
However, many NASA and Thiokol documents produced over the next three
years continued to list the criticality as 1R and seemed to suggest that neither
NASA nor Thiokol management had thought that a secondary O-ring could
really fail to seal a joint (Starbuck and Milliken 1988b).

Closer to the time of Flight 51-L, the incidence of heat damage at the SRB
joints was growing—three of the five 1984 flights showed heat damage, followed
by eight of the nine 1985 flights, and the flight on January 12, 1986, just two weeks
before the Challenger accident. In spite of these signals, the management of the
SRB project at Marshall Space Flight Center and at Thiokol remained confident
that the erosion was “allowable” and an “acceptable risk.” The April 1985 flight
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FIGURE 6.2. Space Shuttle Challenger

The Challenger sits atop the eternal
tank, flanked by solid rocket boosters
(NASA Johnson Space Center
STS51L(S)154 http://images.jsc.nasa.
gov/lores/STS51L(S)154.jpg)

A side view, with the segmented solid rocket
booster in the foreground (NASA Johnson
Space Center S85-40032 http://images.jsc.
nasa.gov/lores/S85-40032.jpg)
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(STS 51-B) showed significant damage at one primary O-ring, with a substantial
amount of hot gas blowing by this ring, which in turn eroded the secondary 
O-ring. This was the first instance of an erosion in a secondary O-ring: “What
Thiokol found was alarming. The primary O-ring seal had been compromised
because it eroded .171 inches and it did not seal. The secondary O-ring did seal,
but it had eroded .032 inches [The diameter of each O-ring was .28 inches]”
(Presidential Commission 1986, v.1, p. 137). Lawrence Mulloy (manager, Solid
Rocket Booster Project at Marshall) said “this erosion of a secondary O-ring
was a new and significant event . . . that we certainly did not understand. . . . here
was a case where the primary O-ring was violated and the secondary O-ring was
eroded, and that was considered to be a more serious observation than previously
observed” (p. 137).

In view of the primary O-ring failure observed in STS 51-B, Mulloy placed
a “launch constraint” on all subsequent flights, acknowledging that a problem of
Criticality 1, 1R, 2, or 2R might occur. Nevertheless, the Commission found that:
“After the launch constraint was imposed, Project Manager Mulloy waived it for
each Shuttle flight after July 10, 1985. . . . Mulloy and Wear [solid rocket motor
manager at Marshall] both testified that the constraint was still in effect and
waived for Challenger’s flight” (pp. 137, 138). Mulloy later explained his waiver
of the launch constraint for subsequent flights as follows:

Since the risk of O-ring erosion was accepted and indeed expected, it was no
longer considered an anomaly to be resolved before the next flight . . . I concluded
that we’re taking a risk every time. We all signed up for that risk. And the
conclusion was, there was no significant difference in risk from previous launches.
We’d be taking essentially the same risk on Jan. 28 that we have been ever since
we first saw O-ring erosion. (Mulloy, quoted in Bell and Esch 1987, pp. 43, 47)

On the afternoon of January 27, 1986, the eve of the launch, the weather
forecast predicted unusually cold weather for Florida, with temperatures at low
20s in the early hours of January 28. Thiokol engineers expressed concern that at
such cold temperatures, the O-rings would harden and not seal the joints against
the hot ignition gases. Two telephone conferences were held at three sites
(Thiokol in Utah, Marshall SFC in Alabama, and Kennedy Space Center in
Florida) on the evening of January 27 to discuss whether the launch should be
delayed. Thirty-four engineers and managers participated in the second telecon-
ference, where Thiokol engineers warned that at the forecast temperatures, the
O-rings would seal more slowly than on the coldest launch to date, a January
1985 mission when the temperature was 53°F. At that launch, a primary O-ring
was eroded so that it failed to seal, allowing hot gases to “blow by” to the sec-
ondary ring. Although the secondary ring did seal the joint then, the engineers
argued that a more extensive blow-by could damage the secondary ring so that it
would not seal. Someone at the teleconference then pointed out that one of the
Thiokol data points showed blow-by at 75°F, suggesting that temperature was
not the only factor. Roger Boisjoly, a Thiokol staff engineer specializing in
O-rings, was asked what evidence existed to show that O-ring damage was
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the result of cold temperatures. Boisjoly replied that he could not quantify his
concerns, that he had no data to quantify it, but that he knew “it was away from
goodness in the current database” (Presidential Commission 1986, v. 4, p. 791).

Lawrence Mulloy asked Thiokol management for a recommendation.
Thiokol’s Joe Kilminster (vice president, Space Booster Programs) replied that
he could not recommend a launch at any temperature below 53°F. Mulloy said
that since booster joint temperatures had never been set as launch criteria,
Thiokol was effectively trying to create new launch commit criteria on the eve of
the launch. He then exclaimed, “My God, Thiokol, when do you want me to
launch, next April?” (Presidential Commission 1986, v. 5, p. 843). George
Hardy, Marshall’s deputy director of science and engineering, added that he was
“appalled” at the Thiokol recommendation, that the data presented did not con-
clusively support a correlation between temperature and O-ring erosion, but that
he would not agree to a launch against Thiokol’s recommendation. The chal-
lenges from both Mulloy and Hardy, worded in strong language, put pressure on
the Thiokol engineers. Kilminster then asked for permission for Thiokol engi-
neers and managers to go offline for a few minutes.

All participants who were asked why the offline caucus was called thought
that it was because Thiokol’s engineering analysis was weak:

Thiokol’s recommendation for 53°F as the baseline temperature for decision
making was central to the controversy. . . . In the absence of a formalized, test-
derived rule about O-ring temperature that also took into account pressure and
sealing time, uncertainty prevailed. Thiokol created a rule, using the experience
base: do not launch unless O-ring temperature is 53°F or greater. But people at
Marshall and Kennedy were surprised at the choice of this number. First, it was
contradicted by data from tests done at 30°F presented in Thiokol’s own charts. . . .
Second, it contradicted other temperature guidelines. There were serious
differences about which ones applied. (Vaughan 1996, pp. 308, 309)

During the caucus, which lasted for about half an hour, Thiokol’s senior vice
president Jerald Mason stated that the possibility of blow-by and erosion had al-
ways been present in the earlier flights and had been considered as acceptable
risks. They should therefore consider the temperature issue separately on its
own. Mason reaffirmed the belief in redundancy, that the primary O-ring would
perform properly, but if it sealed slowly and blow-by occurred, then the sec-
ondary O-ring would be in position and would seal. Boisjoly and another engi-
neer (Arnold Thompson) defended the engineering position that based on the
data they had, they did not know what the secondary O-ring would do in these
cold temperatures. After several minutes of discussion Mason noted that they
were starting to go over the same ground over and over again and said, “Well, it’s
time to make a management decision.” Jerald Mason, Joe Kilminster, Calvin
Wiggins (vice president and general manager, Space Division), and Bob Lund
(vice president, Engineering) then conferred among themselves, effectively
excluding the engineers from the decision making. Mason, Kilminster, and
Wiggins supported a launch recommendation, but Lund hesitated. Mason said to
Lund, “It’s time to take off your engineering hat and put on your management
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hat.” Lund then voted with the rest. When they were later asked why they had
reversed their initial recommendation and changed their minds about the danger
of a low-temperature launch, “all said that they were influenced by facts not
taken into account before their initial recommendation. These facts supported
redundancy: thus, they believed that the secondary would seal the joint” (Vaughan
1996, p. 319).

When the teleconference resumed, Kilminster summarized Thiokol’s posi-
tion. Although temperature effects were a concern, the data predicting blow-by
were inconclusive. Erosion tests had indicated that the primary O-ring could sus-
tain three times more erosion than that experienced in the previous worst case.
Furthermore, even if the primary failed, the secondary as backup would still seal
the joint. Stanley Reinartz (manager, Shuttle Projects Office at Marshall) then
asked all participants of the teleconference whether there were disagreements or
comments about Thiokol’s recommendation. No one said anything. The telecon-
ference ended at about 11:15 P.M. As part of normal NASA procedures, Mulloy
asked Kilminster to fax a copy of the flight-readiness rationale and recommen-
dation to Marshall and Kennedy. At 11:38 A.M. the following morning, the
Challenger was launched. The ambient temperature was 36°F. Seconds later, the
shuttle exploded, killing all on board.

Sense Making in the Challenger Case

In our discussion of sense making in Chapter 3, we noted that organizational
sense making is driven more by beliefs than by evidence, so much so that infor-
mation that is incompatible with deeply held beliefs is disadvantaged.

At NASA, the Apollo era and the achievement of putting the first man on the
moon had instilled in the organization a “can do” self-image, a belief that NASA
can accomplish any challenge that is put to it. The technical culture inherited
from the Apollo era espoused the beliefs that NASA was committed to research,
to in-house technical capability, to the acceptance of risk and failure; that NASA
was staffed with exceptional people; and that it pursued a “frontiers of flight”
mentality (McCurdy 1989). In this context, information suggesting catastrophic
failure would be inconsistent with NASA’s beliefs in its “can-do” image and
“frontiers of flight” mentality and would in fact undermine NASA’s perception
of its identity, purpose, and record of achievements. It is also in this context that
the fact that the shuttle had flown successfully 24 times becomes highly salient.
Although some of these missions did show incidents of O-ring erosion, these
flights had nevertheless returned safely.

There was a second set of beliefs shared by both NASA and Thiokol about the
engineering design of the shuttle’s solid rocket booster. The SRB is made up of
three assemblies: the nose cone, the solid rocket motor, and the nozzle assembly
(Fig. 6.2). Each solid rocket motor consists of four casting segments into which
the propellant is poured (or cast). Casting segments are shipped in pieces by rail
from Thiokol to Kennedy Flight Center, where the four segments are then as-
sembled. Joints between the segments are called field joints. Joint sealing is
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provided by two rubber O-rings with diameters of 0.28 inches which are in-
stalled, as received from Thiokol, during motor assembly (Presidential Commis-
sion 1986). The shared belief was that in the event of the first O-ring failing, the
second ring would provide full backup: “The Air Force’s Titan III segmented
solid-fuel rocket inspired the Thiokol design for field joints on the space shuttle
booster. . . . While the Titan joint has one O-ring, the shuttle’s joint has two—
a redundancy that left NASA and Thiokol confident that one, at least, would
seal” (Bell and Esch 1987, p. 42). It may be important to pause and consider the
robustness of this assumption, since we might expect that conditions leading to
failure in one O-ring would also bring about failure in the second.

In Weick’s (1979b) model, sense making is precipitated by an ecological
change or a change in the environment—in this case, the unprecedented cold
temperatures on the morning of the launch. The sense making question here is
then, “What does the cold temperature mean for the shuttle mission and its
safety?” Sense making begins with enactment, as people selectively bracket and
notice information in order to make sense of it. On the eve of the launch, the tele-
conference group wanted to understand if there was a relationship between cold
temperatures and O-ring erosion. To focus the discussion, data from a number of
past flights sustaining O-ring damage were bracketed and isolated for closer
analysis: “The managers compared as a function of temperature the flights for
which thermal stress of O-rings had been observed [Fig. 6.3]. . . . In such a com-
parison, there is nothing irregular in the distribution of O-ring ‘distress’ over the
spectrum of joint temperatures at launch between 53 degrees Fahrenheit and
74 degrees Fahrenheit. When the entire history of flight experience is considered,
including ‘normal’ flights with no erosion or blow-by, the comparison is sub-
stantially different [Fig. 6.4]” (Presidential Commission 1986, p. 145). In Fig. 6.3,
the data on flights with O-ring erosion showed no obvious relationship between
temperature and ring erosion. However, in Fig. 6.4, the inclusion of data on
flights with no ring erosion provided a baseline, a context for making sense of the
data that did show erosion. While we still cannot say whether O-ring erosion
is related to cold temperatures, we can say that all no-incident flights were
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FIGURE 6.3. Plot of Flights with O-ring Damage (Presidential Commission 1986, Fig. 7, 
p. 146)
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FIGURE 6.4. Plot of Flights with and Without O-ring Damage (Presidential Commission
1986, Fig. 7, p. 146)
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FIGURE 6.5. Plot of Flights Relative to Forecasted Launch Temperature (Adapted from
Tufte 1997, p. 45)
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launched at warmer temperatures. In Fig. 6.5, Tufte (1997) shows vividly how
the predicted cold launch temperature is outside of NASA’s experience base.

Knowledge Creation in the Challenger Case

The Presidential Commission investigating the Challenger accident concluded
that “neither Thiokol nor NASA responded adequately to internal warnings
about the faulty seal design. Furthermore, Thiokol and NASA did not make a
timely attempt to develop and verify a new seal after the initial design was shown
to be deficient. Neither organization developed a solution to the unexpected
occurrences of O-ring erosion and blow-by even though this problem was expe-
rienced frequently during the Shuttle flight history. Instead, Thiokol and NASA
management came to accept erosion and blow-by as unavoidable and an accept-
able flight risk” (Presidential Commission 1986, p. 148).



The findings of the Commission beg the question why NASA and Thiokol
did not attempt to change the design of the booster joints knowing that there were
problems with the sealing action at the joints. The shuttle booster’s joint was
based on a reliable Titan III rocket design used by the Air Force for many years.
It employed the same synthetic rubber (Viton) as the Titan, and it had essentially
the same cross-sectional size. In the shuttle design, a second O-ring was added to
back up the first, thereby providing redundancy. It was assumed that the shuttle
joint would behave like the similar joint on the Titan boosters. Thiokol’s Joe
Kilminster expressed the feeling that

In an overall sense, the comfort zone, if you will, was expanded because of the
fact that the shuttle joint was so similar to the Titan joint, and its many uses
had shown successful operation. That’s why a lot of—I guess “faith” is the right
word—was based on the fact that the Titan had had all these tests and successful
experience. . . . We felt we could only be in a more safe condition having two 
O-rings there than with a single O-ring. (Kilminster, quoted in Bell and Esch
1987, p. 44)

On the tenth shuttle flight (STS 41-B, February 3, 1984), O-rings on both
nozzle joints of the solid rocket motor showed erosion. The problem was re-
ported at an early flight readiness review for the next flight. The problem assess-
ment system at Marshall reported that no remedial action was required but noted
that the possibility existed for some O-ring erosion on future flights. Thiokol ran
a computer analysis that showed the O-rings would still seal even if they eroded
by as much as 0.09 inch, or nearly a third of the O-ring diameter (0.28 inch).
Thiokol concluded that this was not a constraint to future launches. These find-
ings led Lawrence Mulloy to introduce the idea that a certain amount of erosion
was “acceptable” since the O-rings contained a margin of safety (Bell and Esch
1987, p. 42).

In 1985, some Thiokol engineers grew increasingly concerned about the
frequency of O-ring erosion, especially after the results of STS 51-B (April 29,
1985), which showed damage in both primary and secondary O-rings. An un-
official group at Thiokol was instructed to resolve the O-ring problems in July.
This group came up with a number of new designs for the joints to deal with
the sealing problem. In August, Thiokol formally instituted a Nozzle O-ring
Investigation Task Force. By October, however, one task force member was
dismayed enough to write a note to Allen McDonald (director, Solid Rocket
Motor Project at Thiokol): “Help! The seal task force is constantly being
delayed by every possible means. . . . This is a red flag.” Roger Boisjoly also
went to Joe Kilminster “pleading for help” but found that “Kilminster just
didn’t basically understand the problem. We were trying to explain it to him,
and he just wouldn’t hear it. He felt, I guess, that we were crying wolf” (Bell
and Esch 1987, p. 45).

In Chapter 4, we discussed the role of cultural knowledge in knowledge cre-
ation. Cultural knowledge consists of the organizational assumptions and beliefs
that influence the perception of knowledge gaps and determine the importance
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and value of new information. Thiokol and NASA’s interpretation of the O-ring
problems seemed to have been shaped by the assumptions that (1) the O-ring
design was derived from a tried-and-true model, (2) the addition of a second
O-ring provided full redundancy, and (3) a certain amount of distress in the
O-ring was an acceptable risk. These assumptions appeared to be behind the fail-
ure to fully and expeditiously address the O-ring erosion problem as a recurrent
issue that was poorly understood.

During the teleconference on the eve of the Challenger launch (January 27,
1986), engineers familiar with O-ring erosion raised their objections: they were
worried about how the low temperatures anticipated at launch time would af-
fect the ability of O-rings to seal properly. Although they felt strong strongly
about this risk, they were unable to articulate their tacit fears and concerns in a
form that was meaningful, understandable, and persuasive to the managers tak-
ing part in the teleconference. In a testimony to the Commission, Roger Boisjoly
(member, Seal Task Force, Thiokol) expressed his recollection of the second
teleconference on January 27:

I was asked, yes, at that point in time I was asked to quantify my concerns [about
temperature effects on O-ring ability to seal properly], and I said I couldn’t. I
couldn’t quantify it, but I did say I knew that it was away from goodness in the
current database. Someone on the net commented that we had soot blow-by on
SRM 22 [Flight 61-A, October 1985] which launched at 75 degrees. . . . I then said
that SRM-15 [Flight 51-C, January 1985] had much more blow-by indication and
that it was indeed telling us that lower temperature was a factor. This was
supported by inspection of flown hardware by myself. I was asked again for data to
support my claim, and I said I have none other than what is being presented. . . .

Others in the room presented their charts, and the main telecon session
concluded with Bob Lund, who is our Vice President of Engineering, presenting
his conclusions and recommendations. . . .

The conclusion was we should not fly outside our database, which was
53 degrees. Those were the conclusions. And we were quite pleased because we knew
in advance, having participated in the preparation, what the conclusions were, and we
felt very comfortable with that. (Presidential Commission 1986, v. 1, pp. 89–90)

Others in the teleconference were not as pleased with the conclusions and
recommendations. Technical arguments in flight readiness reviews were sup-
posed to be rigorous and quantifiable. Subjective assessments were untested
hypotheses that required lab work and tests before they were admitted as evi-
dence. Vaughan (1996) summarized the situation as follows: “Thiokol was trying
to establish a correlation based on observed blow-by on two missions. The basis
of Boisjoly’s argument was that the quality of the damage was worse on the
January 1985 launch because the putty looked different than in other instances of
blow-by. Not only was this an intuitive argument according to NASA standards
(because it was based on observation), but Thiokol’s comparison of SRM-15
and SRM-22—the linchpin of their position—did not support a correlation:
blow-by occurred on the one motor at 53 deg. F and on the other at 75 deg. F”
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(Vaughan 1996, p. 355, italics in original). At the teleconference, Thiokol was
seen as trying to create a new launch commit criterion at the last moment. Mulloy
had exclaimed, “My God, Thiokol, when do you want me to launch, next April?”

Applying the knowledge conversion model of Nonaka and Takeuchi (1995),
the teleconference exchanges suggest that the engineers most knowledgeable
about O-rings were not able to convert their tacit knowledge into a more explicit
form that could influence decision making. Managers, on the other hand, were
demanding formal, hard, quantitative data to a problem that was not well under-
stood. During the teleconference, engineers were being put in unusual position of
having to prove that the shuttle was unsafe. Boisjoly and a colleague felt that

This was a meeting where the determination was to launch, and it was up to us to
prove beyond a shadow of a doubt that it was not safe to do so. This is the total
reverse to what the position usually is in a preflight conversation or a flight
readiness review. It is usually exactly opposite that. (Presidential Commission
1986, v. 1, p. 93)

Decision Making in the Challenger Launch

The SRB workgroup of engineers and managers from Thiokol and NASA
repeatedly used a decision-making sequence to develop rules and premises that
supported their central belief about redundancy and allowed them to reinterpret
information that deviated from an acceptable standard (Vaughan 1996). The
decision routine consisted of five steps:

1. Signals of potential danger

2. Official act acknowledging escalated risk

3. Review of evidence

4. Official act indicating the normalization of deviance: accepting the risk;
and

5. Shuttle launch.

(Vaughan 1996, p. 65)

This decision sequence had been used many times before to deal with O-ring
problems in the past. Each time, the shuttle had returned safely, even though on
some flights O-ring damage had been observed. This repeated use of the decision
routine created precedents. These precedents turned a recurring problem into an
acceptable risk. Bell and Esch (1987) observed that flight readiness briefings
throughout 1984 and 1985 showed Thiokol and NASA becoming more and more
sanguine. At the level I review for the 13th flight (STS 41-G) on September 26,
1984, management referred to “allowable erosion.” At a meeting on February 12,
1985, NASA and Thiokol personnel spoke of the observed blow-by in two field
joints in STS 51-C as an “acceptable risk.” Over time, a decision premise was
established to proceed with the launch while acknowledging a known risk.
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On January 27, 1986, the five-step decision sequence was enacted once again.
The predicted cold weather was a signal of potential danger, creating uncertainty
about the relationship between O-ring resiliency and redundancy. Arranging the
teleconference was an official act of acknowledging escalated risk. There followed
a review of the evidence, culminating in an official act indicating the normalization
of deviance: accept risk. The decision was followed by the destruction of STS 51-L.
(Vaughan 1996, p. 379)

Thus, the danger signals (cold temperatures and O-ring erosion) were regis-
tered but reperceived as allowable risk, because the shuttle had flown successfully
even with signs of O-ring damage. Over the experience of several successful
shuttle flights, the group had become desensitized and had grown to see O-ring
damage not as a recurrent problem but as an allowable risk that was not a threat to
safety.

Vaughan (1996) believed that routines can normalize potentially dangerous
signals as “normal acceptable risk” in highly innovative projects. She did not
think that people had necessarily done their jobs improperly or violated NASA
procedures. Rather, Vaughan saw a flawed decision culture in which most partic-
ipants gradually demoted their concerns, causing major problems to devolve into
lower-level issues. There was an “incremental descent into poor judgment.” This
gradual lowering of standards of acceptable risk is reminiscent of the satisficing
behavior in organizational decision making described by March and Simon
(1993). The Rogers Commission concluded that NASA and Thiokol had accepted
escalating risk apparently because they “got away with it last time.” Richard
Feynman (member of the Commission) noted that the decision making was

a kind of Russian roulette. . . . [The shuttle] flies [with O-ring erosion] and nothing
happens. Then it is suggested, therefore, that the risk is no longer so high for the
next flights. We can lower our standards a little bit because we got away with it last
time. (Presidential Commission 1986, p. 148)

This drift of decision behavior toward satisficing is abetted by forces in the
NASA decision environment due to the growing pressures for bureaucratic and
political accountability (Vaughan 1996). After Ronald Reagan became U.S. pres-
ident, NASA, along with other government agencies, was urged to increase its
use of external business contractors. This required NASA to create and expand
administrative structures to coordinate and control complicated contractor rela-
tionships, causing NASA to acquire the characteristics of bureaucratic account-
ability. At about the same time, political accountability became necessary to
garner support for funding the space shuttle program. The program was approved
on the promise of providing economical, routine spaceflight, and the program
was to be developed on a commercial, pay-its-own-way basis. In the ensuing
years, NASA continued to push a production schedule that perpetuated this
promise, although a wide gap separated this vision and the realities of the pro-
gram’s technical uncertainty and rising costs. The workload increased with the
number of launches per year and made the goals of the original technical culture
more difficult to realize. The overall effect was that the decisions from 1977 to
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1985 were, “to those in the work group making the technical decisions, normal
within the cultural belief systems in which their actions were embedded. Contin-
uing to recommend launch in FRR [Flight Readiness Review] despite problems
with the joint was not deviant; in their view, their conduct was culturally
approved and conforming” (Vaughan 1996, p. 236).

Looking at the history leading up to Challenger’s last flight, our analysis
suggests that to understand the decision to launch the shuttle is to understand
how that decision was buttressed by a cumulative infrastructure of beliefs, inter-
pretations, knowledge, and norms that had taken root at Thiokol and NASA. We
noted that with its can-do self-image, NASA believed it could surmount any
technical challenge that was put to it. Both NASA and Thiokol believed that the
two O-rings in the rocket booster provided safe redundancy. O-ring erosion was
known as early as 1977 and was classified as a critical and life-threatening issue,
but a solution to the problem was not found. Although the recurring problem was
not well understood, the shuttle had flown and returned safely on all prior occa-
sions, and this formed the premise for making launch decisions. On the eve of the
launch, we saw how engineers were unable to convert their tacit concerns into
explicit messages that could influence decision making. At one level, there was
the recognition that risk was inherent in the type of pioneering, innovative work
that NASA was doing. At another level, risk was being routinized through the
repeated use of premises and rules that became normal practice. It was not
managers breaking rules that brought about the tragedy. Rather, it was the stabi-
lization of a pattern of beliefs and understandings about the identity and history
of the organization, what knowledge it was applying, what knowledge it needed
to pursue, and the nature of the risks and uncertainty that accompanied launch
decisions:

It can truly be said that the Challenger launch decision was a rule-based decision.
But the cultural understandings, rules, procedures, and norms that always had
worked in the past did not work this time. It was not amorally calculating
managers violating rules that were responsible for the tragedy. It was conformity.
(Vaughan 1996, p. 386)

Information Seeking and Use

The Rogers Commission noted a lack of communication between Thiokol
engineers doing technical work and top NASA managers who made launch deci-
sions. “This breakdown meant that no information flowed on known problems
with booster joints—not only during the decision to launch Challenger, but also
during the entire design and development process” (Bell and Esch 1987, p. 49).
An example of information not being shared is in the following testimony from
Mulloy about not seeing Boisjoly’s letter warning of O-ring failure:

DR. WALKER [Arthur Walker, Jr., member of the Commission]: Mr. Mulloy,
yesterday there was a letter which was made public, which was written by
Mr. Boisjoly to his superiors, which predicted that unless the seal problem was
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addressed a catastrophe was possible. And it’s my impression that Mr. Boisjoly is
the most knowledgeable engineer at Thiokol in regard to the seals. Now, was any
warning or flavor of that very serious letter transmitted to anyone at NASA, to
your knowledge?

MR. MULLOY: No, sir, not that letter. And I guess I wouldn’t have expected it to be.
That is a correspondence that occurs between an engineer and perhaps his section
chief, and I wouldn’t expect that type of correspondence to go up the line.

GENERAL KUTYNA [Donald Kutyna, another Commission member]: Larry, I have
a problem with that. You had a briefing in July that talks about resiliency, you’ve
got a briefing in August at NASA headquarters that talks about resiliency of
those seals as a number one concern. Now, how can you say that wasn’t
transmitted to NASA?

MR. MULLOY: The memo.

GENERAL KUTYNA: I know the memo. But his concern is what Dr. Walker was
asking.

DR. WALKER: Or the flavor of that.

MR. MULLOY: Yes, sir. I have looked back at that briefing. That is one of the things
on the title sheet.

GENERAL KUTYNA: It’s on the conclusion sheet: “Conclusions: primary concerns,
resiliency.”

MR. MULLOY: Yes, sir. And what I have looked at in that report is for the substance
behind that, and I can’t find it.

(Presidential Commission 1986, v. 5, pp. 1548–49)

Information seeking and use appeared to have been influenced by a differen-
tiation between engineering roles and management roles, which in turn created
a division of information roles. This was made most evident during the offline
caucus at Thiokol, when Jerald Mason said to Bob Lund and others present that
“Well, it’s time to make a management decision. . . . It’s time to take off your en-
gineering hat and put on your management hat.” Roger Boisjoly at Thiokol, Ben
Powers at NASA, and other technical staff saw themselves as loyal employees,
believing in the chain of command. Ben Powers had said in an interview: “You
don’t override your chain of command. My boss was there; I made my position
known to him; he did not choose to pursue it. At the point it’s up to him; he
doesn’t have to give me any reasons; he doesn’t work for me; it’s his preroga-
tive” (Bell and Esch 1987, p. 49). At least two others asked by the Rogers Com-
mission why they did not voice their concerns to someone other than their im-
mediate superior replied, “That would not be my reporting channel.” The
engineering profession had institutionalized the norms of the legitimacy of
bureaucratic authority, conformity to rules, and the need for compromise be-
tween administrative and technical constraints. To a degree, the SRB engineers
adhered to the strict reporting procedures of the Flight Readiness Reviews that
spanned four levels of project management and recognized that the balancing of
cost, schedule, and safety was a necessary criterion by which NASA would
approve change processes.
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In her extensive analysis of the accident, Vaughan (1996) concluded that a
major organizational factor was the hiding of information about the seriousness
of the O-ring problem through structural secrecy, which she defines as the way
that patterns of information, organizational structure, processes, and transactions
systematically undermine the attempt to know and interpret situations in all or-
ganizations (Vaughan 1996, p. 238). Structural secrecy implies that “(a) infor-
mation and knowledge will always be partial and incomplete, (b) the potential
for things to go wrong increases when tasks or information crosses boundaries,
and (c) segregated knowledge minimizes the ability to detect and stave off activ-
ities that deviate from normal standards and expectations” (Vaughan 1999,
p. 277). At NASA, structural secrecy affected information use by three groups:
the SRB workgroup, NASA top management, and the safety regulators.

For the SRB workgroup members (NASA and Thiokol managers and staff),
the repetition of the five-step decision process in dealing with anomalies meant
that signals initially seen as deviant were reinterpreted in the context of past de-
cision streams which had construed similar signals as acceptable risks. Vaughan
noted that these signals accumulated incrementally over time, and their signifi-
cance was unclear because the signals were mixed, weak, and repeated so that
they became routine.

For NASA’s top managers, information was systematically censored
through the effects of official organizational practices, specialization, and the re-
liance on signals. It was the official practice to progressively reduce the package
of data charts and materials for management review as it worked its way through
the four levels of Flight Readiness Review (FRR)—typically, the package first
presented to level IV FRR would be about a half-inch thick, but this would be
shrunk to 10–15 pages when it reached level I FRR (Vaughan 1996). For the in-
formation that did get through, the ability of level II and I administrators to in-
terpret the information was constrained by the fact that though they were also
trained as engineers, they now had broad administrative responsibilities that
were more administrative than technical. While the information had been con-
densed, time available to read the packages was limited, and some level II and I
administrators relied totally on oral presentations and the signals they received
during the FRR sessions themselves.

The third group affected by structural secrecy were the safety regulators.
NASA had both internal and external safety units. Internal units relied on NASA
for staff, information, and resources, and this dependence diminished their abil-
ity to monitor and surface safety problems. Of the two internal regulators, NASA
cut 71 percent of the staffing of one unit between 1970 and 1986 and discontin-
ued the other unit when the space shuttle became operational. The external advi-
sory panel consisted of nine aerospace industry leaders who theoretically would
have been able to assess safety issues with autonomy. Unfortunately, the panel’s
breadth of responsibilities and lack of time meant that it could not be expected to
uncover all potential problems.

Our discussion here suggests that organizational structure, a division of in-
formation roles, a reliance on reporting channels, and the compartmentalization
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of knowledge are all important elements of NASA’s information environment.
While these features can promote efficiency and coordination, in this case they
also blocked information flow and attenuated signals about the O-ring problem,
hiding and diluting information so that the signals of potential danger lost their
ability to overturn the dominant belief about redundancy.

Summary

Fig. 6.6 shows the dynamics of sense making, knowledge creation, decision
making, and information use in the Challenger case. In sense making, NASA and
Thiokol engineers and managers maintained a self-image and a dominant ideol-
ogy that allowed them to continue to select and retain schemas and rules that
enacted interpretations which were no longer valid. With 24 successful shuttle
launches behind them, the belief that the secondary O-rings provided redun-
dancy seemed sufficiently vindicated. On the eve of the launch, a specific prob-
lem was bracketed—the exceptionally cold temperatures forecasted for the fol-
lowing morning and the impact on O-ring performance. NASA and Thiokol were
confronted with two sets of uncertainties: (1) Will the O-rings fail to seal prop-
erly? (knowledge gap) (2) How do we make the right decision in the light of this
new risk? (decision gap).

Although the O-ring problem had been recognized for many years, there was
no concerted effort to fully analyze and address all of the contingencies that
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could lead to a failure of the O-rings. On the eve of the launch, there was no data
to quantify the concerns about ring behavior in cold temperatures. Roger
Boisjoly, a staff engineer knowledgeable about the O-rings, had warned that the
quality of the damage on the January 1985 launch was severe but he could not
quantify his concerns. NASA management heard this as an intuitive argument
that was not substantively supported. Because of the inability to convert this tacit
knowledge, the warning signals remained weak and confused and could not chal-
lenge the prevailing belief about O-ring redundancy. In decision making, the
process was dominated by rules, norms, and precedents that allowed engineers
and managers to routinize warning signals as acceptable risks. Through a repeti-
tive pattern of decision and rule making, engineers and managers reconstructed
their decision premises of what constituted acceptable risks. Information flow
was blocked and information was concealed as a consequence of the organiza-
tion’s structural attributes, including the bureaucratic decision and review proce-
dures that stressed conformity and compromise and the functional specialization
that limited information flow between administrators and engineers.

II. SPACE SHUTTLE COLUMBIA (2003)

On February 1, 2003, 17 years after the loss of Challenger, the space shuttle
Columbia (Flight STS-107) developed a series of problems on its left wing while
re-entering the atmosphere. Soon after 8:45 A.M., the shuttle broke up over Texas,
killing all seven astronauts onboard. The Columbia Accident Investigation Board
concluded that the physical cause of the loss of Columbia and its crew was a
breach in the thermal protection system on the leading edge of the left wing. The
breach was initiated by a piece of insulating foam that had separated from the left
bipod ramp of the external tank and struck the wing 81.9 seconds after launch.
During re-entry, this breach in the thermal protection system allowed super-
heated air to penetrate the leading-edge insulation and progressively melt the
aluminum structure of the left wing, resulting in a weakening of the structure
until increasing aerodynamic forces caused loss of control, failure of the wing,
and breakup of the orbiter.

Dr. Sally Ride, the first American woman in space and the only member of
the Columbia Accident Investigation Board (CAIB) who had a similar role in the
Challenger accident, felt that she was “hearing a little bit of an echo here,” that
history seemed to be repeating itself (New York Times, April 13, 2003). Diane
Vaughan, author of the Challenger study and a CAIB expert witness, said that the
similarities became clear to her when she read reports of long-standing problems
with falling foam and watched NASA officials explain at news conferences that
NASA had decided the occasional foam damage was a risk NASA had grown
comfortable with. The similarities between Challenger and Columbia were evi-
dent. There was a long-standing problem with a particular component: the prob-
lem of insulation foam on the external tank falling and damaging the shuttle was
known as early as 1981. There were repeated warnings about significant damage
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caused by foam from a specific area of the external tank in 1983, 1990, 1992, and
2002. Engineers were highly concerned about the risk of serious damage from
foam strikes but were unable to acquire or articulate the knowledge to sway de-
cision making. Managers became desensitized about foam loss and thought of it
as a maintenance issue. All these seem to suggest that not much had changed
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FIGURE 6.7. Foam Hits Orbiter Wing during Launch (NASA Photo KSC-03PD-0250:
http://mediaarchive.ksc.nasa.gov)

FIGURE 6.8. Breach in Orbiter Wing (CAIB Photo by Rick Stiles 2003; http://www.caib.us/
photos/view3ad4.html)

FIGURE 6.9. Model of Bipod Connecting ET and Orbiter; Left Wing of Orbiter (http://www.
caib.us/photos/photo_index_itemd2ce.html)
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since the Challenger accident. The same questions may be asked: How does an
organization make sense of mixed, ambiguous signals? How can an organization
be vigilant about the way that it creates and applies knowledge? How can we
learn from experience?

Sense Making in the Columbia Case

In this section, we discuss how (1) repeated cycles of sense making about past
foam-loss problems led to the construction of beliefs about the nature of risks
posed by these events; (2) the significant foam strike during the launch of
Columbia was bracketed for further analysis; and (3) engineers and managers
had formed different beliefs and expectations about the foam strike, and these
fundamentally affected the ways they interpreted information about the foam
strike.

Early in the Space Shuttle Program foam shedding was perceived as a dan-
gerous problem: “design engineers were extremely concerned about potential
damage to the Orbiter and its fragile Thermal Protection System, parts of which
are so vulnerable to impacts that lightly pressing a thumbnail into them leaves a
mark” (CAIB 2003, p. 121). Because of these concerns, the baseline design re-
quirements of the shuttle specifically precluded the shedding of debris from the
external tank or other parts of the shuttle. Despite these requirements, Columbia
sustained debris damage on its inaugural flight in 1981, when more than 300 tiles
had to be replaced. Foam falling from the external tank’s forward bipod attach-
ment, which connects the orbiter to the external tank, turned out to be especially
worrisome, because they were some of the largest pieces of debris that had struck
the orbiter. Every known instance of foam shedding from this area was examined
by CAIB. Foam loss from the left bipod ramp was confirmed in 7 missions
(approximately 10 percent of flights—7 events out of 72 imaged flights).

The first known bipod ramp foam loss occurred during STS-7 (June 18,
1983): a 19-inch by 12-inch piece of the left bipod ramp was missing, and the ex-
ternal tank showed a total of 65 divots in its foam covering. The foam loss was
classified as an “in-flight anomaly,” meaning that the problem must be resolved
before the next launch. At the Flight Readiness Review for the next mission, this
anomaly was “closed,” or considered resolved. Although the closure documents
described repairs made to the orbiter, there was no reference to foam shedding as
the cause of the damage. The second bipod ramp foam loss occurred during STS-
32R (January 9, 1990): the orbiter sustained 111 hits, 13 of which were one inch
or greater in size. An in-flight anomaly was assigned and closed out at the review
for the following mission. The third bipod ramp foam loss occurred on STS-50
(June 25, 1992): a 26-inch by 10-inch piece had separated from the left bipod
ramp, causing the largest extent of tile damage in shuttle history. The foam loss
was cited an in-flight anomaly by the Integration Office at Johnson Space Center
and the External Tank Project at Marshall Space Flight Center. The Integration
Office closed out its anomaly by deeming damage to the thermal protection sys-
tem an “accepted flight risk.” The External Tank Project closed out its anomaly
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stating that foam loss during ascent was “not considered a flight or safety issue”
(CAIB 2003, p. 124). The fourth and fifth bipod ramp foam loss events (STS-52,
October 22, 1992; STS-62, March 4, 1994) were initially undetected. They were
revealed only after NASA was directed to review all available imagery for other
instances of bipod foam shedding.

The sixth bipod ramp foam incident occurred on STS-112 (October 7, 2002):
a 4- by 5- by 12-inch section of the left bipod ramp was lost, causing a 3- by 4-inch
hole on the external tank attachment ring. The impact was captured by ground
cameras filming the launch. The Intercenter Photo Working Group recommended
that the foam loss be classified an in-flight anomaly. However, “in a meeting
chaired by Shuttle Program Manager Ron Dittemore and attended by many of the
managers who would be actively involved with STS-107 [Columbia], including
Linda Ham, the Program Requirements Control Board ultimately decided
against such classification. Instead, . . . [the] Chairman assigned an ‘action’ to the
External Tank Project to determine the root cause of the foam loss and to propose
corrective action. This was inconsistent with previous practice, in which all other
known bipod foam-shedding was designated as In-Flight Anomalies” (CAIB
2003, p. 125). Moreover the due date for the action slipped past the launch and
return of STS-107. Had the STS-112 foam loss been classified as a more serious
threat, managers might have reacted differently to the foam strike in the last
flight of Columbia, only two missions after STS-112:

The Board wondered why NASA would treat the STS-112 foam loss differently
from all others. What drove managers to reject the recommendation that the foam
loss be deemed an In-Flight Anomaly? Why did they take the unprecedented step
of scheduling not one but eventually two missions to fly before the External Tank
Project was to report back on foam losses? It seems that Shuttle managers had
become conditioned over time to not regard foam loss or debris as a safety-of-
flight concern. (CAIB 2003, p. 125)

In the Flight Readiness Review of STS-113, the mission after STS-112, the
foam-shedding problem was reported on. Briefing slides concluded that foam
loss from the external tank had never been a “safety-of-flight” issue; that the
probability of foam loss is no different than previous flights; and that “the ET is
safe to fly with no new concerns (and no added risk)” (CAIB 2003, p. 125,
bold text as in original slide).

After discussion, STS-113 Flight Readiness Review participants finally
agreed that foam shedding should be viewed as an “accepted risk” rather than a
“safety-of-flight issue,” and approved the flight readiness clearance for STS-113.

The acceptance of the rationale to fly cleared the way for Columbia’s launch and
provided a method for Mission managers to classify the STS-107 foam strike as a
maintenance and turnaround concern rather than a safety-of-flight issue. It is
significant that in retrospect, several NASA managers identified their acceptance of
this flight rationale as a serious error. (CAIB 2003, p. 126)

The history of 113 missions that had flown, with foam loss in a few flights
that nevertheless returned safely, combined with the precedent of labeling foam
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strike as an accepted risk led to the construction of the shared belief that foam
strike was a maintenance issue that would affect shuttle turnaround time but not
the safety of the shuttle itself.

On January 17, 2003, the day after Columbia’s launch, the Intercenter Photo
Working Group examined film and video images of the shuttle’s ascent and iden-
tified a large debris strike to the leading edge of Columbia’s left wing. Intercenter
Photo Working Group (IPWG) members alerted senior program managers by
phone and sent a digitized clip of the strike to hundreds of NASA personnel via
e-mail. Group members were concerned about the size of the debris and the fact
that the cameras were not able to capture a clear view of damage the strike might
have caused. Bob Page, the group’s chair, initiated a request to image the left
wing with Department of Defense resources in order to better assess potential
damage. This would be the first of three requests to secure imagery of Columbia
on-orbit during the 16-day mission. (We discuss the imagery requests in the sec-
tion below on information seeking and use.)

Also on the same day, a Debris Assessment Team was formed to analyze the
strike impact. The team was co-chaired by Rodney Rocha (NASA chief engineer
for the thermal protection system) and Pam Madera (United Space Alliance en-
gineering manager), with engineers from NASA, United Space Alliance, and
Boeing. According to standing procedures, such a group should have been a
Mission Evaluation Room Tiger Team, with clearly defined roles and responsi-
bilities. Although the Debris Assessment Team had the right group of engineers
to work on the problem, it was not classified as a Tiger Team, and as a result, it
was not “owned” or led by Shuttle Program managers, leaving it in a kind of
organizational limbo (CAIB 2003, p. 142).

Already at this stage, Shuttle Program managers and working engineers
were showing different levels of concern about the foam strike. Engineers in the
Intercenter Photo Working Group believed that the orbiter may have been dam-
aged. For them, it was important that on-orbit imagery be obtained to assess the
damage to the left wing. Boeing and United Space Alliance engineers decided to
work through the weekend (it was a holiday weekend) to analyze the strike. At
the same time, Ralph Roe (head of Shuttle Program Office of Vehicle Engineer-
ing) and Bill Reeves (manager, United Space Alliance) voiced a lower level of
concern: “It was at this point, before any analysis had started, that Shuttle Pro-
gram managers officially shared their belief that the strike posed no safety issues,
and that there was no need for a review to be conducted over the weekend”
(CAIB 2003, p. 142).

In terms ofWeick’s sense-making process, the foam strike event was enacted—
bracketed and highlighted for further sense making. A further enactment was the
creation of a special group, the Debris Assessment Team, to make sense of the
foam strike. Sense making by engineers and managers unfolded in two different
contexts of beliefs and expectations: engineers believed that the foam could have
seriously damaged the left wing of the orbiter, while program managers saw noth-
ing to change their prior belief that foam could not cause significant damage and
that foam loss was essentially a maintenance problem.
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Knowledge Creation in the Columbia Case

In this section, we discuss how (1) the shedding of foam on the external tank was
a dangerous and long-standing problem that remained poorly understood; (2) an
inappropriate mathematical model was relied upon to assess damage from the
foam strike; and (3) tacit concerns about the size of debris, location of strike, and
uncertainties in the damage analysis were discounted by a desire to see the foam
strike as not being a safety-of-flight issue.

Two of NASA’s original design requirements relating to debris prevention
are relevant to the Columbia accident. In the shuttle’s “Flight and Group System
Specification Book I, Requirements,” there were explicit specifications that first,
the external tank should not shed debris, and second, that the orbiter should
not receive debris hits exceeding a trivial amount of force. Contrary to these
requirements, damage caused by debris has occurred on every shuttle flight, and
most missions have had insulating foam shed during ascent. Given that the shed-
ding of external tank foam—the physical cause of the Columbia accident—had a
long history, why did NASA continue to fly the shuttle with a known problem
that violated design requirements?

Although foam-shedding from the external tank was recognized as a dan-
gerous and long-standing problem, assessments of foam strikes were not thor-
oughly substantiated by engineering analysis. Despite numerous changes in
foam design and application in the 25 years that the external tank has been in
production, the problem of foam-shedding has not been solved, nor has the or-
biter’s ability to tolerate impacts from foam or other debris been significantly im-
proved. Shuttle Program managers appeared to have confused the concept of
foam-shedding being an “accepted risk” with foam not being a “safety-of-flight
issue.” The pressure to meet flight schedules seemed to have curtailed engineer-
ing efforts to resolve the foam-shedding issue. The CAIB report concluded that
there were large gaps in NASA’s knowledge about the nature and behavior of the
complex foam material:

NASA’s lack of understanding of foam properties and behavior must also be
questioned. Although tests were conducted to develop and qualify foam for use
on the External Tank, it appears there were large gaps in NASA’s knowledge
about this complex and variable material. Recent testing conducted at Marshall
Space Flight Center and under the auspices of the Board indicate that mechanisms
previously considered a prime source of foam loss . . . are not feasible in the
conditions experienced during tanking, launch, and ascent. Also, dissection of
foam bipod ramps on External Tanks yet to be launched reveal subsurface flaws
and defects that only now are being discovered and identified as contributing to
the loss of foam from the bipod ramps. (CAIB 2003, p. 130)

During the weekend following the launch (January 18 and 19, 2003), Boeing
engineers calculated the damage that might result from the observed debris using
a mathematical model called Crater to predict the depth to which debris will pen-
etrate a thermal protection system tile. The Crater model predicted an alarming
result: that damage would be deeper than the actual tile thickness. This could
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expose the orbiter’s underlying aluminum airframe and result in a possible burn-
through during re-entry. Engineers in the Debris Assessment Team discounted
this possibility for two reasons. First, Crater’s calculations were conservative—
they predicted more damage than would actually occur. Second, Crater did not
take into account the increased density of a tile’s lower layer, which was much
stronger than the tile’s fragile outer layer. The engineers therefore concluded that
actual damage would not be as severe as Crater predicted and assumed that the
foam did not break orbiter’s outer skin.

A similar Crater-like algorithm was also developed and validated with test
results to assess the damage caused by ice projectiles impacting the reinforced
carbon-carbon panels (RCC—part of the thermal protection system) in the lead-
ing edge of the left wing. This analysis indicated that impact angles greater than
15 degrees would result in RCC penetration. A separate analysis of the path that
the debris took suggested an impact angle of 21 degrees. However, because the
algorithm was calibrated by impact data from ice projectiles, and since foam was
less dense than ice, the analysts “used a qualitative extrapolation of the test data
and engineering judgment to conclude that a foam impact angle of up to 21 de-
grees would not penetrate the RCC” (CAIB 2003, p. 145). Some engineers were
uncomfortable with this extrapolation but no further analysis was done to assess
RCC damage, probably because foam had not been believed to be a threat to
RCC panels.

On January 24 (nine days after the launch), Boeing and United Space Alliance
staff presented the Debris Assessment Team’s findings to Don McCormack (man-
ager, Mission Evaluation Room). So many engineers attended the session that it
was standing room only, with people lining the hallway. The presentation fo-
cused on potential damage to the tiles, not the RCC panels. Five scenarios for
debris damage were presented, with a sixth still uncompleted. Team members
were confident that the analysis had been done properly but stressed that many
uncertainties remained about where the debris had struck and the much-larger
size of the debris (400 times larger than the standard in Boeing’s database). The
engineers ultimately concluded that their analysis, limited as it was, did not show
that a safety-of-flight issue existed. Engineers present at the briefing felt that
management had subsequently focused on the conclusion (no safety-of-flight
issue) while overlooking the large uncertainties that should have qualified this
result (CAIB 2003, p. 160).

The Crater algorithm, suitable for estimating small (on the order of three
cubic inches) debris impacts, had been calibrated by the results of foam, ice, and
metal debris impact testing. Until STS-107, Crater was normally used only to
predict whether small debris, usually ice on the external tank, would pose a
threat to the orbiter during launch. The use of Crater to assess the damage caused
by foam during the launch of STS-107 was the first use of the model while a
mission was on orbit. Moreover, engineers were using Crater to analyze a piece
of debris that was several hundred times larger in volume than the pieces of de-
bris used to calibrate and validate the Crater model. The use of Crater in this new
and very different situation compromised NASA’s ability to accurately predict
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debris damage in ways that Debris Assessment Team engineers did not fully
comprehend.

The Columbia Accident Investigation Board summarized and commented
on the use of the Crater model to analyze foam damage as follows:

An inexperienced team, using a mathematical tool that was not designed to assess
an impact of this estimated size, performed the analysis of the potential effect of
the debris impact. Crater was designed for “in-family” impact events and was
intended for day-of-launch analysis of debris impacts. It was not intended for large
projectiles like those observed on STS-107. Crater initially predicted possible
damage, but the Debris Assessment Team assumed, without theoretical or
experimental validation, that because Crater is a conservative tool—that is, it
predicts more damage than will actually occur—the debris would stop at the tile’s
densified layer, even though their experience did not involve debris strikes as large
as STS-107’s. Crater-like equations were also used as part of the analysis to assess
potential impact damage to the wing leading edge RCC. Again, the tool was used
for something other than that for which it was designed; again, it predicted
possible penetration; and again, the Debris Assessment Team used engineering
arguments and their experience to discount the results. (CAIB 2003, p. 168)

The use of the model and the interpretation of its results provide an illustra-
tion of the interplay between tacit, explicit, and cultural knowledge. The Crater
model as a mathematical equation was codified, explicit knowledge. Its specific
use in this case was heavily moderated by the judgment and experience of the an-
alysts who made qualitative adjustments and extrapolations. Finally, the inter-
pretation of the results of the calculation was influenced by the shared beliefs that
foam would not seriously damage the RCC panels of the orbiter wing, and that
foam loss was a maintenance issue that would not harm mission safety.

Decision Making in the Columbia Case

In this section, we focus on the two Mission Management Team (MMT) meet-
ings of January 21 and 24, 2003. The MMT was the highest level at which the
foam strike problem was raised, and these were the only two meetings when that
problem was discussed.

January 21 Meeting of the Mission Management Team. On the morning of
January 21, six days after the launch, the Mission Management Team discussed
the foam strike problem for the first time. Based on information from the Debris
Assessment Team, Don McCormack (chief Mission Evaluation Room manager)
briefed the meeting that the orbiter had taken a foam hit somewhere on the left-
wing leading edge, and that engineers were analyzing the possibility of damage as
well as what could be done if Columbia had sustained damage. Linda Ham (chair,
MMT) interjected at one point in McCormack’s briefing that “And I’m really [sic]
I don’t think there is much we can do so it’s not really a factor during the flight be-
cause there is not much we can do about it” (CAIB 2003, p. 147). After the meet-
ing, Ham reviewed the rationale to continue to fly after the earlier foam loss in
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flight STS-112 of October 7, 2002 (see sense-making section). Later that same
morning, she e-mailed to her superior Ron Dittemore (Space Shuttle Program
manager) that “the rationale for flight for the STS-112 loss of foam was lousy.”
She had a different view of the current STS-107 (Columbia) situation: “Rationale
states we haven’t changed anything, we haven’t experienced any ‘safety of flight’
damage in 112 flights, risk of loss of bi-pod ramp TPS [thermal protection system]
is same as previous flights. . . . So ET [external tank] is safe to fly with no added
risk” (Linda Ham e-mail of January 21, quoted in CAIB 2003, p. 148). The Inves-
tigation Board noted that Ham’s attention had already shifted from the foam threat
in STS-107 to the possibility of a delay of the next mission (STS-114) if the ratio-
nale to fly with foam loss was found to be flawed. Ham was due to serve as a launch
integration manager of STS-114, and a delay in STS-114 would in turn delay the
completion of International Space Station’s Node 2, a “US Core Complete” status
that was a high-priority goal for NASA(CAIB 2003, p. 148). Later, on January 22,
Ham responded to an imaging request by expressing the concern that maneuver-
ing the shuttle to make the left wing visible for imaging would delay the mission
schedule. According to personal notes obtained by CAIB: “Linda Ham said it was
no longer being pursued since even if we saw something, we couldn’t do anything
about it. The Program didn’t want to spend the resources” (CAIB 2003, p. 154).

January 24 Meeting of the Mission Management Team. Early in the MMT
meeting of January 24, before the foam strike damage assessment had been dis-
cussed, Phil Engelauf (chief of the flight director’s office) reported that he had
e-mailed Columbia’s crew informing them that were no concerns about the
debris strike causing serious damage. Later in the meeting, Don McCormack
(chief Mission Evaluation Room manager) briefed the MMT as follows:

MCCORMACK: We received, uh, received the data from the systems integration
guys of the potential ranges of sizes and impact angles and where it might have hit,
and the guys have gone off and done an analysis. They’ve used a tool they refer to
as Crater, which is their official evaluation tool to determine the potential size of
the damage. They went off and done all that work and they’ve done thermal
analysis of the areas of where there may be damaged tiles. The analysis is not
complete; there is one case yet they wish to run; but we’re just kind of jumping to
the conclusion, of all that they do show, obviously there’s potential for significant
tile damage here, but they do not indicate that—the thermal analysis does not
indicate that there is a potential for a burn-through. There could be localized
heating damage. Obviously there is a lot of uncertainty in all this in terms of the
size of the debris and where it hit and angle of incidence, and it’s difficult.

HAM: No burn-through means no catastrophic damage and localized heating
damage would mean a tile replacement?

MCCORMACK: Right. It would mean possible impacts to turnaround repairs and
that sort of thing, but we do not see any kind of safety of flight issue here yet in
anything that we’ve looked at.

HAM: No safety of flight and no issue for this mission, nothing that we’re going to
do different, there may be a turnaround?
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MR. MCCORMACK: Right, right. It could potentially hit the RCC [reinforced
carbon-carbon panel] and we don’t indicate any other possible coating damage or
something, we don’t see any issue if it hit the RCC. Although we could have some
significant tile damage, we don’t see a safety of flight issue.

HAM: What do you mean by that?

MR. MCCORMACK: Well it could be down through the . . . we could lose an entire
tile and then the ramp into and out of that, I mean it could be a significant area of
tile damage down to the SIP [strain isolation panel] perhaps, so it could be a
significant piece missing but . . .

HAM: It would be a turnaround issue only?

MCCORMACK: Right.

[At this point, Calvin Schomburg (engineer at Johnson Space Center regarded as
an expert on the thermal protection system) stated his belief that no safety-of-
flight issue exists.]

HAM: Okay. Same thing that you told me about the other day in my office. We’ve
seen pieces of this size before, haven’t we?

UNKNOWN SPEAKER: Hey, Linda, we are missing part of that conversation.

HAM: Right . . . He was just reiterating, it was Calvin, that he does not believe 
that there is any burn-through so no safety of flight kind of issue, it’s more of a
turnaround issue similar to what we have had on other flights. That’s it? All right,
any questions on that? O.K. . . .

HAM: All right, thanks for your support. An excellent job so far, so keep up the
good work over the weekend we will meet again Monday at, uh, 8 o’clock.

(Transcript of MMT meeting on January 24, quoted in CAIB 2003, pp. 161–62)

When the official minutes of the meeting were produced and distributed,
there was no mention of the debris strike. An entry in the Mission Evaluation
Room console log stated: “MMT Summary . . . McCormack also summarized the
debris assessment. Bottom line is that there appears to be no safety of flight issue,
but good chance of turnaround impact to repair tile damage” (CAIB 2003, p. 162).

Questionable Decision Premises and Rule-Following. Over the course of 113
flights, foam impacts had come to be regarded as a maintenance issue that did not
threaten vehicle or crew safety. Although the foam strike during STS-107 was
outside the activities covered by normal mission flight rules, Mission Manage-
ment Team members and Shuttle Program managers did not see a requirement
for operational action by Mission Control. Program managers had, over the life-
time of the Space Shuttle Program, “gradually become inured to External Tank
foam losses and on a fundamental level did not believe foam striking the vehicle
posed a critical threat to the Orbiter” (CAIB 2003, pp. 168–69). This belief was
particularly strong with regard to RCC panels—that they were impervious to
foam impacts. Management continued to act on this premise even after seeing
the video of Columbia’s debris impact, learning about the size and site of the
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strike, and noting that a foam hit with sufficient force could damage the thermal
protection system.

The assumption expressed in the January 21 MMT meeting that nothing
could have been done if damage had been sustained was also questioned by the
Investigation Board and other observers (see, for example, Ferris 2004). The
CAIB report presented a scenario where a rescue of the Columbia crew using the
shuttle Atlantis would have been a feasible option (CAIB 2003, pp. 173–74).

Program managers and analysts diverged early in the mission in their per-
ception of the potential severity of the foam strike. As the mission progressed, it
became increasingly difficult for the Debris Assessment Team to have its fears
heard by decision makers. Managers’ low level of concern and desire to get on
with the mission meant that the Debris Assessment Team had to prove that a
safety-of-flight issue existed before Shuttle Program management would take
further action. This was a reversal of the usual position of engineers having to
prove that the situation was safe.

The section of the CAIB report analyzing decision making during the
Columbia mission ended with these critical remarks:

Management decisions made during Columbia’s final flight reflect missed
opportunities, blocked or ineffective communications channels, flawed analysis,
and ineffective leadership. Perhaps most striking is the fact that management—
including Shuttle Program, Mission Management Team, Mission Evaluation Room,
and Flight Director and Mission Control—displayed no interest in understanding a
problem and its implications. . . . Because managers failed to avail themselves of
the wide range of expertise and opinion necessary to achieve the best answer to
the debris strike question—“Was this a safety-of-flight concern?”—some Space
Shuttle Program managers failed to fulfill the implicit contract to do whatever is
possible to ensure the safety of the crew. In fact, their management techniques
unknowingly imposed barriers that kept at bay both engineering concerns and
dissenting views, and ultimately helped create “blind spots” that prevented them
from seeing the danger the foam strike posed. (CAIB 2003, p. 170; italics in original)

Information Seeking and Use

During Columbia’s last flight, three requests for imagery were made to obtain ad-
ditional information about the extent of damage caused by foam hitting the or-
biter’s wing. The first request was from the Intercenter Photo Working Group on
the day after the launch (January 17) when group members observed a large
piece of debris striking the left wing. Because of the size of the debris that had
fallen off late in the ascent, and because none of the cameras working at launch-
time provided a high-resolution view of the impact and potential damage, the
group felt that it was important to obtain additional imagery of Columbia. The re-
quest was made in person by Bob Page (chair, Intercenter Photo Working Group
[IPWG]) to Wayne Hale (Shuttle Program manager for Launch Integration at
Kennedy Space Center), who was familiar with the process and agreed to explore
the possibility.
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The second request was made on January 21 by Bob White (United Space
Alliance manager), as a result of concerns conveyed by his employees in
the Debris Assessment Team. White telephoned Lambert Austin (head, Space
Shuttle Systems Integration at Johnson Space Center) to ask what it would
take to get imagery of Columbia on orbit. The third request was also made the
same day. After a Debris Assessment Team meeting that discussed the Crater
results of possible foam damage, Rodney Rocha (co-chair of the team) e-mailed
Paul Shack (manager, Shuttle Engineering Office, Johnson Engineering Direc-
torate) asking for “outside agency assistance” to get imagery that would help
analysis. This request did not follow the usual chain of command of submitting
it through the Mission Evaluation Room (MER) to the Mission Management
Team (MMT) to the flight dynamics officer. Instead, the Debris Assessment Team
had agreed that due to a lack of participation by MER and MMT managers,
Rocha would channel the request through his division, the Johnson Engineering
Directorate.

On the morning of January 22, Wayne Hale responded to the first request for
imagery by calling a Department of Defense representative at Kennedy. The call
was made without authorization from MMT chair Linda Ham. Furthermore, the
Defense representative was not the designated liaison for such requests. Less
than two hours later that morning, the NASA Department of Defense liaison
officer formally cancelled the request for imagery. Linda Ham had called MMT
members, the flight director, and the MER manager to determine the origin of the
request and to confirm that there was a requirement for such for a request. The
people contacted “all stated that they had not requested imagery, were not aware
of any ‘official’ requests for imagery, and could not identify a ‘requirement’ for
imagery. Linda Ham later told several individuals that nobody had a requirement
for imagery” (CAIB 2003, p. 153). By officially ending the Department of
Defense action, Ham had effectively canceled all three imagery requests. Three
additional reasons were suggested for the cancellation. First, Ham was con-
cerned that obtaining imagery would delay mission schedule. Second, Ham felt
that even if damage was observed, there was nothing that could be done. Third,
shuttle managers assumed that the resolution of imagery that could be obtained
would not be good enough—this assumption was based on little or no knowledge
about imaging capabilities that could have been made available.

At a more general level, the CAIB report noted an unofficial hierarchy
among NASA programs and directorates that hindered the seeking and sharing of
information. One consequence of this hierarchy effect was seen when the Debris
Assessment Team chose the institutional route for their imagery request. The
team had felt more comfortable with their own chain of command, given that
they were acting without direction from the Mission Evaluation Room and Mis-
sion Management Team. Unfortunately this more “comfortable” route directed the
request outside official Shuttle Program channels. Furthermore, Debris Assess-
ment Team members were reluctant to be more vocal about their concerns be-
cause they felt that in questioning shuttle mission safety, they would be singled
out for ridicule by their peers and managers.
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On January 22, after being informed that the imaging request has been can-
celled, Rodney Rocha wrote an e-mail that he did not send but had printed out
and shared with a colleague:

In my humble technical opinion, this is the wrong (and bordering on irresponsible)
answer from the SSP [Space Shuttle Program] and Orbiter not to request additional
imaging help from any outside source. I must emphasize (again) that severe enough
damage . . . combined with the heating and resulting damage to the underlying
structure at the most critical location . . . could present potentially grave hazards.
. . . Remember the NASA safety posters everywhere around stating, “If it’s not
safe, say so”? Yes, it’s that serious. (Rocha’s unsent e-mail, quoted in CAIB 2003,
p. 157)

When asked why he did not send this message, Rocha had replied that he did
not want to jump the chain of command, that he would defer to management’s
judgment on obtaining imagery.

After the accident, program managers stated that if engineers had a safety
concern, it was their responsibility to communicate this to management. The
CAIB report pointed out that managers as leaders had a corresponding and per-
haps greater obligation to create viable routes for the engineers to express their
views as well as to receive information. The barriers to communication in this
case not only blocked the flow of information to managers but also prevented the
flow of information from managers to engineers, leaving Debris Assessment
Team members unable to understand the reasoning behind Mission Management
Team decisions (CAIB 2003, p. 169).

Summary

Fig. 6.10 shows the interplay between sense making, knowledge creation, and
decision making in the Columbia case. In sense making, one of the messages
most relevant to the foam-shedding problem was that the shuttle had flown 113
successful missions, and while foam-shedding occurred in most flights, the mis-
sions all completed safely. These repeated observations helped construct the be-
liefs that foam debris did not seriously damage the shuttle, and that foam loss
could justifiably be regarded as a maintenance issue. These beliefs formed the
context for decision making by mission control managers about the risk of
falling debris. During the launch of Flight STS-107, engineers bracketed the
falling of a particularly large piece of foam that struck the orbiter as a worrisome
problem. The main question they sought to answer was “What was the extent and
implications of the damage caused by the foam strike?”

Although the foam-shedding problem had been identified from the begin-
ning of the Shuttle Program, there was inadequate analysis of the nature and
behavior of the complex foam material that insulated the external tank. This
knowledge gap was evident during STS-107, when there were large uncertainties
about how to predict or assess the foam strike damage. A mathematical model
was used to calculate the extent of damage, but the model was calibrated on data
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from much smaller debris hits. The result of this flawed analysis was that there
was no safety-of-flight issue. Decision makers focused on this conclusion with-
out recognizing the limitations of the analysis and the lack of imagery data.
Mindful about avoiding schedule slippages and conditioned by past experience,
mission managers decided that the foam strike risk was acceptable and that
the only consequence might be a longer turnaround time after the shuttle had
returned.

A number of problems affected information seeking, and these were espe-
cially apparent in the attempts to obtain additional imagery to better assess the
foam damage. Three separate requests were made by engineers and managers,
but they were cancelled by mission management partly because the requests did
not follow proper channels, and partly because management did not see a re-
quirement for imagery. Engineers continued to be worried about the foam strike
throughout the flight but did not voice their concerns because they deferred to
management and did not want to jump the chain of command.

Learning from the Challenger and Columbia Accidents

Our analysis in this chapter suggests a number of common features in the loss of
Challenger and Columbia. In both accidents, the danger signal (O-ring not sealing
properly in Challenger’s booster rocket; foam falling and damaging Columbia’s
wing) was enacted or bracketed, primarily by the engineers who had been moni-
toring these components. Managers found it much more difficult to see the
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FIGURE 6.10. Sense Making, Knowledge Creating, and Decision Making in the Columbia
Accident (2003)
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threat. Their sense making was driven by beliefs that had formed over time about
the acceptable nature of the risk that was involved, and information suggesting
that there would be a catastrophic failure was incompatible with these beliefs.
For both accidents, the ultimate cause was a long-standing problem that had been
identified as being dangerous right from the beginning of the Shuttle Program.
Unfortunately, this gap in the ability to analyze and fix the problems remained
unmet until the accidents. A perplexing feature of both cases was the difficulty
that engineers and technical staff had in voicing their concerns before the acci-
dents. These concerns, based on their tacit intuition and experience, could not be
easily quantified or articulated, and engineers were finally unable to influence de-
cisions that could have avoided the accidents. Again in both cases, the repeated
use of decision procedures and precedents had routinized the perception of risk
so that mission and program managers became desensitized to the danger posed
by a recurring problem and instead viewed this danger as acceptable risk. The
Rogers Commission and the Columbia Accident Investigation Board both iden-
tified poor communication and information sharing as a major factor in the acci-
dents. Information seeking and use were blocked by organizational structure and
roles—people were following reviewing and reporting channels, they did not
want to jump the chain of command, and they deferred to management and
superiors.

Why do organizations find it so hard to learn from mistakes? What can we
learn from the Challenger and Columbia tragedies? To a large extent, the an-
swers to these questions were already in our analysis of the ways that NASA and
its partner organizations perceived and interpreted their experiences, struggled
with complex engineering problems, and made risky decisions in conditions of
high uncertainty. By way of emphasis, we may highlight some of the more daunt-
ing challenges.

Sense making is both a way of seeing and a way of not seeing. Managers
found it difficult to perceive the risks confronting them because registering them
would undermine the beliefs that have formed the basis of understanding their
actions and past decisions. Managers take action, and their sense making wades
in the flow of actions they have taken in the past, actions they are currently working
on, and actions they want to pursue in the future.

Knowledge creation and use in organizations is always a simultaneous but
problematic engagement of tacit, explicit, and cultural knowing. Tacit knowl-
edge is hard to articulate, and, as we have seen in both accidents, even harder for
other persons to apprehend. Cultural knowledge, contained in beliefs about or-
ganizational identity and purpose, can influence how priorities are set about what
knowledge gaps to address. Explicit knowledge is supposed to be an objective
component of technical problem solving, but we have also seen how it can be a
servant of personal preferences and organizational agendas.

Decision making in organizations is guided by rules and routines. Decision
rules and premises capture and apply past learning and coordinate multiple sets
of activities. At the same time, the repeated, unreflexive use of rules and
premises can obstruct new learning. In both accidents, it was the history of rule

280 The Knowing Organization



following that created precedents and lowered the vigilance that could have
averted tragic errors.

III. SUMMARY

On January 28, 1986, the space shuttle Challenger disintegrated soon after
launch. The accident was caused by rubber O-rings failing to seal properly
in the booster rocket. This problem was known as early as 1977, and con-
cerns were discussed on the eve of the launch.

Challenger—sense making. With 24 successful shuttle launches behind
them, engineers and managers believed that the use of two O-rings pro-
vided safe redundancy. On the eve of the launch, a specific problem was
bracketed: Would the O-rings seal properly in the unusually cold temper-
atures forecasted for the following morning?

Challenger—knowledge creation. Although the problem was known for
many years, there was no concerted effort to analyze and fix O-ring ero-
sion. On the eve of the launch, there was no data to quantify the concerns
about ring behavior in cold temperatures. Engineers could not externalize
their tacit apprehensions about possible O-ring failure.

Challenger—decision making. Through a repetitive pattern of decision
and rule making, engineers and managers constructed decision premises
to deal with the risk of O-ring failure. Rules and precedents from past
decisions had routinized O-ring erosion dangers as acceptable risks.

Challenger—information seeking and use. Information seeking and use
was hobbled by a hierarchical structure, a division of information roles, a
reliance on reporting channels, and the compartmentalization of knowl-
edge that were part of NASA’s information environment.

On February 1, 2003, the space shuttle Columbia disintegrated while re-
entering the atmosphere. The accident was caused by insulating foam
striking the shuttle’s wing. This problem was known from the first flight of
Columbia, and foam loss had occurred in most shuttle missions.

Columbia—sense making. With 113 successful missions behind them, in-
cluding flights with foam loss, engineers and managers believed that foam
debris did not seriously threaten the shuttle. During Columbia’s launch, an
unusually large piece of foam was seen striking the shuttle: What was the
extent and implications of the damage?

Columbia—knowledge creation. Although foam loss was known from the
beginning of the Shuttle Program, there was no concerted effort to analyze
and fix the problem. During the Columbia mission, there were large un-
certainties about how to assess the foam strike damage. A mathematical
model was used inappropriately, resulting in a flawed analysis.
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Columbia—decision making. Mindful about avoiding schedule slippages
and desensitized by past precedents, mission managers decided that the
foam strike risk was acceptable and not a safety issue. Past decisions and
precedents had routinized foam loss dangers as acceptable risks.

Columbia—information seeking and use. Three requests for imagery were
cancelled by mission management because they did not follow proper
channels, and because management did not see a requirement for imagery.
Engineers did not voice their concerns because they deferred to manage-
ment and did not want to jump the chain of command.

The Challenger and Columbia accidents illustrate the dynamics between
meaning, knowing, and acting that can impede learning in any organiza-
tion. Sense making driven by beliefs and past actions can be a way of see-
ing and a way of not seeing problems and risks. Knowledge creation can
be compromised when vital tacit knowledge is not transferred and when
knowledge selection and use is controlled by organizational agendas.
Repeated patterns of decision making can entrench rules and premises,
induce overconfidence, and lower decision vigilance.
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C H A P T E R

KNOWING AND LEARNING

IN ORGANIZATIONS

It now becomes too manifest to admit of controversy, that the annihilation of
the Small Pox, the most dreadful scourge of the human species, must be the
final result of this practice.

—Edward Jenner, discoverer of smallpox vaccination, 1801

The two accidents examined in the last chapter suggest that there are inherent
features in the way organizations use information to construct meaning, knowl-
edge, and decisions that can, against the best of intentions, impede learning and
change. These challenges will loom even larger as organizations operate in
increasingly complex and uncertain environments. In this chapter, we shift our
eyes to an organization that has accomplished what might at first seem to be
an impossible task—the elimination of a deadly disease. We will work our way
toward an understanding of how organizational vision, human ingenuity, and
an openness to learning and new ideas combine to make this accomplishment
possible.

I. WHO SMALLPOX ERADICATION PROGRAM

Smallpox is the only major human disease to have been eradicated. Epidemics
of smallpox had inflicted mankind throughout history, and as recently as 1967,
some 10–15 million cases were still occurring annually in more than 30 endemic
countries (Fenner et al. 1988). Of these, some 2 million died and millions of sur-
vivors were left disfigured or even blind. Smallpox spreads by tiny droplets of
aerosolized virus that are discharged from the mouth and nose of infected vic-
tims. Within two weeks of inhaling the virus, the viremia would have caused
fever, muscular pain, infection of skin and internal organs, and the characteristic
appearance of rash on the face and body. The rash papules swell and become
filled with pus. Scabs form in the second week and leave pitted scars after they
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fall off. There is no treatment for smallpox once it has been contracted. The more
serious strain of the smallpox virus (Variola major) causes fatality of 20–40 per-
cent among unvaccinated persons.

On January 1, 1967, the World Health Organization launched the Intensified
Smallpox Eradication Programme. At that time the plan was to rely entirely on
mass vaccination of susceptible persons in endemic countries—the problem was
defined as one of mass vaccination. The mass vaccination strategy had success-
fully eradicated smallpox in programs in Western Europe, North America, Japan,
and other areas. The WHO Expert Committee on Smallpox in 1964 had recom-
mended that the goal should be to vaccinate 100 percent of the population, based
on the observation in India that smallpox persisted in some areas despite vacci-
nations reported to be 80 percent or more of the population (80 percent was then
assumed to be the acceptable target of a well-conducted vaccination program).
A report by the WHO director-general in 1966 supported this thinking: “Eradi-
cation can be accomplished in a comparatively simple and straightforward man-
ner by rendering immune, through vaccination, a sufficiently large proportion of
the population so that transmission is interrupted. In a highly endemic area this
requires almost 100 percent coverage of the population” (WHO Doc.
A19/P&B/2, March 28, 1966, p. 107). In hindsight, one might have asked
whether the sample size of successful vaccination campaigns was adequate to
confirm this belief; whether results obtained in insulated areas (such as tests on
the island of Tonga) could be replicated elsewhere; and to what extent campaigns
in Europe and North America were helped by better-controlled conditions
(Hopkins 1989). The same Expert Committee that had recommended total vacci-
nation had also “ignored the information from field studies in India itself, which
showed that the proportion successfully vaccinated fell far short of 80 percent
because of the use of subpotent vaccines and the frequent revaccination of the
most easily accessible groups” (Fenner et al. 1988, p. 484). A review of the pro-
grams conducted after 1967 suggests that mass vaccination alone could have
eliminated smallpox in South America and most African countries, but not in
the densely populated countries of Bangladesh, India, Indonesia, and Pakistan
(Fenner et al. 1988).

A 1966 outbreak in Nigeria started the evolution of a new strategy. In west-
ern Nigeria, where over 90 percent of the population had been vaccinated, an-
other smallpox outbreak had occurred, apparently originating in a religious
group that had resisted vaccination. Vaccine supplies were delayed, forcing pro-
gram staff to quickly locate new cases and isolate infected villages that could
then be vaccinated with the limited supplies. A reporting network using the avail-
able radio facilities was established to locate new cases. Containment teams
moved swiftly to isolate infected persons and to vaccinate susceptible villages.
The Nigerian experience demonstrated that an alternative strategy of surveil-
lance and containment could break the transmission chain of smallpox, even
when less than half the population was eventually vaccinated (Hopkins 1989).

In 1970, a major epidemic had begun in the Gulbarga district of Karnataka
in southwestern India, claiming over 1,300 victims (including 123 deaths) in
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more than 1,000 villages and 5 municipalities. To prevent the epidemic from
spreading to more-populated areas, “prompt detection of all cases in an area of
two million people was required. All available health personnel, not just smallpox
health workers, were mobilized for a weeklong, house-to-house search of the area.
By carefully focusing containment vaccination around each newly discovered
case, they eliminated smallpox from the district within weeks” (Brilliant 1985,
p. 27). The Gulbarga experience was India’s first real success with surveillance-
containment and showed that it could work even in a densely populated country.

The new strategy evolved gradually and was accepted slowly as local cam-
paigns controlled outbreaks with their own variations of surveillance-containment.
In India, for example, when a village-by-village search in Uttar Pradesh and
Bihar in 1973 identified 10,000 new cases, surveillance first shifted to a house-
to-house search, and then to market surveillance: smallpox disappeared in some
19 months before the strategy was ever fully worked out (Hopkins 1989). In
Bangladesh, surveillance based on passive reporting was eventually supple-
mented by three systems of surveillance—market surveillance, infected village
surveillance, and house-to-house surveillance. House-to-house searches were
made much more effective by preceding them with presearch meetings that also
examined feedback from prior searches (Fenner et al. 1988). In Nepal, surveil-
lance teams were supervised by assessment teams who planned the itineraries,
concentrating on high-risk areas, schools, tea shops, factories, brick kilns, weekly
markets, fairs, and so on. As in India, “watchguards” were posted at every infected
house round the clock to prevent patients from leaving the house, and monetary
rewards were offered for information leading to discovery of new outbreaks
(Fenner et al. 1988). Financial incentives, sometimes amounting to several
months’ wages, were presented in several countries to reward reporting of new
smallpox cases. Even health workers were eligible for the rewards and were en-
couraged to bypass their superiors to report cases. Disincentives were also used
to force people to receive vaccination, as in some Indian cities where people
were threatened with the loss of their food ration cards or with having the names
of their family members erased from the food ration registry (Hopkins 1989).

The initial definition of the problem as mass vaccination was a classic symp-
tom of a confusion between ends and means. The goal of the program was the
complete eradication of smallpox, and mass vaccination was a means to achieve
that end. With the epidemiological experience available in 1966, the choice of
mass vaccination as a strategy appeared rational. However, by limiting its
attention on methods to vaccinate as many people as possible and by measuring
performance according to how many vaccinations were given, the program was
focusing on methodology and not necessarily goal-attainment. National govern-
ments also favored mass vaccination partly because it was a highly visible dis-
play of government action, and partly because of the substantial investments
already made in creating the vaccination infrastructure (including jobs and
salaries). Fortunately, the smallpox campaign learned quickly from its experi-
ences in Nigeria, India, and elsewhere and was able to recast the problem and
evolve a new surveillance-containment strategy through experimentation and
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improvisation in the field. The then director of the WHO program commented on
the shift soon after it occurred: “In the development of the global program, it thus
seemed more logical to reconsider the strategy in terms of the actual objective,
‘eradication of smallpox,’ and to determine how best to interrupt completely
transmission of the disease rather than to focus attention solely on methods to
vaccinate all people” (Henderson 1972, in WHO/SE/72.8, p. 1).

The process of institutional learning and local adaptation was central to the
campaign’s success: “Indeed, that process, more than any other element in the
campaign, is the key explanatory factor of the ultimate success of the program”
(Hopkins 1989, p. 74, italics in original). The surveillance and containment strat-
egy was not a single policy deliberately planned for or even envisioned by WHO.
Instead, it comprised a broad array of measures that emerged over time from the
local practices of field teams who had to invent procedures that not only blended
with local customs and conditions, but were also genuinely effective in provid-
ing early detection and enforcing isolation and control. What eventually elimi-
nated smallpox was the combined approach of using mass vaccination to reduce
disease incidence so that detection and containment could eliminate the remain-
ing endemic foci (Brilliant 1985).

To achieve the large-scale vaccination in the program required the high-
volume production of potent, reliable vaccines and an efficient, inexpensive
means of delivering the vaccine. Three major technological innovations greatly
facilitated the smallpox eradication program by addressing these needs. Perhaps
the most significant was the development of the capacity to mass produce high-
quality freeze-dried vaccine in many countries. Edward Jenner had discovered as
long ago as 1796 that humans inoculated with cowpox became immune to small-
pox. An earlier 1959 WHO smallpox program had depended on a liquid vaccine
that had to be used within 48 hours and was easily contaminated. The new
freeze-dried vaccine, which had the potency and stability needed for mass vacci-
nation, was developed mainly at the Lister Institute in London using modest
resources. The first apparatus for heat-sealing the ampoules of freeze-dried
vaccine on a production scale was built from a child’s toy construction kit
(Hopkins 1989). The final production method was subsequently made freely
available. Since the quality of the vaccine was crucial, WHO took the important
step of establishing two regional vaccine reference centers in Canada and the
Netherlands to test and ensure vaccine quality. WHO continued with many
activities and services to improve vaccine quality, including organizing a vaccine
production seminar, consultation, fellowship training, detailed production manu-
als, equipment blueprints, and so on (Hopkins 1989). Within a few years after the
program started, several countries achieved self-sufficiency in vaccine produc-
tion, with nearly 60 countries participating in the production of freeze-dried
vaccine (Fenner et al. 1988).

Apart from the vaccine, the program also had to solve the problem of devel-
oping an efficient technique of introducing the smallpox vaccine into humans.
The traditional vaccination technique was to scratch a drop of the vaccine into the
superficial skin layers, employing a rotary lancet or a needle, which sometimes
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resulted in serious wounds. The scratch method was clearly inadequate for large-
scale vaccinations that were to be accomplished in compressed time frames.
Starting in 1963, the U.S. National Communicable Disease Center had led field
tests of a jet injector that was hydraulic-powered, foot-actuated, and portable.
The jet injector could do over 1,000 vaccinations in an hour, and in field tests,
more than 100,000 persons were successfully vaccinated in several countries.
The jet injector was deployed to good effect in West Africa but was too expen-
sive a device for house-to-house vaccination in densely populated countries.

The third major technological innovation was the bifurcated needle. The
new freeze-dried vaccine required a different method of presenting single doses
of the vaccine. Because the vaccine had to be reconstituted each time and dis-
pensed in tiny quantities, the traditional method of storing liquid vaccine in
capillaries was no longer tenable. In developing a new solution, Benjamin Rubin
of Wyeth Laboratories worked with Gus Chakros of the then Reading Textile
Machine Company in needle design. It occurred to Rubin that a prolonged needle
with a loop would provide both the capillarity activity and the scarification
action required (Hopkins 1989). He suggested the use of a sewing needle in
which the loop end was ground into a prolonged fork, creating two bifurcated
prongs. A piece of wire suspended between the prongs was designed to hold a
constant amount of vaccine by capillarity. By 1968, the bifurcated needle had
replaced traditional methods in most countries, and by 1970 it was in use every-
where. The new needle conserved vaccine and was so easy to use that a local
villager could be trained in 10–15 minutes to reconstitute vaccine and to perform
effective vaccination (Fenner et al. 1988).

Although the development of the freeze-dried vaccine, the jet injector, and
the bifurcated needle were milestones in the smallpox campaign, the program
would not have succeeded without the ingenuity and creativity with which the
field staff surmounted a host of local problems. Important innovations such as
smallpox recognition cards, watchguards, rewards, rumor registers, and contain-
ment books all came from fieldworkers (Brilliant 1985). Managers and supervi-
sors encouraged the creative solving of problems as they arose and adopted an
attitude of supporting problem-oriented practical experimentation in the field.
New techniques or improvements of existing procedures were then disseminated
through surveillance newsletters and periodic review meetings.

Staff training was another major component of the campaign. Epidemiolo-
gists from various backgrounds and nationalities, including academic epidemiol-
ogists, had typically never worked in rural villages and so required special
training. In India, part of the training program included two simulation exercises.
The first was a hypothetical outbreak that required the trainee to trace the source
of infection, locate all contacts, and carry out containment operations. An exam-
ple scenario involved an infectious disease hospital as a source of infection.
Academic epidemiologists were incredulous but realized when they reached the
field that poorly guarded hospitals were notorious for spreading the disease
they were trying to control. In the second exercise, the trainee played the role of
the chief of a state smallpox program who had to watch against infection from
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neighboring areas, investigate sources of infection, and make sense of conflict-
ing reports. Following the exercises, the entire training group then went out to a
nearby village with a chickenpox outbreak and proceeded to vaccinate and con-
tain the infection. The field training was highly practical and was conducted not
by a ranking administrator but by a junior paramedical assistant who had inti-
mate knowledge of village-level epidemiology.

At the strategy level, the smallpox eradication program of 1966 was guided
by a plan that linked two complementary approaches: mass vaccination cam-
paigns that employed freeze-dried vaccine of assured quality to substantially re-
duce the incidence of smallpox in endemic areas and surveillance systems that
detected and reported cases early enough to permit the containment of outbreaks
and the analysis of occurrence patterns so that appropriate vaccination and sur-
veillance activities could be taken. The WHO program functioned in a collegial
structure of many independent national programs, each developing its own ad-
ministrative traditions and adapting to local social and cultural conditions. As a
result, programs differed greatly from one country to another, as well as from one
time period to another. Specific country programs were designed locally and
jointly by the country staff and their WHO counterparts, whose roles again var-
ied somewhat from country to country. The most effective counterparts were
those who actively took part in field operations, and passive advisers who did not
travel out of the cities were encouraged to leave the program (Hopkins 1989).
The contribution of the WHO staff was significant:

As working counterparts, WHO staff with prior experience in other smallpox
eradication programmes transmitted confidence in the feasibility of eradication
and were better able to introduce new methods; they frequently served to provide
continuity and sustain momentum in programmes when the national leadership
changed; and it was sometimes easier for them than for their national counterparts
to approach the more senior health officials in the country to seek additional
support or changes in policy. (Fenner et al. 1988, p. 1361)

To foster a common understanding of the principles and procedures under-
lying the global program, WHO produced a comprehensive manual entitled
“Handbook for Smallpox Eradication Programmes in Endemic Areas.” The
handbook provided detailed information about important aspects of the cam-
paign, including an account of the clinical features of smallpox, laboratory diag-
nosis methods, and the operational approaches for conducting vaccination
campaigns and containment programs.

Standards of performance were defined from the outset and refined as the
program advanced. Mass vaccination campaigns were expected to result in more
than 80 percent of the population in each area having a vaccination scar. Inde-
pendent assessment teams could easily ascertain the proportion of the population
with such a scar. As campaigns improved, the target rates of coverage were
raised to 80 percent of those under 15 years old and sometimes 80 percent of
those under 5 years old. Furthermore, for primary vaccinations, a take-rate of
95 percent or better was set as the standard. Both sets of targets shared the

288 The Knowing Organization



desirable attributes that they were attainable in well-executed campaigns under
normal conditions, and that they could be easily measured and monitored soon
after a campaign was concluded. From 1974, standards for surveillance and
containment were added: 75 percent of outbreaks should be discovered within
2 weeks of the onset of the first case; containment of the outbreak should begin
within 48 hours of its discovery; and no new cases should occur more than
17 days after containment had begun. Fenner et al. (1988) concluded that “the
various standards were of the greatest value when the data were promptly col-
lected, analysed and used as management guides for programme action. The
knowledge by those collecting the information that their data were being
promptly put to use contributed greatly to the development of the system and
to better performance” (p. 1354). However, toward the end of the program, a
proliferation of standards generated high volumes of data which could not be
absorbed. It was clear that “a few indicators of overall performance, closely fol-
lowed, were more valuable than a broad spectrum of indicators expressing the
measure of many different aspects of programme execution” (p. 1355).

Each national program developed its own set of standard operating proce-
dures that were adapted to the local environment. In India, Operation Smallpox
Zero was launched in 1975 with a closely specified set of rules and procedures
(Brilliant 1985). Village-by-village searches were changed to house-to-house.
In one state capital room-to-room searches were done to prevent an epidemic
from spreading. Every case of rash with fever was recorded, monitored, and
treated as smallpox until proven otherwise. A rumor register was maintained at
the Primary Health Center. Uncertain diagnoses were followed with contain-
ment by default. Four watchguards were posted at infected homes. All villages
within ten miles of a case of known or suspected smallpox were searched.
Everyone inside a one-mile radius was vaccinated. Market searches were inten-
sified. Medical officers were posted to live in infected villages. The stringent
procedures paid off. The average size of an outbreak fell to fewer than 5 cases
from 7 six months before. The number of infected villages fell by 40 percent
each month.

An important innovation that preceded Operation Smallpox Zero was the
use of the infected rural village or urban neighborhood as an assessment index
and, in effect, as a decision premise for allocating resources. A village in which
any case of smallpox was recent enough to be potentially infective was labeled a
“pending outbreak” and placed on the pending lists of active outbreaks main-
tained at the smallpox control offices. If no new cases were found at the end of
the pending outbreak period (4–6 weeks), the outbreak was removed from the
lists with fanfare. Brilliant (1985) wrote that pending outbreaks were

an ideal management tool because for every outbreak, regardless of size, the same
resources—a jeep, vaccine, proformae, gasoline, and containment staff—were
needed to search every house in the village or mohalla [urban neighborhood]. . . .
This index of program performance was the lighthouse that guided the smallpox
staff through the rough and stormy seas of the smallpox cycles. Since efficient
resource allocation was the most pressing management decision, the use of
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pending outbreaks was an excellent management control—provided all the
outbreaks were found. (Brilliant 1985, p. 54)

Throughout the program, the pursuance of clear and stringent rules and
standards concerning vaccination, detection, and containment was matched by
an equally fervent spirit of improvisation and experimentation in the implemen-
tation of those procedures. Many people in WHO today believe that the program
had bent many rules, and indeed, many at WHO viewed the smallpox program
negatively because it ran outside the regular WHO system. Hopkins (1989)
recounts how one WHO official commented that if the India campaign were suc-
cessful, he would “eat a tire off a jeep.” When the last case was reported, Donald
Henderson, director of the smallpox program, sent that person a jeep tire. There
were many instances of cutting corners. Obtaining cash for the program required
voluminous paperwork, and often cash flowed simply on the director’s assurance
that funds would be forthcoming. The regional finance officer in India often had
to cover such advances but considered them as “an act of faith well justified.” In
Bangladesh, traditional steps in the health service hierarchy were bypassed when
the mobile surveillance teams drew personnel from their other regular assign-
ments and gave them authority and powers that exceeded their service ranks. In
India, relations in the joint WHO–government of India central command became
characterized by an open, informal atmosphere developed from months of work-
ing closely in the field and office. Junior staff frequently leaped over formal
hierarchical levels in order to expedite action, so much so that nearly every
senior Indian health official cited “level jumping” as one of the reasons for the
program’s success. At the core of the campaign in India (as well as many other
countries) was a logic of learning by experimenting and sharing that learning
quickly:

Task implementation in smallpox was a dynamic process, constantly recycling
lessons learned through hundreds of natural experiments in remote villages. As fast
as these innovations could be shared at monthly progress review meetings in each
state, they were disseminated at the next presearch meetings to the most peripheral
PHC [Primary Health Center] levels. (Brilliant 1985, p. 92)

WHO had recognized early on the critical role of concurrently evaluating the
performance of the various campaigns by independent teams so that deficiencies
could be discovered and remedied while the campaigns were still active. Evalu-
ation and assessment procedures constantly evolved in response to new experi-
ences and lessons learned from the field. Evaluation measures were kept flexible
so that they could be changed to fit each local environment. Initial output-based
measures such as the number of people vaccinated proved unuseful and were re-
placed by outcome-based measures such as trends in the incidence of smallpox.
More-specific indicators were used at lower levels. In India, for example, atten-
tion shifted to pending outbreaks (infected villages where the infection could
spread) in 1974; the focus then changed to the outcome of surveillance searches
in 1975; and finally search efficiency was stressed in the closing years of the
campaign. A sensitive feedback and control system was thus established, relying
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on the extensive, accurate, and rapid collection of data from the field. Field data
were rapidly analyzed and acted upon in order to influence the campaigns while
they were still in progress. The smallpox program relied on careful planning and
administration, creating hierarchical levels of control and reporting systems
that were nevertheless simple enough for the field teams to understand. Regular
feedback was provided through periodic review meetings at all levels for the
analysis of failures and resolution of problems. Summaries of the program’s
progress also appeared regularly in the WHO weekly epidemiological record,
and special papers were published on the results of research and operational
methods (Hopkins 1989).

In 1977, the last case of smallpox was reported in Somalia. For the first
time, a major disease had been completely vanquished. Dr. H. Mahler, WHO
director-general, described the smallpox eradication program as “a triumph of
management, not of medicine.” It is said that at a meeting in Kenya in 1978, the
then director-general, on announcing the end of smallpox, had turned to Donald
Henderson, who had directed the smallpox program, and asked him which was
the next disease to be eradicated. Henderson reached for the microphone
and said that the next disease that needs to be eradicated is bad management
(Hopkins 1989).

Our analysis of the organizational processes of the smallpox eradication
program suggests that the melding of sense making, knowledge creation, and
decision making into continuous cycles of interpretation, innovation, and adaptive
action underpinned the program’s success. In sense making, the program was able
to unlearn its past beliefs about the nature of smallpox and to redefine the problem
of eradication. Many assumptions about the epidemiological nature of smallpox
were proven wrong in the field. For example, data and experience from the field
showed that smallpox did not spread as swiftly as first expected, that swabbing the
vaccination area was unnecessary, and that adult females were much less suscep-
tible to the disease. The problem was poorly defined at the start of the program
when the desired goal of eliminating smallpox was confused with the generally
accepted means of mass vaccination. The initial belief was that smallpox could be
eradicated simply by vaccinating all or nearly all persons in an endemic area. An
outbreak in Nigeria where vaccine supplies were short and replenishments were
delayed led fieldworkers to make do with selective vaccination, guided by detec-
tion and investigation, and followed up by isolation measures. These responses
worked and showed the value of a hybrid strategy of surveillance, containment,
and selective rather than comprehensive vaccination. Here was an instance of
enacted learning, in which field teams acted on the environment (by locating cases
and outbreaks), changed its configuration (by separating out infected homes and
villages), and made it possible to deal effectively with the environment (by vacci-
nating and containing only the infected areas).

One of the most important elements of the program’s success was its “ca-
pacity to interpret experience and to weigh evidence with the maximum degree
of openness, and to respond to that experience and evidence” (Hopkins 1989,
p. 127). Thus, while procedures, standards, and indicators were specified and
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measured, the program at the same time maintained a “creative but insistent icon-
oclasm,” to guard against the reification of assumptions and modes of operation:

The management of the smallpox campaign proved itself willing and able to recog-
nize that means and ends had been confused in the original problem definition; to
experiment with the new strategy of surveillance-containment and to enthusiasti-
cally adopt it as the guiding strategy; to adopt a simple technology in the form of
the bifurcated needle when a more complex technology—the jet injector—could
not do the job; and to constantly search for effective, direct means of assessment.
(Hopkins 1989, p. 127)

As a global endeavor developing concurrently in more than 50 countries, the
smallpox program evolved campaigns that were tailored to a wide range of
cultures, traditions, and local practices. This diversity was held together by a uni-
fying core of shared visions and beliefs. At the heart of the campaign was the
common belief that the total eradication of smallpox was an attainable goal, that
the eradication had to be done urgently, and that this was a noble, inspiring mis-
sion. One of the participants in the Indian campaign called this “management by
inspiration,” which was the result of

1. a common goal that was attainable in the near future;

2. a sympathetic group of co-workers who shared and encouraged belief in
the goal;
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3. an emergency-like work situation (the program was often referred to as
being on a war footing) with the concomitant increase in output and uni-
fication that such disaster situations invoke.

(T. S. Jones 1976, cited in Brilliant 1985, pp. 141–42.)

In knowledge creation, the development of the freeze-dried vaccine and the
methods for presenting the vaccine answered the needs of the comprehensive
vaccination program. The freeze-dried vaccine was more potent, stable, and
portable than the traditional liquid vaccine, was economical to administer, and
could be mass produced. Vaccinating entire villages by novice or temporary
fieldworkers also meant that the method of delivering the vaccine had to be effi-
cient and easy to learn. The bifurcated needle invention scored highly on both
criteria. These innovations had their beginnings in the tacit knowledge and per-
sonal creativity of individuals working with modest tools and resources. The
freeze-dried vaccine ampoules were first produced using a toy construction kit.
Benjamin Rubin developed the concept of a bifurcated needle from considering
a sewing needle. Compared with the jet injector, the bifurcated needle was a very
simple “low-tech” device, but it was the one that became universally adopted.

Just as important as the technological innovations was the ability of partici-
pants from various nationalities and backgrounds to work together in developing
and adapting innovative solutions to solve problems as they arose. Knowledge
transfer was a major component of the program, and cultural knowledge played
an important role in this process. A notable example was the training program
in India, where epidemiologists from academia, who had not worked in rural
villages, underwent simulation and role-playing exercises in order to change
preexisting beliefs about fighting infectious diseases in a rural environment.

Local fieldworkers drew upon their knowledge of local customs and practices
to come up with practical measures that encouraged reporting and facilitated
detection. Foreign staff, on the other hand, were often more effective in making
contact with and persuading bureaucrats to change policies or approve resources.
In India, an informal joint leadership team developed at the top management level
of the campaign. Within the smallpox high command, as it was known,

the titles and offices merged into an informal leadership partnership which, with its
members trusting and liking each other, provided the impetus and the inspiration
for eradicating smallpox from India.

At the highest level, this shared sense of purpose expressed itself in true
international collaboration. Sharing train rides together back and forth from
infected areas, attending monthly progress review meetings in every state in India,
jointly making plans, assessing organizational tactics and strategy, and watching
the incidence of smallpox wane or wax with the success of the efforts to overcome
it led to a very unusual solidarity among the central command.

The organizational charts and the charts of institutional roles fail to convey
the sense of personal dedication and leadership that characterized the program
participants who became emotionally tied to the success of the campaign. (Brilliant
1985, pp. 96–97)
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This open, two-way collaboration was possible because the participants
shared the vision that they were all working toward an important, inspiring goal
that was attainable but which required urgent, determined action.

Decision making in the smallpox campaign was nestled in a hierarchy of rules,
routines, objectives, and indicators that became the management tools for control-
ling the operational strategies of mass vaccination, surveillance-containment,
and assessment. A clear definition of the problem led to the development of
specific operational procedures that included quantitative performance targets
and unambiguous evaluation measures. For mass vaccination, the targets were
to reach at least 80 percent of the population and to achieve a 95 percent take-
rate. For surveillance-containment, 75 percent of outbreaks were to be detected
within 2 weeks of the first case, and that containment should then begin within
48 hours.

Many of the targets were set, at least initially, based on limited information
and on what was possible to achieve, and had a “satisficing” quality about them.
For example, the belief that mass vaccination was the best strategy was derived
less from rigorous epidemiological analysis than from a “localized search” of re-
cent vaccination experiences which concentrated on the overall success of these
experiences but ignored certain other aspects (such as their isolated locations or
well-controlled conditions). The 80 percent mass vaccination target was set be-
cause it was what experience had shown that a well-run vaccination program
could accomplish. Targets and indicators were continually elaborated and broken
down into secondary objectives and guidelines for execution at the village or mu-
nicipal level, and it was in the field that the viability of the procedures and targets
was tested. Adaptive organizational learning took place whenever existing goals
and targets were not being met and new searches (for solutions, not smallpox)
were initiated to find out why. This would typically involve understanding the
local customs or conditions that might have impeded progress or analyzing
patterns and trends of disease incidence in order to improve operational plan-
ning. New procedures incorporating new rules and targets emerged, and if they
proved effective, they were rapidly disseminated in the program. There were
many cycles of learning and adaptation, so that standard procedures, targets, and
indicators evolved continuously to fit the specifics of local conditions and often
became more stringent as the programs advanced and as more experience and
knowledge accumulated.

Control was central to the program: control of the quality of the vaccine;
control of the operational procedures and targets to carry out mass vaccination,
surveillance, and containment measures; control of the reporting procedures to
ensure that  reliable information was available in time to solve problems as they
arose; and control of the assessment procedures to provide an independent and
realistic evaluation of a campaign as it was being implemented. The specification
of a structure of rules and routines that provided management control was neces-
sary in an international program being mounted by numerous countries in very
different parts of the world. One principle underlying the design of control was
to seek simplicity: “Simple devices, simple procedures, and simple instructions
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are especially critical in programs where large numbers of people are involved
in tasks that demand disciplined performance—as good epidemiology does.
Uncomplicated technology and straight-forward procedures lend themselves far
more effectively to success in high pressure situations under difficult conditions”
(Hopkins 1989, p. 129).

Yet, paradoxical as it may seem, control was effective because it kept an
open heart and an open mind. Procedures and rules, though carefully defined at
a general level, were interpreted and elaborated into field tactics and targets by
adjusting them to a complex variety of indigenous cultures, religions, health
systems, and governmental structures (Brilliant 1985). Experimentation and
improvisation were encouraged as necessary tactics of learning and getting
things done. Shortcuts that bypassed standard procedures, simplifications that
cut costs or saved time, and people who skipped over formal levels in the hierar-
chy were all tolerated and recognized as valid responses justified by their ends.

At the enabling level, the smallpox program was also a triumph of effective
information management. The surveillance system, containment system, and
assessment system, which were central to the program, were all in essence infor-
mation systems. Information needs were derived from well-defined procedures
and targets. Soon after its inception, the program avoided the trap of going only
for easy-to-collect data about program inputs (such as the number of vaccina-
tions), which would have measured effort not results, and instead moved its
focus to data about program outcomes (trends of the disease incidence). The
availability of high-quality information was a sine qua non, and information
gathering in the program emphasized information quality in all its major dimen-
sions: comprehensiveness, accuracy, timeliness. Information collection was
comprehensive, involving participants at all levels of the program, including
local villagers and community leaders. A long-standing problem was the gross
under-reporting of smallpox cases. Incentives were offered to encourage report-
ing, and these were designed to capture accurate data rather than data that people
thought program managers wanted to see. Since accurate and timely information
reporting lay at the heart of the containment strategy, a major organizational step
was the separation of the surveillance and containment functions in order to
avoid a conflict of interests:

Health workers are expected to demonstrate good results. Like all humans, they
tend to find evidence which supports expectations, and to avoid evidence that
doesn’t. Workers responsible for controlling a disease [the containment function]
will tend to understate its incidence [the surveillance function]. The separation of
surveillance and control functions proved to be important. (Siffin 1977, p. 1)

Information use was swift and sophisticated. Data collected were analyzed
to discern patterns of incidence and spread, sometimes employing advanced
methods from operations research. Data were used to test hypotheses and to
challenge existing beliefs. Where warranted by the information, shifts in strategy
and operations were implemented. Significant findings and innovations were
disseminated in the program through periodic review meetings, conferences, and
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newsletters and other publications. Effective information management was the
glue that held together the cycles of interpretation, innovation, action, and feed-
back which moved the program toward its remarkable achievement.

Summary

The World Health Organization’s smallpox eradication program exemplifies
several of the major features of organizational knowing. The program continu-
ously reappraised its beliefs based on current evidence from the field, developed
innovations and new knowledge that were instrumental in allowing the program
to achieve its objectives, and implemented actions and procedures that afforded
a high degree of control but also allowed room for local adaptation.

In sense making, the program was able to revise its beliefs about the nature
of smallpox and the appropriate strategy for eradicating the disease. In the field,
the program enacted a new way of reconfiguring the physical environment (iden-
tifying and isolating homes and villages) in order to focus its attention and infor-
mation gathering. At its core, the widely dispersed program was held together by
a shared sense of purpose. The common goal of eradicating smallpox, perceived
as attainable, inspiring, and urgent, unified the diversity of national and local
cultures that participated in the program. These common beliefs formed the
shared context for coordinated action and for determining progress. The common
agenda was amplified by detailed information about the epidemiology of the
disease, laboratory diagnosis methods, operational approaches for vaccination
and containment, health education, and a host of related subjects, all of which
were published in the WHO smallpox handbook, the program’s charter.

Knowledge creation both in the research laboratories and in the field pro-
duced key innovations and new knowledge about the incidence of the disease
that were pivotal to the program. One plank of the eradication strategy was mass
vaccination, which required a new form of vaccine that would be potent, reliable,
economical, and easy to administer. The innovations of the freeze-dried vaccine
and the bifurcated needle for presenting the vaccine answered these needs. The
other plank was the surveillance and containment of smallpox outbreaks, which
required local knowledge about indigenous customs and practices and how these
may be taken advantage of in enforcing detection and isolation. This was where
the knowledge of fieldworkers was vital in coming up with innovative measures
that were effective because they leveraged local cultures and customs.

The smallpox program established a system of rules, procedures, standards,
and targets to regulate decision making in the execution and evaluation of its cam-
paigns. At the same time, this formal system coexisted with an informal network
of practices and relationships that deviated from set norms but were expedient in
surmounting particular obstacles or accelerating action. The results of each cam-
paign were objectively assessed by independent teams even as the campaign was
in progress, thus providing feedback in time for corrective action. New experi-
ences and practices learned by campaigns in other countries or regions were dis-
seminated promptly through review meetings, conferences, and newsletters.
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In the smallpox program, the cycles of adaptation and learning depended on
an unimpeded flow of accurate, timely, and actionable information that brought
in current news about trends of disease incidence, the effectiveness of operational
approaches, and new tactics and measures discovered in the field. Information
needs were well defined, information gathering was thorough and efficient, and
information use was managed so that analysis and interpretation of new data
were accomplished in time to influence the course of action.

II. MODELS OF ORGANIZATIONAL LEARNING

There have been many attempts to model the process of organizational learning
at a general, systemic level. Two of the most influential are the models developed
by March and Olsen (1976) and Argyris and Schön (1978). In this section we
examine each model and relate them to the concepts of organizational knowing.

March and Olsen (1976) develop a general representation of organizational
choice that has become an archetypal model of organizational learning and
adaptation. The model, shown in Fig. 7.2a, shows the complete cycle of organi-
zational choice as consisting of four connections:

1. The cognitions and preferences held by individuals affect their behavior.

2. The behavior (including participation) of individuals affects organiza-
tional choices.

3. Organizational choices affect environmental acts (responses).

4. Environmental acts affect individual cognitions and preferences.

(March and Olsen 1976, p. 13)

Looking at these connections, it is possible to suggest that individuals’ cog-
nitive development of their “models of the world” is similar or at least related to
sense-making activity, while individuals participating in a choice situation lead-
ing to choices or action outcomes is in fact decision making. We label these
similarities in Fig. 7.2b and propose an additional connection. As organizations
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work on novel and complex problems, they create new knowledge that intro-
duces new options and new understandings that together form the basis on which
choices can be made. We draw a new link in Fig. 7.2b to capture this notion of
knowledge creation.

Although March and Olsen feel that the model is “too simple and too seduc-
tive,” it does display two general structural features that are useful for subse-
quent model-building. First, organizational choice and adaptation takes place
across multiple levels, in this case, the three levels of the individual, organiza-
tion, and environment. The model shows that environmental responses are inter-
preted through the individuals’ minds; it implies the role of action or enactment
in ambiguous situations and suggests that organizational action leads to environ-
mental response (although the same action may have different responses at
different times). Second, the process is a cycle involving detection, response,
feedback, and adaptation. Detection and recognition of a need for choice depends
on the individuals’ “models of the world” that define saliency and the allocation
of attention. Response is both individual (the individual participates in a choice
situation) and collective. Feedback may be unclear, since it may be difficult to
trace outcomes to organizational actions. Adaptation occurs when individuals
observe events, change beliefs in the light of experience, and modify behavior on
the basis of this feedback.

Argyris and Schön (1978) suggest that individual and organizational behav-
iors are guided by a framework of goals, expectations, and learned methods, a
framework that, in effect, serves as a theory of action. They define an organiza-
tion’s theory of action as including its

1. norms for corporate performance 
(for example, norms for margin of profit and for return on investment),

2. strategies for achieving norms 
(for example, strategies for plant location and for process technology),
and
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3. assumptions which bind strategies and norms together 
(for example, the assumption that maintenance of a high rate of return on
investment depends on the continual introduction of new technologies).

(Argyris and Schön 1978, pp. 14–15)

An organization’s theory of action may be deduced in two ways. First, an
examination of the formal documents of an organization, such as its organiza-
tional charts, policy statements, job descriptions, and archives, yields an espoused
theory that the organization wishes to project to the outside world and to its
members. Second, an observation of the actual behaviors of the organization
may reveal that members act according to a different set of rules and assump-
tions, reflecting an alternative theory-in-use that may not be consistent with the
espoused theory. Argyris and Schön suggest that the theory-in-use is often tacit
and may remain tacit because its incompatibility with espoused theory is undis-
cussable, or because members are not able to articulate the elements of the
theory-in-use. Nevertheless, each person in the organization constructs a partial
representation of the theory-in-use of the whole, a “private image,” in order to
understand how her or his activity and identity relate to the overall organizational
context. These private images make references to shared representations of
organizational theory-in-use—“public maps,” such as those depicting work flow,
operating procedures, and compensation standards.

An organization learns by constructing, testing, and restructuring its theo-
ries of action. Individuals are frequently the agents of changing organizational
theory-in-use:

They act on their images and on their shared maps with expectations of patterned
outcomes, which their subsequent experience confirms or disconfirms. When there
is a mismatch of outcome to expectation (error), members may respond by modify-
ing their images, maps, and activities so as to bring expectations and outcomes
back into line.  (Argyris and Schön 1978, p. 18)

Organizational learning takes place when members respond to changes in
the environment by detecting errors and correcting the errors through modifying
strategies, assumptions, or norms. The altered strategies, assumptions, or norms
are then stored in the organization’s memory, becoming part of the private im-
ages and public maps. Two modes of organizational learning are possible. Learn-
ing is single-loop when the modification of organizational action is sufficient
to correct the error without challenging the validity of existing norms. In other
words, the central features of the current organizational theory-in-use are
preserved. It is single-loop because a single feedback loop between detected
outcomes to action is adjusted so as to keep performance within the range set by
organizational norms (Fig. 7.3a). The goal of single-loop learning is therefore to
increase organizational effectiveness within current norms for performance
(maintaining current objectives for product quality, sales, or task execution).

There are occasions when attempting to correct deviations within existing
norms may not work, revealing instead conflicting requirements. Consider a firm
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whose current norms include pursuing high growth in sales and maintaining pre-
dictability in its operations. A new innovation from the research laboratory holds
the promise of generating substantial sales but would require the firm to adopt
new production methods and enter unfamiliar markets. A conflict arises between
the existing norms of high sales and predictability. In this case, error correction
requires the restructuring of the organizational norms themselves, which in turn
necessitates a restructuring of strategies and assumptions associated with these
norms. Learning here is double-loop because a double feedback loop connects
error detection not only to organizational action but also to the norms (Fig. 7.3a).
The goal of double-loop learning is therefore to ensure organizational growth
and survivability by resolving incompatible norms, setting new priorities, or
restructuring norms and their related strategies and assumptions. While single-
loop learning is adaptive and is concerned with coping, double-loop learning is
generative learning and creates new private images and public maps. The small-
pox eradication program provides another example of double-loop learning:
responding to new evidence from the field, the program restructured its norm or
objective from carrying out mass vaccination to eradicating the disease itself.
The new priority required new strategies and assumptions which were quickly
developed (again by learning from field practices), stored in organizational mem-
ory, and disseminated (through newsletters, publications, meetings).

Looking at Fig. 7.3a, we suggest that single-loop learning is analogous to de-
cision making, especially when that decision making is based on rule-following,
and when the decision premises are taken as given. In contrast, we propose that
double-loop learning is related to the activities of sense making and knowledge
creation, perhaps combined together. One scenario that generates double-loop
learning may be when organizations bracket or enact messages about outcomes
that contradict or conflict with existing assumptions, thus precipitating new sense
making and knowledge creation. If the assumptions and beliefs are modified,
then new mental models or theories of action can emerge. We therefore elabo-
rate the model in Fig. 7.3b to show that the two types of learning are related to
rule-based decision making and belief-changing sense making or knowledge
creation.

There are three aspects of Argyris and Schön’s discussion of organizational
learning that are especially germane to our conceptualization of organizational
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knowing. First, all organizations develop and subscribe to their own theories of
action. Theories of action enable organizations to accomplish complex tasks by
establishing expectations of levels of performance, identifying methods and pro-
cedures to achieve those levels of performance, and postulating cause-effect re-
lationships that in effect explain why what they are doing works.

Second, every organization maintains two versions of its theory of action.
The espoused theory is that by which the organization projects and explains itself
publicly to outsiders and internally to its members. It is useful for encoding past
learning and experience, sustaining legitimacy, and inducting new staff. The es-
poused theory contains the formal, the explicit, and the codified, and is therefore
related to the recorded memories, the explicit knowledge, and the written-down
rules and procedures that we encountered in our discussion of sense making,
knowledge creating, and decision making. The theory-in-use, on the other hand,
is that which is revealed in the actions and behaviors of the organization and its
members. It is important because it provides the basis for all individual action
and how the action relates to that of others. The theory-in-use is inherently
informal, tacit, and often uncodifiable, and is therefore related to the enactments,
tacit knowledge, and heuristics that organizations employ as they make sense,
make knowledge, and make decisions.

Third, each organization must continually construct, test, and restructure its
theory of action if it is to learn and adapt (and thus survive) in a changing envi-
ronment. Again, there are two modes of learning. In single-loop learning, the or-
ganization corrects for anomalies in performance by adjusting its actions without
causing any change to its theory of action (its norms, assumptions, and strate-
gies). In today’s complex and dynamic environments, single-loop learning is in-
sufficient, and few organizations can continue to operate by clinging on to an
unchanging theory of action. In double-loop learning, adapting to anomalies
involves restructuring the norms themselves, which in turn requires their associ-
ated strategies and assumptions to be modified. A new theory of action emerges.
True organizational learning therefore requires members to reach back to their
assumptions and beliefs, objectively appraise their content and validity in the
light of current conditions and new evidence, restructure or reject norms and as-
pirations that are no longer viable, and reconfigure new objectives and relearn
new methods to achieve them.
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Furthermore, Argyris and Schön point out that while their model focuses on
error detection and error correction,

there is a domain of organizational knowing which lies, as it were, between
error detection and error correction. In order to function as agents of
organizational learning, individuals must set problems, construct models of
organizational situations, and frame interpretations of error and anomaly. Their
models, pictures, problem settings and interpretations display characteristic
strategies for naming, framing, grouping, and describing the phenomena of
organizational life. . . . we believe that [these] modes of organizational knowing
are centrally inolved in processes of organizational learning. An organization’s
capacity to correct error depends, in considerable measure, on its members’ ways
of constructing the problems reflected by error.  (Argyris and Schön 1978, p. 317)

III. LEARNING IN GROUPS AND IN PROJECTS

Learning in Groups: After Action Reviews

So far we have used the knowing organization framework to analyze the behav-
ior of large organizations (e.g., NASA, World Health Organization). In this
section, we look at how the processes that construct meaning, knowledge, and
decisions also support learning at the group level.

One of the main messages of the knowing organization model is that learning
requires the ability to collectively reflect on actions and experiences, accompa-
nied by a willingness to modify beliefs and pursue new options when necessary.
An example of a group-level learning activity that illustrates this idea would be
the After Action Review (AAR) procedure, first introduced in the mid-1970s by
the National Training Centers of the U.S. Army. The technique diffused slowly
in the first decade and only became widely accepted after the army’s AAR expe-
riences in the Gulf War and the Haiti operations of 1994.

When U.S. troops went into Haiti (1994), AARs helped army personnel
learn as they adjusted to a new and ambiguous situation. This was the first time
army troops were deployed off of a navy aircraft carrier, and it was unclear if it
was to be a peacekeeping or a combat mission. As the 82nd Airborne and the
10th Mountain Division arrived in Haiti, units implemented lessons learned
using AARs (Baird et al. 1999). For example, one unit located on the aircraft car-
rier Eisenhower discovered an immediate problem. The hallways and stairs of an
aircraft carrier were designed for efficient and quick movement of navy person-
nel. Army personnel with heavy packs could not move up and down the stairs
easily, and it was impossible to pass in hallways. The challenge was how to
quickly move thousands of troops from lower to higher decks. The solution de-
veloped in an AAR was to use the large elevators designed to raise aircraft to the
upper decks to transport troops and their gear. Another unit discovered a shortage
of water. The soldiers’ water consumption was much higher than expected be-
cause of heat and humidity. The need for drinkable water increased dramatically.
AARs developed solutions that called for supply lines to be opened and units
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responsible for supplying drinkable water to be moved up quickly. Another unit
looked at its supply of intravenous medical equipment and projected a shortage.
The heat and humidity were causing more soldiers than expected to pass out
from dehydration. The standard medical supplies brought in by the troops needed
to be modified. Solutions to these problems provided valuable lessons at the local
level and improved operational efficiency. Lessons learned from individual units
were consolidated, and higher-level solutions emerged as analysts examined all
the units together and saw how the problems were related. Since soldiers were
carrying 80 pounds of equipment in high temperature and humidity, they were
losing more body fluid than normal. The suggested solution was to have soldiers
carry only the bare essentials for a peacekeeping operation. This might reduce
physical exertion enough to lower the loss of body fluid and minimize the need
for water and intravenous equipment. After a successful test of this idea, orders
went out to all units to minimize pack loads. Similar lessons collected during dis-
aster assistance in the aftermath of Hurricane Andrew in Florida, Somalia,
Rwanda, and Bosnia had also been disseminated by the U.S. Army and archived
for future peacekeeping operations. In the corporate world, the AAR technique
has been applied successfully at firms such as British Petroleum, Bechtel,
Chrysler, and GTE (Gorelick et al. 2004; Dixon 2000).

The AAR is a way for a team to reflect on and learn while it is performing an
activity. The purpose of the AAR is to arrive at a shared understanding of what
happened in a given situation; why it happened; and what could be done differ-
ently next time. Although the process itself may be formal or informal, involve
groups of various sizes, and last for minutes or hours, the discussion in an AAR
is always anchored by four questions:

1. What did we set out to do? What was 
supposed to happen?

2. What actually happened? Sense making

3. Why is there a difference? Knowledge creation

4. What can we learn from this? What are we Decision making
going to do about it?

(Garvin 2000; Baird et al. 1999)

The first question (What did we set out to do? What was supposed to hap-
pen?) involves group members agreeing on the purpose of their mission and the
definition of success. This then forms a baseline for evaluating performance as
well as for identifying gaps or surprises that need to be better understood. The
second question (What actually happened?) involves group members coming to
an agreement about the events that unfolded during a mission. As we have noted
in our chapter on sense making, participants bracket information differently and
may notice, label, and connect events differently from each other. This part of
the AAR discussion then has to deal with multiple accounts of what has hap-
pened in order to arrive at a shared reality, what the soldiers would call “ground
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truth.” Two general approaches are applied. The first is to pool information
from three sources: experienced soldiers acting as observers-controllers; instru-
mentation such as automated tracking and logging devices; and films made on
video cameras that recorded the events. Instead of multiple sources, the second
approach is to pool multiple perspectives in a facilitated discussion. The AAR is
started soon after the event and includes all key participants as well as third-
party observers, members from staff and support units, and even commanders.
The U.S. Army found that it is critical to give sufficient time (a quarter of the
time of an AAR) to addressing the first two questions, in order to develop a
common understanding of the objectives and a shared interpretation of what
took place.

The third question (Why is there a difference between what actually hap-
pened and what was supposed to happen?) begins the analysis of the underlying
reasons for success or failure. This is typically a cause-and-effect examination
that seeks an explanation of the differences between expectations and reality.
Sometimes the analysis is straightforward and an outcome can be traced to a spe-
cific action. Often, problems are more complex, requiring a series of AARs to
gradually tease out the factors and reasons that could account for the differences.
In either case, this part of the AAR calls for problem solving, a diagnostic frame
of mind, and a willingness to be honest and accept responsibility. The fourth
question (What can we learn from this?) compares the current experience with
past experiences, in the process forming beliefs about how to explain what was
observed. The outcome may also include new ideas about how to solve a prob-
lematic aspect of the activity or how to improve performance the next time
around. Taken together, dealing with the third and fourth questions is tantamount
to creating knowledge that is useful to the group. The fourth question also asks
“What are we going to do about it?” The natural focus here is on elements that
could be improved upon, but it is also important to identify practices or proce-
dures that should be sustained or repeated. In Haiti, where the army was under-
taking an unfamiliar kind of mission, the AARs of early units were used to de-
velop standard operating procedures for follow-on units (Garvin 2000).
Importantly, the entire process is supported by a skilled facilitator and follows a
number of ground rules that disallow using information in AARs to place blame,
find fault, or penalize individuals.

The four questions that drive the AAR process would also drive the cycles of
sense making, knowledge creation, and decision making that we believe are nec-
essary in enabling a group to learn through action and reflection. The questions
asking what happened and why there is a difference between reality and expec-
tations are the same questions that initiate sense making in organizations. Groups
negotiate this meaning collectively, taking into account the various ways that
they bracket and enact events they have observed. The question of why there is a
difference segues into a discussion of what can be learned from this difference.
The focus shifts here to analysis and problem solving, often motivated by the
desire to come up with ideas for methods that would work in similar situations.
We see this brainstorming and problem solving as being analogous to knowledge
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creation. Finally, answering the question of what is to be done is concerned with
turning lessons learned into concrete action that may be disseminated more
widely or institutionalized as standard operating procedures. We see here an
instantiation of decision making taking new knowledge as a potential for action
and transforming it into a commitment to act.

Organizational Knowing in the Eureka Project

In chapter 4, we discussed the Eureka project at Xerox corporation that enhanced
the way service technicians shared knowledge about solving tough machine
problems. We now revisit the case with a different perspective. We show how
Xerox as a firm had to unlearn its assumptions about the nature of field service
work; how it discovered a social community of practice and supported it with
appropriate technology; and how decision makers were initially skeptical and
had to revise their decision premises before finally approving system deployment
across the organization.

Xerox recognized that the servicing of its products at customer sites is an
important means of increasing customer satisfaction and loyalty. Over time,
management developed the belief that field service should follow standardized
procedures laid down in the technical service manuals. This would lower costs
and ensure a consistent, efficient service. These sense-making interpretations
about cost-efficiency and standardization formed the premises for making deci-
sions about field service. (The discussion of Eureka in this section is based on the
account by Bobrow and Whalen 2002.)

Enactments and Belief Revision in the Eureka Project. In the early 1990s, a
group in Xerox PARC saw an opportunity to apply its knowledge of expert sys-
tems to develop a system that would support field service work—work that was
perceived as a well-structured task. The first enactment by the group was to
develop a prototype that was demonstrated to technicians in order to determine
whether such a tool would be helpful. Although impressed by the system, the
technicians did not think it would be useful in the field because many products
did not have service manuals, and because the hardest problems encountered in
the field were those not covered in the manuals. With this feedback, the PARC
group decided on a second enactment—following service technicians in their
service calls so as to observe directly what they actually did during these visits.
This ethnographic study found that technicians often called on a peer or an
experienced person for ideas, and when unusual problems were solved they
would tell stories about these successes. As a result, the PARC group con-
structed new interpretations about the work of service technicians: technicians
solved tough, undocumented problems in the field; the new knowledge so
generated is valuable and should be shared; and the creation and sharing of this
knowledge depends on the shared norms and practices of the community of
technicians. The PARC scientists noted that, in effect, what they had discov-
ered was that “the community was the expert system.” These new beliefs
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constituted the new context for the next stage of the project—the development
of the Eureka system.

Knowledge Creation in the Eureka Project. The evolution of the knowledge-
sharing process that lies at the core of Eureka was described in Chapter 4. We
note here how tacit, explicit, and cultural knowledge are activated and combined
in Eureka. The process begins when service technicians discover workarounds
that fix tough problems based on their experience and intuition (tacit knowledge).
As they enter these workarounds into the pending tips database, they are starting
the process of converting their intuitions into a more explicit form. The external-
ization of knowledge continues when experienced field engineers and the tip
contributors converse with each other to hone these new solutions. After valida-
tion, the tips move into a formal knowledge base where they may be down-
loaded, searched, and viewed by all service technicians (explicit knowledge).
Technicians are willing to try these solutions because they trust the system by
which the tips are generated. They are also willing to contribute new tips because
they value the recognition of their peers. Service technicians interact with each
other as a natural community of practice. They face common work tasks, and
they can see the benefit of having the collective knowledge of the group available
as each of them works on a problem. Their knowledge sharing is supported by
social practices and norms that are based on peer recognition, trust, and cooper-
ation (cultural knowledge). We may say that Eureka works because it respects
the way that tacit, explicit, and cultural knowledge are simultaneously engaged
in a natural community of practice.

Decision Making in the Eureka Project. For the firm as a whole, Eureka was
something of a radical innovation: it grew from the bottom up with little support
from top management; it purports to capture knowledge in work that was ini-
tially thought to be not knowledge-intensive; and it implicitly challenges the
authority of the product engineers who had written the service manuals in the
first place. Indeed, as we noted above, the initial premises for making decisions
about field service were based on cost-efficiency and standardization. The ser-
vice organization was seen as a cost center, and management at first thought that
field service was much more of a “follow-the-manual task” than “creative prob-
lem solving.” As a result, early attempts to obtain resources to support the project
proved difficult. The project group had to sometimes operate like a guerilla
group, relying on local champions who were somehow able to assemble re-
sources and support. The project began in France and moved on to Canada before
it was considered for introduction in the United States. High-level decision
makers were still skeptical about the project and wanted to see evidence of
tangible benefits and payoffs. As the use of Eureka spread, service improvement
data became available and enthusiasm for the system grew, so that the deploy-
ment of Eureka in the United States was finally approved. The sequence of
events here is instructive. An innovation was introduced which decision makers
perceived as being risky and uncertain. Work continued under the radar, as it
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were, until a business case could be made within the existing decision rules and
premises. The eventual success of the project led to a modification of the deci-
sion assumptions about the nature of field service work.

As shown in Fig. 7.4, early cycles of sense making formed management
beliefs that customer field service was a standardized activity best delivered in a
cost-efficient manner. Studies by PARC scientists to understand field service
work constructed the new interpretations that service technicians created valu-
able new knowledge in their work that should be shared. This was the impetus
for work to begin on a system to support the service technician community. The
Eureka system that evolved recognized the intuitive, tacit nature of solving
tough problems; the need to capture new ideas in a more explicit form for shar-
ing; and the need to respect the social norms that the community had developed.
It was a gradual process to get top managers to become convinced of the useful-
ness of Eureka as an organizational innovation. Initial resistance, typical in the
face of new innovations that pose new risks and uncertainty, had to be “man-
aged” using a number of unconventional tactics that allowed the project to grow
and demonstrate its value. Eventually, the accumulation of evidence and enthu-
siasm led to managers changing their beliefs about the routine nature of service
work and approving the deployment of Eureka widely in the firm. (For another
example of the diachronic interplay between sense making, knowledge creating,
and decision making, see the study by Choo and Johnston [2004] of a large
Canadian foreign exchange bank that pioneered an innovative online trading
system.)

Knowing and Learning in Organizations 307

FIGURE 7.4. Sense Making, Knowledge Creating, and Decision Making in the Eureka
Project

Eureka as
organizational

innovation

Field service important for
customer satisfaction and loyalty

Experience from
France, Canada

Deploy Eureka
widely in firm

Premises

Routines Rules

DECISION MAKING

Cultural
knowledge

Tacit
knowledge

Explicit
knowledge

KNOWLEDGE CREATING

Beliefs

Enactments Interpretations

SENSE MAKING

How to support service
technicians’ work?

Field service should be
standardized, low-cost



IV. IMPLICATIONS FOR PRACTICE

We have applied the knowing organization as a theoretical scheme to construct
narratives of organizational experience. Narratives convey something of the tex-
ture and complexity of organizational life, and they can also speak to each of us
about what practical implications may be drawn for our own contexts. In this
section, we discuss briefly some practical issues that may arise from our discus-
sions in this volume. Fig. 7.5 shows three loops of learning, with each loop be-
coming more expansive as it connects a larger set of information activities.

Loop I Learning—Decision Making

Agreat deal of interest is focused on managerial decision making. Decision making
is seen to be closest to action and the production of results. Many believe that the
essence of management is decision making—that being decisive is a trait of a good
manager, that being able to make rational decisions demonstrates competence. In
decision making, the manager is motivated by questions such as what is to be done;
how to meet goals; how to deliver results; and how to show competence. When we
view decision making on its own, we are looking at the innermost loop of learning
in Fig. 7.5, which is similar to the single-loop learning mode described by Argyris
and Schön (1978), where actions are adjusted to meet current goals and targets.

Our discussions in the earlier chapters suggest that the practice of decision
making may be usefully enhanced by being aware of (1) the internal structure of
the decision process—the decision rules and premises that affect the quality of

308 The Knowing Organization

FIGURE 7.5. Implications for Practice

• What is to be done
• How to meet goals
• How to deliver results
• How to show competence

• Look around, look outside
• Take a different perspective
• Ask new questions
• Collect new information

• People want to be skilled, creative
• Take pride in solving tough
   problems, being able to help
• Set challenges
• Create culture of innovation

DECISION MAKING

KNOWLEDGE CREATING

SENSE MAKING

I

II

III



the process; and (2) the external context of the decision-making activity—the
beliefs and knowledge that affect the quality of decisions made.

First the internal structure, and here we are concerned with the premises,
rules, and routines that order organizational decision making. Among the differ-
ent value premises that an organization espouses, economic or financial evalua-
tion criteria tend to figure prominently, since most organizations aim to enlarge
profits or lower costs. While financial decision premises are important in ensur-
ing efficient resource allocation, allowing economic considerations to dominate
decision making can disadvantage innovation and discourage risk taking. Three
approaches are used to cope with financial conservatism:

construct a business case for the innovation that takes into account both
financial and nonfinancial benefits;

create a separate business unit to pursue the innovation, and evaluate the
unit on criteria different from the rest of the firm;

grow the innovation outside the direct view of top management, until there
is sufficient evidence to attest to its benefits.

Much of decision making in organizations is rule based and rule following.
Some researchers believe that decision rules can block innovation. Christensen
(1997, 2003), for example, argues that resources will not be allocated to disruptive
innovations in decision making that is based on existing cost structures and on rules
and premises that favor current customers and market segments. Others, notably
Burgelman (2002), found that simple decision rules can enable strategic evolution
over time. Based on an extended case study of Intel, Burgelman (2002) shows how
relatively simple decision rules acted as selection mechanisms to (a) choose fittest
alternatives from options generated by internal variation and (b) reveal new pat-
terns of behavior that suggest fundamental changes in the business. Thus, Intel’s
adherence to set rules to allocate costly chip fabrication resources led it to make the
painful decision of exiting from the computer memory market and concentrating
on microprocessors—a decision that proved highly felicitous to the firm. Is there a
middle ground between rules as blocking innovation and rules as enabling innova-
tion? Ackoff has long suggested that decision support systems should be designed
as learning systems that support the reflective application of decision rules (see,
for example, Ackoff 1967). He developed an architecture for such a “learning and
adaptation system,” and systems based on the design were implemented at General
Motors, Du Pont, and other firms (Barabba, Pourdehnad, and Ackoff 2002).

Decision rules and premises are embedded in organizational routines. The
repeated application of standard procedures can routinize the way decisions are
made with a number of possible consequences. Decision makers may make do
with lower standards of “satisficing,” good-enough solutions. They may become
desensitized to warning signals or risks, and risky decision making drifts into a
zone of false comfort. There may be increased inertia and resistance to change or
innovation. Our analysis of the Challenger and Columbia accidents in Chapter 6
found that these tendencies contributed to the tragic results. Vaughan (1996)
observed that the routinization of decision making can produce a decision culture
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that protects the validity of rules and premises, resulting in an inherent pressure
to conform and to confirm current norms.

From the rules and routines that make up the internal structure of decision mak-
ing, we move on to examine the external context of decision making. While deci-
sion making is closest to action, it is important to understand how decision making
is shaped and constrained by the sense-making and knowledge-creation activities of
the organization. Thus, decision premises are based on beliefs and interpretations
constructed through cycles of sense making. The range of decision alternatives, as
well as the quality and attainability of these alternatives, depends on the knowledge-
creating capability of the firm. We amplify these ideas in the following sections.

Loop II Learning—Sense Making and Decision Making

In our model, the difference between decision making and sense making may be
compared to the difference between single- and double-loop learning. Whereas
decision making is often in the mode of single-loop learning (taking action to at-
tain current goals), the approach in sense making can more resemble double-loop
learning, especially when sense making leads to changes in the organization’s
governing assumptions and beliefs. In order for this to occur, organizations would
need to adopt a greater openness toward information: they would view informa-
tion from multiple perspectives; ask new questions; try new sources; and be will-
ing to reconsider beliefs and assumptions. An important factor in the success of
the Smallpox Eradication Program was the ability of the World Health Organi-
zation to revise and in some cases reverse its initial beliefs about the nature of the
disease and the strategies to be adopted in the field.

Decision making depends on sense making. We need to know “what is going
on and why” before we are able to decide “what is to be done.” In a complex,
dynamic world, making sense of the environment, rendering a plausible under-
standing of what is going on, becomes a more daunting challenge. Making sensible
interpretations is as crucial as making the right moves. In Fig. 7.5, where sense mak-
ing is connected to decision making, a more expansive loop of learning is at work.

Organizations are unaware of their sense making when normal conditions
prevail, that is, when conditions are consistent with their mental models and
expectations. Sense making becomes a conscious activity when the organization
is confronted with information that is surprising, puzzling, or disturbing. Orga-
nizations need to recognize disruptive events as occasions for new learning and
treat the accompanying feeling of cognitive dissonance as a signal to adopt a
thinking mode that is more open, reflective, and critical. The human mind prefers
stability to change, so we need to be mindful of the biases to prefer information
that confirms current beliefs and the tendencies to rely on existing cognitive
schemas to control sense making.

In today’s networked information environment, there is a proliferation of tools
and channels available to organizations to sense and enact the environment. An
important component of the information competence of an organization is the
ability to use these tools to widen the organization’s peripheral vision, to broaden the
range of signals and messages that it is attending to, without increasing information
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load harmfully. At the time of writing, there are commercially available software
tools that are being used to track, monitor, and analyze the content of online discus-
sions, weblogs, and other web-based communications in order to assess the reputa-
tion of an organization or the perception of a brand.An enactive organization would
use communication tools and information resources to introduce new features in
the environment so as to focus its sense making. For example, it might create an in-
teractive web site with content and forums that allow it to feed information as well
as to receive feedback. It might host a workshop to learn about a new technology;
distribute white papers for comment; or give away a new product to find out who
uses it.Aproactive organization would attempt to influence the environment so that
it would respond more favorably to its interests. For example, some news agencies
provide a fee-based service that allows clients to preview the following day’s head-
line stories, to introduce additional background information to these stories, or to
even suggest experts who may be asked to comment on these stories.

More and more organizations recognize both the power and the vulnerabil-
ity afforded by a highly networked and highly diverse information environment.
Organizations realize that the enactment of favorable messages and interpreta-
tions has become a major arena for contest. This is especially so when a value-
laden issue arises, and when information about the issue is mixed or confusing.
Different stakeholders and observers move quickly to offer their own interpreta-
tions of events and trends. Journalists, analysts, commentators, advocacy groups,
policy centers, government officials, regulators, and so on all attempt to fill a
sense-making void with plausible narratives and explanations. The interpreta-
tions offered may not always be innocent—many would be aimed at securing
advantage for particular groups or interests. In today’s ambiguous and ambiva-
lent environments, sense giving and sense contesting have become a new strate-
gic element of organizational life.

Loop III Learning—Knowledge Creation, Sense
Making, and Decision Making

As shown in Fig. 7.5, the most expansive loop of learning connects knowledge
creation, sense making, and decision making. While organizational decision
making may be routinized and sense making may be unconscious, knowledge
creation at the organization level is often a deliberate, sustained activity that is
driven by the need to address a problem. The creation of new knowledge can be
a source of competitive advantage for the organization, particularly when it ex-
pands competencies or enables innovation. The availability of new knowledge
does not necessarily imply that it will be utilized. Organizations need to make
sense of the potential and implications of the new knowledge, while decision
makers need to assess the risk and uncertainty of applying it. Efforts to support
knowledge creation are likely to combine two complementary approaches:

create enabling conditions that encourage knowledge creation, sharing,
and use;

provide enabling tools that support knowledge creation, transfer, and use.
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Creating enabling conditions implies cultivating a culture that promotes cre-
ativity, innovation, and experimentation. A culture of innovation is built on a
number of beliefs: people want to be skilled, creative; they take pride in solving
tough problems; they enjoy being able to help their colleagues; they value the
recognition and respect of their peers; and they find it satisfying to be able to
meet challenges. Not many organizations operate based on these beliefs. One
exception may be 3M (Minnesota Mining and Manufacturing Company), a firm
with a track record of developing and commercializing innovative products that
had not existed before. Its ideology is based on the principles of innovation
(“thou shalt not kill a new product idea”); respect for individual initiative and
personal growth; tolerance for honest mistakes; absolute integrity; and product
quality and reliability. These principles are translated into policies. For example,
technical staff are encouraged to spend up to 15 percent of their time on projects
of their own choosing. Each division is expected to generate 30 percent of its
annual sales from products that are introduced in the previous four years. Tech-
nology sharing awards are given to those who develop a new technology and
share it successfully with other divisions (Collins and Porras 1994).

Providing enabling tools often implies using information technology to sup-
port the engagement of tacit and explicit knowledge in a work setting. Thus,
there is significant interest in developing computer tools that could in some way
support the use of tacit knowledge. At the time of writing, there are commercial
software-based tools that automatically build expertise profiles of individuals
that can then be searched. The software builds these profiles by analyzing e-mail,
online discussions, documents added to or retrieved from a database, and so on.
There are also interesting attempts to combine the tacit knowledge of a group
through systems such as an online information aggregation market (e.g., HP has
successfully used information markets to make better internal sales forecasts).
Another approach is the use of case-based reasoning technology. Here, expertise
is contained in a library of past cases, with each case providing a description of
the problem, a solution, and the outcome. The knowledge and reasoning process
used by an expert to solve a problem is not recorded explicitly but is contextual-
ized and implicit in the description of the problem and its solution.

We may at first expect information technology to be able to support explicit
knowledge effectively, given the substantial experience in applying database
technology to control structured information. Unfortunately, a very significant
fraction of the knowledge of an organization is in the form of unstructured
information (presentations, call reports, project de-briefs, e-mail, online discus-
sions). The management of unstructured information has become a major goal of
many organizations. One approach is to create an external structure of taxonomies
and controlled vocabularies to categorize, tag, and describe the unstructured
content. A different approach is to generate the structure automatically on the fly,
while responding to a search query, and using the generated structure to cluster
search results into folders with subject headings.Athird approach is to apply data-
mining techniques to corpuses of text in order to extract information about enti-
ties and events (referred to as information extraction, knowledge discovery).
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Knowledge sharing is an inherently social activity, supported by norms of
trust and reciprocity. Communities of practice have proved to be effective
because they are the social venues where members can simultaneously engage
knowledge that is tacit (personal experiences), explicit (proposals, presenta-
tions), and cultural (shared values about their work). Communities of practice
tend to be self-organized or to emerge naturally, and the role of information
technology tools is mainly in the areas of communication and content access. For
example, a typical community of practice software product would provide func-
tions such as online discussion, chat, polling or voting, a repository of shared
files, and searching for content or people. Whether choosing or developing tools
to support knowledge sharing, it is worth recalling the experience of the Eureka
project—that the technology works best when it respects and honors the social
norms and practices that define the community of practice.

Marchand, Kettinger, and Rollins (2001, 2000) studied 983 companies oper-
ating in 22 countries and 25 industries in an attempt to answer the question “How
does the interaction of people, information, and technology affect business
performance?” They found that three sets of information capabilities combine
together to define an organization’s information orientation, and it is this inte-
grative orientation that predicted business performance. The three information
capabilities are (from Marchand, Kettinger, and Rollins 2001)

1. Information technology practices: the capability to effectively manage in-
formation technology (IT) applications and infrastructure to support oper-
ations, business processes, innovation, and managerial decision making.

2. Information management practices: the capability to manage information
effectively over the life cycle of information use, including sensing, col-
lecting, organizing, processing, and maintaining information. This in-
volves scanning for information about markets, customers, competitors,
and suppliers; organizing, linking, and analyzing information; and ensur-
ing that people use the best information available.

3. Information behaviors and values: the capability to instill and promote
behaviors and values in people for effective use of information. These
values include:

integrity (information is not manipulated for personal gains);

formality (formal sources are trusted);

control (information on performance is disclosed to all employees);

sharing (information is exchanged between individuals, teams,
functional areas);

transparency (members trust each other enough to talk about failures
and errors);

proactiveness (members actively seek out and respond to changes in
the competitive environment).
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The study concluded that excellence in any one of the three areas on its own
does not increase business performance. All three practices must be strong and
working together to achieve superior performance: an organization must learn to
manage and align its information technology, information practices, and infor-
mation culture.

V. CODA

The knowing organization is a model of how organizations learn. The model
focuses on the information-use activities that support learning. The three major
information activities we concentrated on are sense making, knowledge cre-
ation, and decision making. Within each activity, we looked at how information
needs are experienced, how information is sought, and how information is used
or not used. We observed that each of these processes is deeply influenced by
cognitive, affective, and situational factors that play out at the individual, group,
and organizational levels. Figure 7.6a brings together these elements in a
“knowing cube.” Figure 7.6b “flattens” the cube to show its principal layers of
analysis.

The model provides a structure and language that can be used to analyze
information use in organizations. Real life itself is always richer and more
complex than any of our models of it: a terrain is never the same as a map that re-
lates to it. Even though a map is a simplified representation of reality, it does
highlight key features of the terrain, show the big picture, help us see where we
are, and warn us about gaps and obstacles. Although we discuss some practical
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implications in the previous section, the model is more descriptive than prescrip-
tive. Taken as a whole, the model suggests that knowing and learning in organi-
zations is the outcome of a set of distributed but connected information activities.
The model does not suggest universal solutions, but it does offer a framework that
can help an organization to think through its own strategy. In the end, this is a
work in progress—our goal is better understanding, as a necessary first step
toward better practice.

VI. SUMMARY

In the WHO Smallpox Eradication Program, the melding of sense making,
knowledge creation, and decision making into continuous cycles of inter-
pretation, innovation, and adaptive action underpinned the program’s
success.

The smallpox program was a triumph of information management. Infor-
mation needs were clearly defined, information gathering was thorough
and efficient, and information use was managed so that field results were
analyzed in time to influence the course of action.

As a theoretical model, the knowing organization builds upon the classic
organizational choice model of March and Olsen (1976) and the organiza-
tional learning model of Argyris and Schön (1978).

Whereas decision making is often in the mode of single-loop learning
(Argyris and Schön 1978), the approach in sense making can more resem-
ble double-loop learning, especially when sense making leads to changes
in the organization’s governing assumptions and beliefs.

Decision making depends on sense making: we need to know “what is
going on and why” before we are able to decide “what is to be done.”
Making sensible interpretations is as critical as making the right moves.

In a highly networked and diverse environment, where different stake-
holders move quickly to offer their own interpretations of ambiguous
events and issues, organizations realize that sense giving and sense con-
testing have become a new strategic element of organizational life.

Efforts to support knowledge creation are likely to combine two comple-
mentary approaches: (1) creating enabling conditions that encourage
knowledge creation, sharing, and use; (2) providing enabling tools that
support knowledge creation, transfer, and use.

The knowing organization is a model of how organizations learn that fo-
cuses on the information-use activities that support learning. Although the
model does not prescribe universal solutions, it does offer a framework to
help an organization analyze its management and use of information.
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